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Preface

The global and hyper-connected society is experimenting an increasing
number of Cybersecurity and Privacy issues. The widespread usage and
development of ICT systems is expanding the number of attacks and leading
to new kind of evolving cyber-threats, which ultimately undermines the
possibilities of a trusted and dependable global digital society development.

Cyber-criminals are continuously shifting their cyber-attacks specially
against cyber-physical systems and IoT, since they present additional vul-
nerabilities due to their constrained capabilities, their unattended nature and
the usage of potential untrustworthiness components.

In this context, several cybersecurity and privacy challenges can be
identified. Some of these challenges revolve around the autonomic cyber-
security management, orchestration and enforcement in heterogeneous and
virtualized CPS/IoT and mobile ecosystems. Some other challenges are
related to: cognitive detection and mitigation of evolving new kind of
cyber-threats; the dynamic risk assessment and evaluation of cybersecurity,
trustworthiness levels, privacy and legal compliance of ICT systems; the
digital Forensics handling; the security intelligent and incident information
exchange; cybersecurity and privacy tools and the associated usability and
human factor. Similarly, regarding privacy and trust related challenges, four
main global challenges can be identified, encompassing the reliable and
privacy-preserving identity management, efficient and secure cryptographic
mechanisms, Global trust management and privacy assessment.

Therefore, new holistic approaches, methodologies, techniques and tools
are needed to cope with those issues, and mitigate cyberattacks, by employing
novel cyber-situational awareness frameworks, risk analysis and model-
ing, threat intelligent systems, cyber-threat information sharing methods,
advanced big-data analysis techniques as well as exploiting the benefits from
latest technologies such as SDN/NFV and Cloud systems. In addition, novel
privacy-preserving techniques, and crypto-privacy mechanisms, identity and
elD management systems, trust services, and recommendations are needed to
protect citizens’ privacy while keeping usability levels.

XV



XVi  Preface

The European Commission is facing the aforementioned cybersecurity
and privacy challenges through different means, including the Horizon 2020
Research and Innovation program, and concretely, the European program
H2020-EU.3.7, entitled “Secure societies — Protecting freedom and security
of Europe and its citizens”, and therefore, financing innovative projects that
can cope with the increasing cyberthreat landscape.

This book presents and analyses 14 cybersecurity and privacy-related
EU projects founded by that European program H2020-EU.3.7, encom-
passing: ANASTACIA, SAINT, FORTIKA, CYBECO, SISSDEN, CIPSEC,
CS-AWARE. RED-Alert, Truessec.eu. ARIES, LIGHTest, CREDENTIAL,
FutureTrust and LEPS.

The book is the result of a collaborative effort among relative ongoing
European Research projects in the field of privacy and security as well as
related cybersecurity fields, and it is intended to explain how these projects
meet the main cybersecurity and privacy challenges faced in Europe. In the
book we have invited to contribute with his knowledge some of the top
cybersecurity and privacy experts and researcher from Europe.

The first introduction chapter identifies and describes 10 main cybersecu-
rity and privacy research challenges presented and addressed in this book
by 14 European research projects. In the book, each chapter is dedicated
to a different funded European Research project and includes the project’s
overviews, objectives, and the particular research challenges that they are
facing.

In addition, we have required each chapter’ authors to provide, for his EU
research project analysed, the research achievements on security and privacy,
as well as the techniques, outcomes, and evaluations accomplished in the
scope of the corresponding EU project.

The first part of the book, i.e. chapters from #2 to #10 describe 9 EU
projects related to cybersecurity and how they face the challenges identi-
fied in Introduction section. Concretely: ANASTACIA, SAINT, FORTIKA,
CYBECO, SISSDEN, CIPSEC, CS-AWARE. RED-Alert, Truessec.eu. The
second part of the book, i.e. chapters from #11 to #15, describe 5 EU projects
focused on privacy and Trust management. Namely, ARIES, LIGHTest,
CREDENTIAL, FutureTrust and LEPS.

The idea of this book was originated after a successful clustering work-
shop entitled “European projects Clustering workshop On Cybersecurity and
Privacy (ECoSP 2018)” collocated in ARES Conference — 13th Interna-
tional Conference on Availability, Reliability and Security, held in Hamburg,
Germany, where the EU projects analyzed in this book were presented and
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the attenders exchanged their views about the European research landscape
on Security and privacy.

The chapters have been written for target both, researchers and engi-
neers. Thus, after reading this book, academic researchers will have a proper
understanding of current cybersecurity and privacy challenges to be solved
in the coming years, and how they are being approached in different angles
by several European research projects. Likewise, engineers will get to know
the main enablers, technologies and tools that are being considered and
implemented to deal with those main cybersecurity and privacy issues.
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The continuous, rapid and widespread usage of ICT systems, the constrained
and large-scale nature of certain related networks such as IoT (Internet of
Things), the autonomous nature of upcoming systems, as well as the new
cyber-threats appearing from new disruptive technologies, are given rise
to new kind of cyberattacks and security issues. In this sense, this book
chapter categorises and presents 10 current main cybersecurity and privacy
research challenges, as well as 14 European research projects in the scope
of cybersecurity and privacy, analysed further throughout this book, that are
addressing these challenges.

1.1 Introduction

The widespread usage and development of ICT systems is leading to new
kind of cyber-threats. Cyberattacks are continuously emerging and evolving,
exploiting disruptive systems and technologies such as Cyber Physical
Systems (CPS)/1oT, virtual technologies, clouds, mobile systems/networks,
autonomous systems (e.g. drones, vehicles). Cyber attackers are continuously
improving their techniques to come up with stealth and sophisticated
attacks, especially against IoT, since these environments suffer additional
vulnerabilities due to their constrained capabilities, their unattended nature
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and the usage of potential untrustworthiness components. Similarly, identity-
theft, fraud, personal data leakages, and other related cyber-crimes are
continuously evolving, causing important damages and privacy problems for
European citizens in both virtual and physical scenarios.

In this evolving cyber-threat landscape, we have identified 10 main
cybersecurity and privacy research challenges (described in Section 2 of this
chapter):

1. Interoperable and scalable security management in heterogeneous
ecosystems
2. Autonomic security orchestration and enforcement in softwarized and
virtualized IoT/CPS systems and mobile environments
. Cognitive detection and mitigation of evolving new kind of cyber-threats
4. Dynamic Risk assessment and evaluation of cybersecurity, trustworthi-
ness levels, privacy and legal compliance of ICT systems
5. Digital Forensics handling, security intelligent and incident information
exchange
6. Cybersecurity and privacy tools for end-users and SMEs. The usability
and human factor challenges
7. Reliable and privacy-preserving physical and virtual identity
management
8. Efficient and secure cryptographic mechanisms to strengthen confiden-
tiality and privacy
9. Global trust management of eID and related services
10. Privacy assessment, run-time evaluation of the quality of security and
privacy risks

98]

To meet those challenges, new holistic approaches, methodologies,
techniques and tools are needed to prevent and mitigate cyberattacks by
employing novel cyber-situational awareness frameworks, risk analysis and
modelling tools, threat intelligent systems, cyber-threat information sharing
methods, advanced big-data analysis techniques as well as new solutions that
can exploit the benefits brought from latest technologies such as SDN/NFV
and Cloud systems. In addition, novel privacy-preserving techniques, and
crypto-privacy mechanisms, identity and elD management systems, trust
services, and recommendations are needed to protect citizens’ privacy while
keeping usability levels.

The European Commission is addressing the aforementioned challenges
through different means, including the Horizon 2020 Research and



1.1 Introduction 3

Innovation program, thereby financing innovative research projects that can
cope with the increasing cyberthreat landscape.

In this sense, the cybersecurity strategy of the European Union
is summarized in 5 strategic priorities “An Open, Safe and Secure
Cyberspace” [1]

— Achieving Cyber resilience;

— Reducing cybercrime;

— Developing a cyber defense policy and capabilities related to the
Common Security and Defense Policy (CSDP);

— Developing the industrial and technological resources for cybersecurity;

— Establishing a coherent international cyberspace policy for the
European Union that promoted core EU values.

Namely, the European program H2020-EU.3.7 [2] — “Secure societies —
Protecting freedom and security of Europe and its citizens”, budget with
1694.60 million, is addressing those cybersecurity and privacy challenges.
The general objective in that program is “fo foster secure European societies
in a context of unprecedented transformations and growing global interde-
pendencies and threats, while strengthening the European culture of freedom
and justice.”

Thus, the H2020-EU.3.7 program is addressing the global challenge about
“undertaking the research and innovation activities needed to protect our
citizens, society and economy as well as our infrastructures and services,
our prosperity, political stability and wellbeing.” Namely, this programme [3]
aims:

e “to enhance the resilience of our society against natural and man-made
disasters, ranging from the development of new crisis management tools
to communication interoperability, and to develop novel solutions for the
protection of critical infrastructure;

e fo fight crime and terrorism ranging from new forensic tools to
protection against explosives;

e to improve border security, ranging from improved maritime border
protection to supply chain security and to support the Union’s external
security policies including through conflict prevention and peace
building;

e and to provide enhanced cybersecurity, ranging from secure information
sharing to new assurance models.”
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In this context, this book presents and analyses 14 cybersecurity and
privacy-related EU projects founded by this H2020 program, encompassing:
ANASTACIA, SAINT, FORTIKA, CYBECO, SISSDEN, CIPSEC, CS-
AWARE. RED-Alert, Truessec.eu. ARIES, LIGHTest, CREDENTIAL,
FutureTrust. For further information about other H2020 EU projects funded
under this H2020-EU.3.7 the reader is refereed to [2].

Each chapter in the book is dedicated to a different funded European
Research project and includes the project’s overviews, objectives, and the
particular research challenges, among the ones identified above, that they are
facing. In addition, each EU research project in his corresponding chapter
describes its research achievements on security and privacy, as well as the
techniques, outcomes, and evaluations accomplished in the scope of the
corresponding EU project.

The idea of this book was originated after a successful clustering work-
shop entitled “European projects Clustering workshop On Cybersecurity
and Privacy (ECoSP 2018)” [4] collocated in ARES Conference — 13th
International Conference on Availability, Reliability and Security, where the
EU projects analyzed in this book were presented and the attenders exchanged
their views about the European research landscape on Security and privacy.

The rest of this chapter is structured as follows. Section 2 presents
the main security and privacy research challenges. Section 3 is devoted to
the introduction of the main H2020 EU projects covered in this book, and the
main challenges, among the ones identified in Section 2, that each project is
facing. Section 4 concludes this chapter.

1.2 Cybersecurity and Privacy Research Challenges

The Ponemon Institute in a recent study [23], identified the Cyber threats
with the greatest risk: Cyber warfare or cyber terrorism, Breaches involving
high-value information, Nation-state attackers, Breaches that damage critical
infrastructure, Breaches that disrupt business and IT processes, Emergence
of cyber syndicates, Stealth and sophistication of cyber attackers, Emer-
gence of hacktivism, Breaches involving large volumes of data, Malicious or
criminal insiders, Negligent or incompetent employees. The study highlights
that Cyber warfare and cyber terrorism and breaches involving high-value
information will have the greatest impact on organizations over the next three
years.

These cyber-threats are especially notorious and dangerous when
affecting IoT and CPS, where massive heterogenous, and potentially
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constrained, things are being added to the network, meaning additional poten-
tial vulnerabilities. In this regard, Roman et al. [19] identified the main “Chal-
lenges of Security & Privacy in Distributed Internet of Things”. Namely,
they provided and analysis of attacker models and threats and identified 7
main challenges in the design and deployment of the security mechanisms,
including: Identity and Authentication, Access control, Protocol and Network
Security, Privacy, Trust management, Governance, Fault tolerance.

Additionally, recently [22] identified the security and privacy threats in
IoT at different network layers, including the major security vulnerabilities.
In that paper authors highlighted the main aspects of the IoT ecosystem, such
as, having legacy systems running in these platforms, the large number of
devices, dynamicity, constrained nature, which are provoking new kind of
threats. Likewise, [25] reviewed the IoT cybersecurity research, highlighting
the data handling issues, standardization aspects, and research trends when
IoT meets Cloud Computing and 5G technologies. Other research trends
(Fault Tolerance Mechanism, Self-Management, [oT Forensics, Blokchain
Embedded Cybersecurity Design) are also studied.

Besides, Backes et al. [24] identified their 8 most important challenges
in IT security research. Including, (1) Security for Autonomous Systems,
(2) Security in Spite of Untrustworthy Components, (3) Security Commen-
surate with Risk, (4) Privacy for Big Data, (5) Economic Aspects of IT
Security, (6) Behaviour-related and Human Aspects of IT Security (7) Secu-
rity of Cryptographic Systems against Powerful Attacks, (8) Detection and
Reaction.

The characterization presented herein includes most of those security
research challenges but, unlike their work, we use another perspective and
for us some of their research challenges (such as economic aspects) are out
of our main challenges, as they are not such important in our classification.

The main cybersecurity and privacy research challenges identified are
described below. It should be noted that order of challenges does not have
any relation with the order of importance or impact of the challenges.

1.2.1 Main Cybersecurity Research Challenges

1. Interoperable and scalable security management in heterogeneous
ecosystems
Security Management in fragmentated and heterogeneous domains is
still nowadays an open research challenge. This issue is exacerbated in
CPS/IoT deployments which are comprised of heterogenous disparate
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kind of devices and networks protocols/systems. Security manage-
ment requires a holistic approach to deal with new types of wireless
network technologies (e.g. 5G), potentially constrained networks (e.g.
LPWAN:S), protocols and systems, that need to face the management of
large and scalable deployments in any segment of network: RAN, Edge,
Fog or Core segments.

The definition of security management policies to deal with
heterogeneity and interoperability across domains, systems and net-
works, introduces several challenges related to the employed security
models, the language and the level of abstraction required to govern
the systems. In this regard, interoperability and contextual aspects in
policies, particularities of managed systems domains, policy conflicts
and resolution as well as dependencies in policies, are open research
challenges that need to be solved. The policies should encompass not
only security/privacy policies, but also QoS/SLA policies, network
management policies (e.g. slicing, traffic filtering), operational and
orchestration policies.

2. Autonomic security orchestration and enforcement in softwarized
and virtualized IoT/CPS systems and mobile networks

o Holistic security orchestration: New autonomic and context-awareness
security orchestrators are needed, which can choregraph and enforce
quickly and dynamically the proper defence mechanism (proactively
or as countermeasure), according to the circumstances, in SDN/NFV-
enabled systems. The orchestration will need to face the challenge to
interface with diverse, heterogeneous and distributed IoT controllers,
NFV-MANO (Management and Orchestration) orchestrators, Fog-
Edge entities, SDN controllers, thereby enforcing dynamically the
security enablers in the network/systems.

o Virtualized and Softwarized security management: current defences
of network operators and companies are mainly based on hardware
appliances. Naturally, the hardware appliances have fixed location
that must be chosen by the ISP smartly. These hardware appliances
can be deployed on-premises or outsourced, and the packets/flows
are redirected to these hardware appliances. Using the virtualization
enabled by SDN and NFV allows a quick instantiation of VMs in the
adequate location. Indeed, the lack of elasticity can be easily handled
by Security Virtual Network Function (VNF) functions that can be
chained and placed on-demand according to the incoming attacks.
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However, it is challenging to manage the orchestration and placement
of multiple VNFs on an NFV Infrastructure at large scale, either at the
core of at the edge of the network, while dealing with scalability and
security issues and additional threats that raise from the fact of using a
virtualized environment.

Selection of the adequate mitigation plan: and fast enforcement of the
defined policies are challenging processes that require a lot of efforts
and time. The orchestration and the enforcement of the adequate
countermeasures in a short time, and without affecting the Quality
of Service (QoS), introduce several challenges that must be duly
considered. Also, the definition and enforcement of mitigation plans
while reducing the deployment cost and by taking into account the
limitations in existing infrastructure clouds, the system/network status
and are open research questions that needs to be addressed.
Lightweight Security enablers and protocols for IoT/CPS systems:
Traditional security enablers and protocols, encompassing Authen-
tication, Authorization and Accounting (AAA), Channel protection
protocols, network filtering, deep packet inspection, intrusion detec-
tion..., need to be evolved and adapted to be able to be enforced
and managed properly in softwarized and virtualized networks
(SDN/NFV) and CPS/IoT systems. In addition, these security enablers
and protocols need to be redesigned to cope with the constrained
nature of distributed IoT networks, that requires lightweight crypto-
protocols and solutions to be enforced in constrained (battery, memory,
cpu) devices and networks.

Security in 5G mMTC and mobile networks: SG mMTC (massive
Machine-type Communications) is the key technology needed to scale
up the internet of thing (IoT). However, this 5G large-scale man-
agement and orchestration raises new cybersecurity threats which
requires novel security solutions, as analysed in [26]. 5G imports
vulnerabilities and threats coming from cloud computing, virtualiza-
tion and SDN/NFV technologies. Thus, it is a research challenge to
deal with information transmission management, secure communica-
tion channels, new security interfaces for AAA to deal with Non-
Access Spectrum (NAS) signalling, roaming security, and cope with
diverse network-based mobile security threats and attacks (e.g. satu-
ration attacks, penetration attacks, identity thief, Man-in-the-middle,
scanning attaks, Hijacking, DoS attacks, Signaling storms).
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3. Cognitive detection and mitigation of evolving new Kkind
of cyber-threats

o Dealing with evolving kind of cyberattacks: The identification of novel
types of attacks not yet identified before (e.g. unknown zero-day
attacks), that can exploit [oT networks, CPS (and the consequent pro-
tection approaches to provide advanced security from last generation
threats) is a key research challenge. This new kind of attacks need
to be addressed following a global approach through both, signature-
based and anomaly-based detection techniques, by using artificial
intelligence and Big Data analysis approaches. In the cyber physical
world, the attacker’s goal is to disrupt both the normal operations of the
CPS, e.g. sensor readings, safety limits violation, status reports, safety
compliance violation etc. and communication flows among devices.
The continued rise of cyber-attacks together with the evolving skills
of the attackers, and inefficiency of the traditional security algorithms
to defend against advanced and sophisticated attacks such as DDoS,
slow DoS and zero-day, demand the development of novel defence
and resilient detection techniques.

o Monitoring in heterogenous ICT systems. Cybersecurity handling,
especially in Critical systems, Cyber Physical Systems and IoT net-
works introduces challenges due the restrictions and constrained
nature of these kind of devices and networks. New tools, for network
scanning (including encrypted traffic), analysis of digital forensics
and pen testing as well as innovative algorithms and techniques (e.g.
machine learning) are needed to perform security analysis.

o Real-time incident detection and analysis: Incident analysis should be
supported by risk models that follows a multidimensional approach,
performing evaluation of incidents that combines several factors (such
as, for instance, incident severity, criticality of assets affected, global
risk associated to the incident or cost of potential mitigations among
others) to decide, if needed, dynamically the most convenient mitiga-
tion plan to enforce. It should cover, threat analysis, data fusion and
correlation from different sources different types of events to detect
hidden relations and thus identify potential threats.

o Cyber situational-awareness, self-learning and dynamic reaction for
self-healing, self-repair and self-protection capabilities: Management
and Control systems as well as Autonomous systems, such as for
instance, drones, smart objects, self-driving cars, robots, etc, will need
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to perform self-learning to make proper intelligent decisions based on
current real-time situation. However, those autonomous systems could
be manipulated when sensing the external world, and therefore, assess-
ing the quality of the potential sensed environment is a challenge.
In addition, upcoming cybersecurity frameworks and systems should
face the challenge of countering dynamically cyberattacks according
to contextual and evolving conditions, thereby providing self-healing,
self-repair and self-protection capabilities. This will allow to diag-
nose and enforce proper defence mechanism and mitigate threats
autonomously.

o Cognitive big data analysis of systems/networks, services, social
networks and cybersecurity intelligence information to counter cyber-
threats: To meet this challenge an interdisciplinary approach should
be followed, performing cognitive science, communications, compu-
tational linguistics, discourse processing, language studies and social
psychology. Upcoming cybersecurity solutions should meet the chal-
lenge of combing diverse technologies, such for instance, IA algo-
rithms, Machine Learning (ML), CEP (Complex Event Processing),
SNA (Social Network Analysis) and NLP (Natural Language process-
ing) to assess systems data/events, social features in communications
used by terrorist organizations, in order to increase security levels and
counter cyber-threats.

4. Dynamic risk assessment and evaluation of cybersecurity, trustwor-
thiness levels and legal compliance of ICT systems
New models are needed to quantify in real time, according to the context,
the trustworthiness, of new kind of devices-system-networks, compute
the risk associated to an ICT system and evaluate the security and
privacy legal compliance. Risk evaluation should be performed through
an interdisciplinary approach including not only technological, but also
legal and socio-ethical perspectives. Relevant metrics need to be estab-
lished for cybersecurity economic analysis, cybersecurity and cyber-
crime market. The risk evaluation should consider automated analysis,
for behavioural, social analysis, cybersecurity risk and cost assessment.
In this regard, another challenge is to make this risk analysis usable and
easy interpretable for administrators and stakeholders, through short and
long terms actions and recommendations.
Another related challenge is to kept users informed about the trust-
worthiness levels of their application and servers, according to multi
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factor criteria, encompassing sociocultural, legal, ethical, technological
and business while paying due attention to the protection of Human
Rights. Proper recommendations about certification and labelling of ICT
products and services should be automatically inferred, that will foster
trust among citizens that use them.

5. Digital forensics handling, security intelligence and incident
information exchange
An important cybersecurity challenge is to improve levels of
collaboration between cooperative and regulatory approaches for infor-
mation sharing in order to enhance cybersecurity and mitigate the
risk and the impact of cyber-attacks. In this regard, new standards,
models, protocols are needed to achieve interoperability for effective
collaboration between operational teams including Law Enforcement
Agencies, CSIRTSs, Organization, through automated exchange of cyber-
crime data, including source Open Source Intelligence (OSINT) data
sources, thereby allowing sharing the own system cyber-situational
awareness information with the external entities in an effective way.
In addition, another challenge is to perform automatic application and
enforcement of data sharing in an interoperable manner that can feed
the incident analysis, which ultimately, can help in the cybersecurity
decision support making.

6. Cybersecurity and privacy tools for end-users and SMEs. The
usability and human factor challenges
Individuals, SMEs, local administrators and related end-users are over-
whelmed with the complexity of cybersecurity and privacy aspects,
which obstructs proper decision making and digital technology usage.
These kinds of users cannot dedicate enough effort and resources to
invest in security personnel and cybersecurity products or services.
User-friendly and automated cybersecurity unified tools need to imple-
mented targeting (potential inexpert) final users, so that they can face
cybersecurity threats and manage properly security configurations. The
human factor is one of the most problems when it comes to security
management, as it can easily generate new security gaps. Most of
the cyber-attacks such as ramsonware, physing, identity chief, etc, are
originated by the end-user. Thus, the human factor needs to be handled
by cybersecurity frameworks and tools in order to increase system
resilience against end-users’ and operators’ errors.
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1.2.2 Privacy and Trust Related Research Challenges

7. Reliable and privacy-preserving physical and virtual identity
management
Identity management Systems require new security and privacy
mechanisms that can holistically manage user’s/object’s privacy, ID-
proofing techniques based on multiple biometrics, strong authentication,
usage of breeder documents (e.g. elD, ePassports), while ensuring
privacy-by-default, unlikability, anonymity, federation support, non-
reputation and self-sovereign IdM management. The challenge is to
manage properly those features for mobile, online or physical/face-
to face scenarios, while maintaining usability and compliance with
regulation e.g. GDPR (General Data Protection Regulations)[{GDPR]
and eIDAS [21]. This will allow ultimately to reduce identity-theft and
related cybercrimes.

In this context, another challenge arises from the extension of
global identity management and AAA to anything deployments,
managing efficiently identities and access control of new kinds of
autonomous Systems, such as, IoT smart objects, self-driving cars,
robots, humanoids, drones, etc. that requires new evolved algorithms,
protocols and systems.

8. Efficient and secure cryptographic mechanisms to strengthen
confidentiality and privacy

o Confidentiality and privacy in distributed systems: End-to-end encryp-
tion of shared data, in transit and in rest, while maintaining usability
and efficiency on the end-user side is an open research challenge
that still needs to be covered effectively to protect user’s privacy.
In this sense, new techniques, algorithms and protocols, e.g. those
based on proxy re-encryption, are needed to reinforce security/privacy
while outsourcing the computation to Cloud wallets to minimize user’s
risks in protecting crypto-material. In addition, new crypto-privacy
techniques are needed to guarantee authenticity on the data through
novel signatures schemes.

o Data anonymization and secure data sharing: All exchanged data
should be encrypted, without intermediate entities such as proxies
or cloud-providers being able to access the user’s data. Data min-
imization and privacy-by-default properties, above all, in emerging
distributed deployments needs to be guaranteed. Thus, novel crypto-
privacy protocols, mechanism and systems, such as those based
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on Zero-knowledge proofs, are needed to ensure anonymity, mini-
mal disclosure of personal information, above all in public Clouds,
ledgers and mobiles, while ensuring the user’s rights laid out in GDPR.

o Big data privacy: Data analytics raises new concerns about privacy
preservation, as the possible dynamic combination of large data com-
ing from diverse sources can undermine anonymity, pseudonimity
properties that can be given for granted in a single domain. This
challenge is especially relevant in critical sectors (eHealth, eBank-
ing), distributed systems that will handle massive user data, e.g.
blockchains, ledgers, and social networks. Therefore, new technolo-
gies to enforce efficient privacy protection are needed, as a response of
a new collaborative privacy-assessment mechanisms.

o Crypto-resilience to brute-force attacks: Quantum computing tech-
nology is making possible new risks and threats, as most of current
encryption and signature algorithms will not be fully secure against
brute-force attacks perpetrated by quantum computers. In this sense,
new cryptographic algorithms are needed to be resilient to brute-force
attacks using quantum computing.

. Global trust management of eID and related services

There is a need of a Global, trusted, open and scalable infrastructure
where authorities can publish their trust information to certify trustwor-
thy electronic identities, so that rest of stakeholders, including public
sector, private companies, and citizens can verify automatically trust
in electronic transactions, while hiding the complexity of dealing with
heterogenous formats and protocols.

This challenging Global Trust System should deal with issues such
as unified data model, rights delegation, trust policy language, claims
discovery to make the system interoperable accessible for everyone,
while facilitating, at the same time, the use of eID and electronic
signature technology in real world applications. This global trust
management infrastructure should leverage the eIDAS trust scheme laid
out in Regulation (EU) N°910/2014 [21], extending the European Trust
Service Status List (TSL) infrastructure towards a “Global Trust List”.

Privacy assessment, run-time evaluation of the quality of security
and privacy risks There is a need of evaluation tools and methods to
assess whether an application or a service is compliant with privacy and
personal data protection principles, as well as quantitative and quali-
tative run-time evaluation of the quality of security and privacy risks.
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In this sense, novel Dynamic Security and Privacy Seals (DSPS) are
needed to increase trust in the system, by combining ISO, legal norms
and security and privacy standards with deep technical monitoring inte-
gration, in order to provide a user-friendly and synthetic view of the
overall system trust ability. In this regard, it is challenging to integrate
and enhance the alerts generated by the underlying systems with direct
technical and organizational feedback from the end-user. These novel
kinds of seals would come up with legally valid and non-repudiable
proof of compliance of the system with legal or contractual security-
privacy requirements, which can be easily managed and visualized by
the user.

1.3 H2020 Projects Facing the Challenges

1.3.1 Cybersecurity Related Projects Addressing the Challenges

o ANASTACIA [5] (Chapter 02): ANASTACIA is researching, devel-
oping and demonstrating a holistic solution enabling trust and secu-
rity by-design for Cyber Physical Systems (CPS) based on IoT and
Cloud architectures. ANASTACIA cybersecurity framework provides
self-protection, self-healing and self-repair capabilities through novel
enablers and components. The framework dynamically orchestrates and
deploys security policies and actions that can be instantiated on local
agents. Thus, security is enforced in different kinds of devices and
heterogeneous networks, e.g. IoT — or SDN/NFV — based networks. The
framework has been designed in full compliance to SDN/NFV standards
as specified by ETSI NFV and OFN SDN, respectively. Therefore,
Anastacia is addressing challenges #1, #2, #3 and #4 enumerated in
Section 2.1

e SAINT [6] (Chapter 03): “SAINT analyses and identifies incentives
to improve levels of collaboration between cooperative and regulatory
approaches to information sharing. SAINT is designing new methodolo-
gies for the development of an ongoing and searchable public database
of cybersecurity indicators and open source intelligence. Comparative
analysis of cyber-crime victims and stakeholders within a framework of
qualitative social science methodologies deliver valuable evidences and
advance knowledge on privacy issues and deep web practices. SAINT
defines innovative models, algorithms and automated framework for
cost-benefit analysis and estimation of tangible and intangible costs
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for optimal risk and investment incentives”. Thus, SAINT is mainly
focusing on challenge #5 enumerated in Section 2.1.

e FORTIKA [7] (Chapter 04): “The project is designing and
implementing a security ‘seal’ specially devised for small and medium-
sized companies that will strengthen trust and facilitate further adoption
of digital technologies. The project is implementing robust, resilient
and effective cybersecurity solutions to be customized for each individ-
ual enterprise’s evolving needs and can also speedily adapt/respond to
the changing cyber threat landscape”. Therefore, FORTIKA is mainly
focusing on challenges #2 and #6 of those described in Section 2.1.

e CYBECO [8] (Chapter 05): “CYBECO focuses on two mains aspects
to deal with cyber-insurance from a Behavioural Choice Perspective:
(1) including cyber threat behaviour through adversarial risk analysis to
support insurance companies in estimating risks and setting premiums
and (2) using behavioural experiments to improve IT owners’ cybersecu-
rity decisions. Therefore, CYBECO facilitates risk-based cybersecurity
investments supporting insurers in their cyber offerings through a risk
management modelling framework and tool.” Therefore, SAINT is
mainly focusing on challenge #4 of Section 2.1.

e SISSDEN [9] (Chapter 06): “SISSDEN is intended to improve the cyber
security through development of situational awareness and sharing of
actionable information. The passive threat data collection mechanism is
complemented by behavioural analysis of malware and multiple external
data sources. Actionable information produced by SISSDEN provides
no-cost victim notification and remediation via organizations such as
CERTs, ISPs, hosting providers and LEAs such as EC3. The main goal
of the project is the creation of multiple high-quality feeds of action-
able security information that can be used for remediation purposes
and for proactive tightening of computer defences. This is achieved
through the development and deployment of a distributed sensor network
based on state-of-the-art honeypot and darknet technologies, the creation
of a high-throughput data processing centre, and provisioning of in-
depth analytics, metrics and reference datasets of the collected data.”
Therefore, SISSDEN is mainly focusing on challenge #5 of Section 2.1.

e CIPSEC [10] (Chapter 07): “CIPSEC aims to create a unified security
framework that orchestrates state-of-the-art heterogeneous security
products to offer high levels of protection in IT (information technology)
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and OT (operational technology) departments of Cls, also offering
a complete security ecosystem of additional services. These services
include vulnerability tests and recommendations, key personnel training
courses, public-private partnerships (PPPs), forensics analysis, standard-
ization activities and analysis against cascading effects.” CIPSEC is
mainly focusing on challenge #3, #4 and #5 of Section 2.1.

CS-AWARE [11] (Chapter 08): CS-AWARE aims to increase the
automation of cybersecurity awareness approaches, by collecting cyber-
security relevant information from sources both inside and outside
of monitored local public administrations (LPA) systems, performing
advanced big data analysis to set this information in context for detecting
and classifying threats and to detect relevant mitigation or prevention
strategies. CS-AWARE aims to advance the function of a classical
decision support system by enabling supervised system self-healing in
cases where clear mitigation or prevention strategies for a specific threat
could be detected. CS-AWARE is built around this concept and relies
on cybersecurity information being shared by relevant authorities in
order to enhance awareness capabilities. At the same time, CS-AWARE
enables system operators to share incidents with relevant authorities to
help protect the larger community from similar incidents. CS-AWARE
is mainly focusing on challenge #5 of Section 2.1.

RED-Alert [12] (Chapter 09): “RED-Alert has built a complete software
toolkit to support LEAs in the fight against the use of social media by
terrorist organizations for conducting online propaganda, fundraising,
recruitment and mobilization of members, planning and coordination of
actions, as well as data manipulation and misinformation. The project
aims to cover a wide range of social media channels used by terrorist
groups to disseminate their content which will be analysed by the RED-
Alert solution to support LEAs to take coordinated action in real time
but having as a primordial condition preserving the privacy of citizens.”
RED-Alert is mainly focusing on challenge #3 of Section 2.1.

Truessec.eu [13] (Chapter 10): “The main goal of TRUESSEC project
is to foster trust and confidence in new and emerging ICT products and
services throughout Europe by encouraging the use of assurance and
certification processes that consider multidisciplinary aspects such as
sociocultural, legal, ethical, technological and business while paying due
attention to the protection of Human Rights.” Therefore, TRUESSEC is
mainly addressing challenge #4.
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Table 1.1 Main cybersecurity research challenges and related EU project’s

EU projects addressing

Challenge ID  Name the challenge

1 Interoperable and scalable security management ANASTACIA
in heterogeneous ecosystems

2 Autonomic Security orchestration and ANASTACIA,
enforcement in softwarized and virtualized FORTIKA, CIPSEC
[oT/CPS systems and mobile environments

3 Cognitive detection and mitigation of evolving ANASTACIA,
new kind of cyber-threats CIPSEC, CS-AWARE,

RED-ALERT

4 Dynamic Risk assessment and evaluation of CYBECO, CIPSEC,
cybersecurity, trustworthiness levels, privacy and TRUESSEC,
legal compliance of ICT systems ANASTACIA

5 Digital Forensics handling, security intelligent SIESSDEN, SAINT,
and incident information exchange CIPSEC, CS-AWARE

6 Cybersecurity and privacy tools for end-users and ~ FORTIKA

SMEs. The usability and human factor challenges

Table 1.1 recaps the main cybersecurity research challenges presented in

Section 1.2.1 and links them with the EU project’s, presented in this section,
that are addressing those challenges.

1.3.2 H2020 Projects Addressing the Privacy and Trust Related

Challenges

o ARIES [14] (Chapter 11): Aries aims to set up a reliable identity

ecosystem encompassing technologies, processes and security features
that ensure highest levels of quality in secure credentials for highly
secure and privacy-respecting physical and virtual identity management
processes with the specific aim to tangibly achieve a reduction in
levels of identity fraud, theft, wrong identity and associated crimes. The
ecosystem is strengthening the link between physical documents linked
to the biometric identity and the digital (online and mobile) identity.

e LIGHTest [15] (Chapter 12): LIGHTest project aims to set-up a global

trust infrastructure where authorities can publish their trust information.
Thus, member states can use infrastructure to publish lists of qualified
trust services, while private companies can establish trust in different
sectors, such as, inter-banking, international trade, shipping, business
reputation and credit rating. Then, different entities can query this trust
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information to verify trust in simple signed documents or multi-faceted
complex transactions.

CREDENTIAL [16] (Chapter 13): CREDENTIAL project has devel-
oped a cloud-based service for identity provisioning and data sharing.
On the one hand, it offers high confidentiality and privacy guarantees to
the data owner, while, on the other hand, it offers high authenticity guar-
antees to the receiver. CREDENTIAL integrates advanced cryptographic
mechanisms into standardized authentication protocols. The solution has
proved high user convenience, strong security, and practical efficiency.

FutureTrust [17] (Chapter 14): The FutureTrust project aims to develop
a comprehensive Open Source validation service as well as a scalable
preservation service for electronic signatures and will provide com-
ponents for the eID-based application for qualified certificates across
borders, and for the trustworthy creation of remote signatures and seals
in a mobile environment. Furthermore, the FutureTrust project extends
and generalize existing trust management concepts to build a “Global
Trust List”, which allows to maintain trust anchors and metadata for
trust services and elD related services around the globe.

LEPS [18] (Chapter 15): LEPS project aims to “validate and facilitate
the connectivity options to recently established eIDAS ecosystem,
which provides this trusted environment with legal, organisational and
technical guarantees already in place. Strategies have been devised to
reduce SP implementation costs for this connectivity to eIDAS technical
infrastructure”. The project has implemented integrated and validated
the solution in Pilots of two EU countries.

Table 1.2 summarizes the main privacy-related research challenges pre-

sented in Section 1.2.2 and links them with the EU project’s, presented in this
section, that are addressing those challenges.

Table 1.2 Main Privacy related research challenges and related EU projects

Challenge EU projects addressing
ID Name the challenge
7 Reliable and privacy-preserving physical and virtual ARIES, LEPS
identity management
8 Efficient and secure cryptographic mechanisms to CREDENTIAL
strengthen confidentiality and privacy
9 Global trust management of eID and related services LIGHTest, Future Trust
10 Privacy assessment, run-time evaluation of the quality =~ ANASTACIA

of security and privacy risks
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1.4 Conclusion

This chapter has identified and introduced the 10 main cybersecurity and
privacy research challenges presented and addressed in this book by 14
European research projects. Some of the challenges revolve around the
autonomic cybersecurity management, orchestration and enforcement in het-
erogeneous and virtualized CPS/IoT and mobile ecosystems. The challenges
identified cognitive detection and mitigation of evolving new kind of
cyber-threats; the dynamic risk assessment and evaluation of cybersecu-
rity, trustworthiness levels, privacy and legal compliance of ICT systems;
the digital Forensics handling; the security intelligent and incident infor-
mation exchange; and cybersecurity and privacy tools and the associated
usability and human factor. Regarding privacy and trust related challenges,
we have identified four main global ones, encompassing the reliable and
privacy-preserving identity management, efficient and secure cryptographic
mechanisms, Global trust management and privacy assessment.

In addition, the chapter has introduced the 14 EU projects analysed
in the book and the main challenges the are addressing. ANASTACIA,
SAINT, FORTIKA, CYBECO, SISSDEN, CIPSEC, CS-AWARE. RED-
Alert, Truessec.eu. ARIES, LIGHTest, CREDENTIAL, FutureTrust.

The rest of the book is intended to present each of those 14 EU projects,
which are described in a different book chapter. Each chapter includes
the project’s overviews and objectives, the particular challenges they are
covering, research achievements on security and privacy, as well as the
techniques, outcomes, and evaluations accomplished in the scope of the
EU project.
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This book chapter presents the main key innovations being devised,
implemented and validated in the scope of Anastacia H2020 EU research
project, to meet the cybersecurity challenge of protecting dynamically
heterogenous IoT scenarios, endowed with SDN/NFV capabilities, which
face evolving kind of cyber-attacks. The key innovations encompasses,
among others, policy-based security management in IoT networks, trusted
and dynamic security orchestration of virtual networks security functions
using SDN/NFV technologies, security monitoring and cognitive reaction
to countering cyber-treats, behavioural analysis, anomaly detection and
automated testing for the detection of known and unknown vulnerabilities in
both physical and virtual environments as well as secured and authenticated
dynamic seal system as a service.

2.1 Introduction

The Internet of Things (IoT) aims to leverage network capabilities of devices
and smart objects, integrating the sensing and actuation features to create
pervasive information systems, which are used as baseline to provide smart
services to the industry and citizens. However, as a greater number of con-
strained IoT devices are connected to Internet, the security and privacy risks
increase accordingly. The boosted connectivity and constrained capabilities
of devices in terms of memory, CPU, memory, battery, the unattended
behaviour of IoT devices, misconfigurations and lack of vendor support,
increase potential kinds of vulnerabilities. Therefore, new advanced security
frameworks for IoT deployments are needed to face these threats and meet
dynamically the desired defence levels.

H2020 Anastacia EU project addresses the security management of
heterogenous and distributed IoT scenarios, such as Smart Buildings or
Smart Cities, which can benefit from a policy-based orchestration and
security management approach, where NFV/SDN-based solutions and novel
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monitoring and reaction tools are combined to deal with new kind of evolving
cyber-attacks.

ANASTACIA is developing new methodologies, frameworks and support
tools that will offer resilience to distributed smart IoT systems and Mobile
Edge Computing (MEC) scenarios against cyber-attacks, by leveraging SDN
and NFV technologies. Security VNFs can be timely and dynamically
orchestrated through policies to deal with heterogeneity demanded by these
distributed IoT deployments that can be deployed either at the core of at the
edge, in VNF entities, to rule the security in IoT networks. Dynamic and
reactive provisioning of Security VNFs towards the edge of the network can
enhance scalability, necessary to deal with IoT scenarios.

The primary objective of the ANASTACIA project is to address cyber-
security concerns by researching, developing and demonstrating a holistic
solution enabling trust and security by-design for Cyber Physical Systems
(CPS) based on Internet of Things (IoT) and Cloud architectures.

The heterogeneous, distributed and dynamically evolving nature of
CPS based on IoT and virtualised cloud architectures introduces new and
unexpected risks that can be only partially solved by current state-of-the-art
security solutions. Innovative paradigms and methods are required i) to build
security into the ICT system at the outset, ii) to adapt to changing security
conditions, iii) to reduce the need to fix flaws after deploying the system, and
iv) to provide the assurance that the ICT system is secure and trustworthy
at all times. ANASTACIA is thus developing, integrating and validating
a security and privacy framework that will be able to take autonomous
decisions through the use of new networking technologies such as Software
Defined Networking (SDN) and Network Function Virtualisation (NFV) and
intelligent and dynamic security enforcement and monitoring methodologies
and tools.

Dealing with this general ambition and scenario raises several research
challenges, being faced in Anastacia:

e Interoperable and scalable IoT security management: dealing with the
level of abstraction, the language and new security models, contextual
IoT aspects in policies, particularities in IoT security models, policy
conflicts and dependencies in orchestration policies.

e Optimal selection of SDN/NFV-based security mechanisms: allocate
multiple VNF requests on an NFV Infrastructure, especially in a cost-
driven objective.

e Orchestration of SDN/NFV-based security solutions for IoT environ-
ments: the selection of the adequate mitigation plan and the fast
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enforcement of the defined policies, as well as orchestration and the
enforcement of the adequate countermeasures in a short time.

e Dealing with a new kind of cyber-attacks in IoT: providing advanced
security from last generation threats on IoT environments.

e Learning decision model for detecting malicious activities: the
development of novel defence and resilient detection techniques.

e Hybrid security monitoring for IoT enhanced with event correlation:
The application of both signature-based and behavioural-based security
analysis for IoT.

e Quantitative evaluation of incidents for mitigation support: combination
of several factors to evaluate incidents to decide on the most convenient
mitigation plan to enforce.

e Construction of a dynamic security and privacy seal that secures both
organizational and technical data: generate trust by considering technical
insights on security and privacy personal data protection requirements.

This chapter describes the main key innovations being devised, imple-
mented and evaluated in the scope of ANASTACIA to cope with the
aforementioned security challenges in IoT scenarios.

2.2 The Anastacia Approach

2.2.1 Anastacia Architecture Overview

The NIST Cybersecurity Framework identifies five steps for the protection
of critical infrastructures: Identification, protection, detection, response and
recovering. In general, these three steps are supported by the retrieval and
management of security information extracted from the infrastructure to
protect. On top of the five steps of the NIST Cybersecurity Framework, we
can overlap the three main activities in what regards to the data lifecycle
in ICT infrastructures for security protection, namely the data acquisition,
data dissemination, data consumption and data processing. Data acquisition
includes of the components and mechanisms to retrieve relevant data from
the infrastructure, such as logs, heartbeats or reports. Data Dissemination
regards to the elements that allow to distribute or store the acquired data
among the relevant components of the infrastructure, such as monitoring
agents, document or software repositories. Data consumption refers to the
components involved in the usage of such data, either for its correlation,
patterns finding for incident detection or forensic analysis. Finally, data
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processing carries out activities based on the result obtained by the data
consumers, such as mitigation actions to react to the incidents detected, their
enforcement or the creation of security and privacy seals that inform about
the security and privacy level of the platform.

The ANASTACIA approach is based on the flow and management of
data gathered from IoT infrastructures. Following the aforementioned model,
ANASTACIA designs and uses proper mechanisms to retrieve information
from the underlying infrastructure and accurate ways to interpret it them
to know the real status of the infrastructure and to make accurate deci-
sions based to automatically react to incidents. ANASTACIA relies on the
concept of automation when referring to the dynamic protection against
security incidents, considering the cycle depicted in Figure 2.1 for identifying
sources of relevant security information, deployment of security probes for
the protection of IoT infrastructures, the detection of security incidents,
responding to them by generating security alerts that are used to enforce
mitigation actions to recover from the detected security incidents.

To this end ANASTACIA has designed a plane-based architecture [1]
where the information flows from the data acquisition from the IoT infrastruc-
ture to their dissemination and consumption by the monitoring infrastructure
and to the data processing by the reaction module to decide about mitigations
to enforce. Figure 2.2 represents the plane-based approach of ANASTACIA.
On top of the data plane, which represents the data to obtain from the
IoT infrastructure, and on top of the control plane, which represents the

-
Reaction

Enforcement
S&P Seal

Security Probes

~—

Data
Processing

Data
Acquisition

| 'i‘l 7'

|

Data
Dissemination

Protect

e e ™~
. 1 filteri
Events correlation Da‘aolalt:rlng
Incident Detection e
Detect | normalization )

Figure 2.1 Main stages of ANASTACIA framework.



28  Key Innovations in ANASTACIA: Advanced Networked Agents

(" SEAL MANAGEMENT PLANE USER PLANE

Seal Manager

Monitoring Security
and Policy
Verdicts Data

xxxxxxxxxx

Monitoring and Reaction
Plane

Security
Policy -
&

Reactions

Monitonng
Data

S2UIRPING JUWAO[RAP 2IRMYOS 2IND2S
ASU28URUOD pue SUlRPOW %SU ADRALY

Security Enforcement Plane

Figure 2.2 Anastacia high-level architectural view.

elements (software defined networks or virtual network functions) that allows
to interact with the IoT infrastructure, are: (i) the enforcement plane that uses
the control plane to obtain monitoring data from the infrastructure, (ii) the
monitoring and reaction plane, which correlates the monitoring data to detect
incidents and propose reactions to mitigate them, (iii) the security orchestra-
tion plane, which enforce the reactions using the enforcement plane. On top
of them, the Seal Management plane uses monitoring data and reactions to
provide with a snapshot of the security and privacy level of the infrastructure,
and the user plane that provides interaction with human administrators for the
establishment of security policies.

2.3 Anastacia Main Innovation Processes

2.3.1 Holistic Policy-based Security Management and
Orchestration in 10T

In distributed smart IoT deployments scenarios like those previously
described, the system security management is crucial. At this point, it is
important to highlight that to the diversity of the current systems and services
they are added a vast amount of different devices in the IoT domain, being
the latter quite different among the previous approach and even among
themselves. From this point of view, the current state of art shows that it
is highly valuable to provide different levels of security policies to provide
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different levels of abstraction for different profiles of management. It is also
important to highlight the difference between generic models and specific
extensible models, as well as to remark then relevance of policy orchestration
features and policy conflict detection. Main ANASTACIA’s contributions on
policies reside in the unification of relevant, new and extended capability-
based security policy models (including ECA features), as well as policy
orchestration and conflict detection mechanisms, all under a unique policy
framework. To this aim, the holistic policy-based solution provides different
components and features like Policy Models, Policy Editor Tool, Policy
Repository, Policy Interpreter, Policy Conflict Detection and Policy for
Orchestration.

ANASTACIA’s Policy Models thus improve the current state of the art
as well as provide novelty approaches to be able to increase the security
measures and countermeasures in the whole system at different levels. To
this aim, ANASTACIA adopts and extend concepts and features from the
state of art, to provide a unified security policy framework. I.e., ANASTACIA
involves and evolves previous works by extending the already existing
features as well as by providing new loT-focused features.

The Policy Models can be instantiated using the Policy Editor Tool
which allows defining security policies at a high-level of abstraction through
a friendly GUI. In this way, the security administrator is able to manage
the security of the system by instantiating new security policies, as well as
supervise the existing security policies by the Policy Repository. The Policy
Repository registers all policy operations as well as the current status for
each one. It also provides valuable policy templates to make the security
management easier.

Since the security policies are instantiated in a High-level Security Policy
Language (HSPL), it must be transformed in configurations for the specific
devices which will enforce the security policy. To this aim, the Policy
Interpreter is able to refine the HSPL in one or several Medium-level
Security Policy Language (MSPL) policies depending on a set of identified
capabilities (filtering, forwarding, etc.). This process transforms the high-
level concepts into more detailed parameters but still independent to the
specific technologies. Finally, these MSPL policies are translated in final
configurations using specific translator plugins for each technology. Once
the configurations have been obtained, they can be enforced in the specific
security enablers, understanding a security enabler as a piece of hardware or
software able to implement a specific capability. Of course, a security policy
only can be enforced if it does not present any kind of conflict with the already
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enforced ones. In this sense the Policy Conflict Detection engine verifies
that the new security policy will not generate conflicts like redundancy,
priorities, duties (e.g. packet inspection vs channel protection), dependences
or contradictions. To this aim, the security policy is processed against the rule
engine which extracts context information from the policy repository and the
system model to perform the necessary verifications.

Regarding the dependences, ANASTACIA also includes as part of
the policy model the Policy for Orchestration concept. The Policy for
Orchestration model allows the security administrator to specify how a set
of security policies must be enforced by defining priorities and dependencies,
where a security policy can depend on other security policies or even in
system events like an authentication success.

Through these components and features, the policy-based ANASTACIA
framework aims to cope with research challenges related with interoper-
ability and scalability 10T security management. That is, the policy-based
approach aims to deal with the heterogeneity and scalability by defining
different level of abstractions, models and translation plugins. In this way,
the scalability is also benefited since the policy-based approach with a high-
level of abstraction makes easier to manage a large amount of devices. The
policy conflict detection allows the framework to deal with several conflict
types, and finally the policy for orchestration considers policy chaining by
priority or dependencies to cover an orchestration plan.

Currently, the project is validating the related components and features
by experimenting on IoT/SDN/NFV Proof of Concepts for different secu-
rity capabilities like authentication, authorization and accounting (AAA),
filtering, IoT management, IoT honeynet and channel protection as it can be
seen in the research outcomes.

Regarding the research outcomes and associated publications, [2]
provides a first PoC performance evaluation focused on a sensor isolation
through different SDN controllers as well as a traditional firewall approach.
[3] shows the potential of the policy-based framework focused on a AAA
scenario. The paper entitled “Virtual IoT HoneyNets to mitigate cyberattacks
in SDN/NFV-enabled IoT networks” shows the dynamic deployments of
IoT-honeynet networks on demand by replicating real IoT environments by
instantiating the ANASTACIA IoT-honeynet policy model. It also provides
performance for different kind of IoT devices and topologies. In [1], the
authors present the architecture focusing on the reaction performance of the
policy-based framework.
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2.3.2 Investigation on Innovative Cyber-threats

The CNR team involved in ANASTACIA has multi-year experience in the
cyber-security field, concerning both the development of innovative cyber-
attacks and intrusion detection algorithms. By exploiting the knowledge of
the team, in the ANASTACIA context, deep work has been accomplished
in the cyber-security context. Such work led to the identification of two
innovative threats, related to the IoT and Slow DoS Attacks contexts. The
novelty of such threats is demonstrated by their acceptance from the research
world [4, 5]. In the following, based our description on the published works
just mentioned and on the descriptions reported in the project deliverables,
the introduced new attacks are briefly described (how they work and how it
is possible to protect from them).

2.3.2.1 loT 0-day attack

Being exchanged information extremely sensitive, due to the nature of IoT
devices and networks, security of IoT systems is a topic to be investigated
in deep. The work behind the proposed attack goes in this direction, by
investigating the domotic IoT context and exploiting its components, to
identify weaknesses that attackers may exploit.

The proposed attack is part of the ZigBee security context. ZigBee is a
wireless standard introduced by the ZigBee Alliance in 2004 and based on
the IEEE 802.15.4 standard, used in the Wireless Personal Area Networks
(WPAN) context [6]. In particular, we identified a particular vulnerability
affecting AT Commands capabilities implemented in IoT sensor networks.
Our work focuses on the exploitation of such weakness on XBee devices,
supporting remote AT commands, exploited to disconnect an end-device from
the ZigBee network and make it join a different (malicious) network and
hence forward potentially sensitive data to third malicious parties. Given the
nature of IoT end-devices, often associated with a critical data and operations,
it may be obvious how a Remote AT Command attack represents a serious
threat for the entire infrastructure. Early evaluation of the effects of the
proposed attack on a real network led to validate the success of the proposed
threat [4]. Obtained results prove the efficacy of the proposed attack.

Moreover, since just a single packet is sent to the victim by the attacker
to reconfigure it, the proposed attack should be considered as dangerous as
scalable. Particularly, the time required to send such packet is minimal, so in
case of multiple targeted sensors, the attack success is guaranteed.
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By adopting an external level protection approach [4], the protection
system is directly employed on the nodes, since agents implemented on the
IoT devices are responsible for monitoring the device status and verifying
that all the parameters are correct. In case the device is affected by a remote
AT reconfiguration command attack, such alert information is forwarded
to the IoT coordinator, and the device is designed to mitigate the attack
(by autonomously reconfiguring itself, as previously described). Since not
all the devices may embed a detection and mitigation system, the IoT
coordinator is supposed to also monitor devices status periodically to identify
disconnections, hence report them to the other ANASTACIA modules.

2.3.2.2 Slow DoS attacks

Among all the methodologies used to successfully execute malicious cyber-
operations, denial of service attacks (DoS) are executed with the aim of
exhaust victim’s resources, compromising the targeted systems’ availability,
thus affecting availability and reliability for legitimate users. These threats
are particularly dangerous, since they can cause significant disruption on
network-based systems [7]. The term Slow DoS Attack (SDA), coined by
the CNR research group involved in the project, concerns a DoS attack
which makes use of low-bandwidth rate to accomplish its purpose. An SDA
often acts at the application layer of the Internet protocol stack because
the characteristics of this layer are easier to exploit to successfully attack
a victim even by sending it few bytes of malicious requests [8]. Moreover,
under an SDA, an ON-OFF behaviour may be adopted by the attacker [9],
which comprises a succession of consecutive periods composed of an interval
of inactivity (called off-time), followed by an interval of activity (called
on-time).

The innovative attack proposed is called SlowComm, sending a large
amount of slow (and endless) requests to the server, saturating the available
connections at the application layer on the server inducing it to wait for the
(never sent) completion of the requests. As an example, we refer to the HTTP
protocol, where the characters sequence \r\n\r\n represent the end of the
request: SlowComm never sends such characters, hence forcing the server to
an endless wait. Additionally, during a SlowComm the request payload is sent
abnormally slowly. Similar behaviour could be adopted for other protocols
as well (SMTP, FTP, etc.). As a consequence, by applying this behaviour
to a large amount of connections with the victim, a DoS may be reached.
In particular, SlowComm works by creating a set of predefined connections
with the victim host. For each connection, a specific payload message is sent
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(the payload is typically endless), one character at time (one single character
per packet), by making use of the Wait Timeout [9] to delay the sending. In
this way, once the connection is established with the server (at the transport
layer), a single character is sent (hence, establishing/seizing the connection
at the application layer, hence, with the listening daemon). At this point, the
Wait Timeout is triggered, to delay the sending of the remaining payload,
and to prevent server-side connection closures. During our work we proved
how the attack may successfully lead a DoS to different popular TCP based
services [4], hence proving that the attack is particularly dangerous.

To protect from SlowComm and Slow DoS Attacks in general, it is
important to consider the following fact: it is trivial to detect and mitigate
a single attacking host, while it is extremely difficult to identify a distributed
attack. This fact derives from the fact that IP address filtering may be applied
to detect and mitigate a SlowComm attack (see, for instance, our tests on
mod-security [4]), while in case of a distributed attack this concept may not
be adopted with ease. Moreover, from the stealth perspective, the proposed
attack is particularly difficult to detect while it is active, since log files on
the server are often updated only when a complete request is received or a
connection is closed: being our requests typically endless, during the attack
log files do not contain any trace of attack. Therefore, different approaches
should be adopted, for instance based on statistic [10], machine learning
[6, 11, 12], or spectral analysis [13]. A possible approach to adopt combines
the algorithm proposed in [10] and the methodology proposed in [14] to
detect running SlowComm attacks. Early version of the algorithms has been
tested in laboratory, while testing on relevant environments has not been
accomplished to date. Concerning the ANASTACIA platform, further work
on the topic will be focused on evaluating a possible implementation of
such approach, aimed to provide protection from Slow DoS Attacks by
embedding innovative anomaly-based intrusion detection algorithms in a rel-
evant environment and providing additional capabilities to the ANASTACIA
framework, in the context of cyber-security applied to counter last generation
threats.

2.3.3 Trusted Security Orchestration in SDN/NFV-enabled 10T
Scenarios

In the ANASTACIA architecture, the security orchestrator oversees
orchestrating the security enablers according to the defined security policies.
The later would be generated either by the end-user or received from the
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monitoring and reaction plane. The security orchestration plane, through
its components security orchestrator, security resource planning and policy
interpreter, is able to coordinate the policies and security enables to cover
the security configuration needed for different communications happen in
the network. The security orchestration plane takes into account the policies
requirements and the available resources in the underlying infrastructure to
mitigate the different attacks while reducing the expected mitigation cost and
without affecting the QoS requirements of different verticals. The resources
in the underlying infrastructure refer to the available amount of resources in
terms of CPU, RAM, and storage in different cloud providers, as well as the
bandwidth communication between these network clouds.

Figure 2.3 depicts the main architecture of the security orchestration and
enforcement plane suggested in ANASTACIA. Using SDN network, the IoT
domain is connected to the cloud domain, whereby different IoT services are
running. The user accesses the 10T devices, first, through the cloud domain,
then the SDN enabled network and the IoT router. In fact, in ANASTACIA,
the communication between a user and an IoT device happens through a chain
of virtual network functions (VNFs) named service function chaining (SFC).
The latter consists of three parts:

(1) The ingress point, which is the first VNF in the SFC. The user initially
attaches to the ingress point;

(i1) The intermediate VNFfs;

(iii) The egress point, which is the last VNF in the SFC. The egress point
should be connected to the IoT controller. As depicted in Figure 2.3, the
order of the communications between the VNFs is defined according
to the different SDN rules enforced thanks to the SDN controller. The
nature and the size of the SFC would be defined according to the nature
of the user (a normal or a suspicious).

Figure 2.4 depicts the different steps of the orchestration and enforcement
plane suggested in ANASTACIA. The attack is detected thanks to the Mitiga-
tion Action Service (MAS) component. The later sends a mitigation request
(MSPL file) to the security orchestrator (Figure 2.4, Step 3). To mitigate the
attacks, the security orchestrator interacts with three main actors, which are
(Figure 2.4):

IoT controller: It provides IoT command and control at high-level
of abstraction in independent way of the underlying technologies.
That is, it is able to carry out the IoT management requests through
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Figure 2.4 Security orchestration and enforcement in case of a reactive scenario.

different IoT constrain protocols like CoAP or MQTT. It also main-
tains a registry of relevant information of the deployed IoT devices
like the IoT device properties and available operations. Since it knows
the IoT devices status, it could be able to perform an effective com-
munication to avoid the IoT network saturation when it is required a
high-scale command and control operation. In “Security Management
Architecture for NFV/SDN-aware [oT Systems” (Under review) can be
found an example and performance of IoT management as part of a
building management system. To mitigate different attacks, the security
orchestrator interacts with the IoT controller to mitigate the attacks at
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the level of the IoT domain and prevent the propagation of the attack
to other networks (Figure 2.4: 4). The IoT controller enforce different
security rules at the IoT router (data plane) to mitigate the attack (Figure
24:5).

NFV orchestrator: In ANASTACIA, to ensure efficient management
of SFC, we have integrated SDN controller (ONOS) with the used
Virtual Infrastructure Manager (VIM), in our case OpenStack. The
integration of SDN with the VIM enable the smooth communication
between different VNFs that form the same SFC. After receiving the
MSPL message from the MAS, the security orchestrator identifies
the right mitigation plane should be implemented. If the mitigation
plan requires the instantiation of new VNFs, the security orchestrator
instructs the NFV orchestrator to instantiate and configure the required
VNFs. To instantiate the required VNFs, the NFV orchestrator interacts
with the VIM (Figure 2.4: 6). Also, the security orchestrator interacts
with the policy interpreter to translate the received MSPL to the low
configuration (LSPL) needed for different VNFs. After the successful
instantiation of a security VNF, the security orchestrator configures that
VNF with the received LSPL (Figure 2.4: 6).

In ANASTACIA, we have also developed different virtual security
enablers that should be instantiated to mitigate the different attacks. For
instance, we have developed a new VNF firewall based on SDN-enabled
switch and OpenFlow. OVS-Firewall is a newly developed solution that
relies on OpenFlow protocol to create a sophisticated firewalling system.
We have also proposed and developed a new security VNF, named
virtual IoT-honeynet, that allows to replicate a real IoT environment in
a virtual one by simulating the IoT devices with their real deployed
firmware, as well as the physical location. The IoT-honeynet can be
represented by an IoT-honeynet security policy, and the final config-
uration can be deployed transparently on demand with the support of
the SDN network. “Virtual IoT HoneyNets to mitigate cyberattacks in
SDN/NFV-enabled IoT networks” (Under review) shows the potential
and performance of this approach.

SDN controller: This component helps in rerouting the traffic between the
VNFs in different SFCs. As depicted in Figure 2.4, when the mitigation action
service notifies the orchestrator about an attack, the SFC would be updated
by adding/inserting new security VNFs in the SFCs. The security orchestrator
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should push the adequate SDN rules to reroute the traffic between different
VNFs in the SFC and the IoT domain (Figure 2.4: 7). Also, according to the
different situations, the security orchestrator can choose the SDN as security
enabler. In this case, it can be the attack mitigated by pushing exploring
the strength of the SDN technology. If so, the security orchestrator can
instruct the SDN controller to push some SDN rules to prevent, allow or
limit the communication on specified protocols and ports between different
communication peers (Figure 2.4: 7).

By relying in the aforementioned orchestration properties and features,
as well as the SDN and IoT controllers, the ANASTACIA framework
aims to cope with the research challenges related with Orchestration of
SDN/NFV-based security solutions for IoT environments and currently
several experiments have been carried out in different security areas.

For instance, several experiments have been carried out regarding virtual
IoT-honeynets. This kind of VNF allows to replicate a real IoT envi-
ronment in a virtual one by simulating the IoT devices with their real
deployed firmware, as well as the physical location. The loT-honeynet can be
represented by an loThoneynet security policy, and the final configuration can
be deployed transparently on demand with the support of the SDN network.
“Virtual IoT HoneyNets to mitigate cyberattacks in SDN/NFV-enabled IoT
networks” (paper under review) shows the potential and performance of this
approach.

Furthermore, the security orchestration of ANASTACIA enables
continuous and dynamic management of Authentication, Authorization,
Accounting (AAA) as well as Channel Protection virtual security functions
in IoT networks enabled with SDN/NFV controllers. Our scientific paper [1]
shows how a virtual AAA is deployed as VNF dynamically at the edge, to
enable scalable device’s bootstrapping and managing the access control of
IoT devices to the network. Besides, our solution allows distributing dynam-
ically the necessary crypto-keys for IoT M2M communications and deploy
virtual Channel-protection proxies as VNFs, with the aim of establishing
secure tunnels (e.g. through DTLs) among IoT devices and services, accord-
ing to the contextual decisions inferred by the cognitive framework. The
solution was implemented and evaluated, demonstrating its feasibility to
manage dynamically AAA and channel protection in SDN/NFV-enabled
IoT scenarios.

A telco cloud environment may consist of multiple VNFs that can be
shipped and provided, in the form virtual machine (VM) images, from
different vendors. These VNF images will contain highly sensitive data
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that should not be manipulated by unauthorized users. Moreover, the
manipulation of these VNF images by unauthorized users can be a threat that
can affect the whole system setup. In ANASTACIA, we have designed and
developed different tools to prevent the manipulation of different VNF images
should run on top of different network clouds. In ANASTACIA, we have
devised efficient methods that verify the integrity of physical machines before
using them and also the integrity of virtual machine and virtual network
function images before launching them [15-17]. For this purpose, different
technologies have been investigated, such as i) Trusted Platform Module
(TPM); ii) Linux Volume Management (LVM); iii) Linux Unified Key Setup
(LUKS). For instance, in [16], we have provided a trusted cloud platform that
consists of the following components:

e TPM module that is used to store passwords, cryptographic keys,
certificates, and other sensitive information. TPM contains platform
configuration registers (PCRs) which can be used to store cryptographic
hash measurements of the system’s critical components. There are in
total 24 platform configuration registers (PCRs) in most TPM modules
starting from O till 23.

e Trusted boot module, which is an open source tool, uses Intel’s trusted
execution technology (TXT) to perform the measured boot of the
system. Trusted boot process starts when trust boot is launched as an
executable and measures all the binaries of the system components (i.e.,
firmware code, BIOS, OS kernel and hypervisor code). Trust boot then
writes these hash measurements in TPM’s secure storage.

e Remote attestation service, which is the process of verifying the boot
time integrity of the remote hosts. It is a software mechanism integrated
with TPM, to securely attest the trust state of the remote hosts. It uses
boot time measurements of the system components such as BIOS, OS,
and hypervisor, and stores the known good configuration of the host
machine in its white list database. It then queries the remote host’s
TPM module to fetch its current PCR measurements. After receiving
the current PCR values, it compares them against its white list values to
derive the final trust state of the remote host.

e OpenStack Resource Selection Filters component that should be
integrated with the nova scheduler. In OpenStack, when a VNF is
launched, the nova-scheduler filters pass through each host and select
the number of hosts that satisfy the given criteria. Each filter passes
the list of selected hosts to the proceeding filter. When the last filter



2.3 Anastacia Main Innovation Processes 39

is processed, OpenStack’s default filter scheduler performs a weighing
mechanism. It assigns weight to each of the selected hosts depending on
the RAM, CPU and any other custom criteria to select a host which is
most suitable to launch the VM instance.

2.3.4 Dynamic Orchestration of Resources Planning in
Security-oriented SDN and NFV Synergies

Network operators are facing different type of attacks that introduce new
set of challenges to detect and to defend from the attack. However, the
hardware appliances for defence or detection are neither flexible nor elastic
and they are expensive. To extend the NFV MANO framework, ANASTACIA
incorporates a set of intelligent and dynamic security policies that can be
updated seamlessly to constantly reflect security concerns in the VNF place-
ment through the resource planning module while still ensuring acceptable
QoE. Moreover, we have defined and implement synergies between SDN
controllers and NFV MANO for the purpose of coordinating security to
have an effective impact by defining adequate SDN rules or the adequate
virtual security appliances (VNF) to be enforced through the Security Enabler
Provider module. In the following section the resource planning and the
security enabler provider modules will be defined.

2.3.4.1 Resource planning module
During the first phase of ANASTACIA, we have done two main works. The
first one focused on the selection of best service (Virtual Network Function
(VNF)), called “The security enablers selection”, among the list of enablers
selected previously by the selected Security Enabler Provider, to cope with a
security attack, and a second work focus “Mobile Edge Computing Resources
Optimization”. In fact, one of our two main use cases focuses on Mobile Edge
Computing, as an example, to secure protection of a company perimeter,
based on several buildings with different usage situated in different areas
using distributed resource as MEC; an emerging technology that aims at
pushing applications and content close to the users (e.g. at base stations,
access points, and aggregation networks), reduces the latency, improves the
quality of experience, and ensures highly efficient network operation and
service delivery.

During the second phase of the project, we aim to extend the resource
planning module to include a dynamic Service Function Chain (SFC) requests
placement that aim to reduce the routing overhead in case of an attack happen
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as an example. In fact, it is challenging to allocate multiple SFC requests on
an NFV Infrastructure, especially in a cost-driven objective. VNFs have to be
chained in a specific order. Moreover, depending on their type and isolation
considerations, VNFs can be potentially shared among several SFCs. Finally,
VNFs must not be placed far from the shortest path to avoid increasing SFC
delay and network usage.

2.3.4.2 The security enablers selection

The aim of the model is to select the best service (Virtual Network Function
(VNF)) among the list of enablers selected previously by the selected Security
Enabler Provider, to cope with a security attack and that minimize the
maximum load nodes (CPU, RAM, bandwidth) of the topology, provided
by the system model. Indeed, the system information will provide relevant
data about the whole infrastructure, server capacity (CPU, RAM, etc.), and
VNF flavours (CPU, RAM, etc.). On the other hand, the Security Enablers
information will provide the data regarding the available Security Enablers
capable to enforce specific capabilities. The goal of the model is minimizing
the maximum load nodes to improve provider cost revenue (provider energy
efficiency goal). For more details please refer to the Anastacia deliverable
D3.3.

2.3.4.3 Mobile edge computing resources optimization
Mobile edge computing (MEC) is an emerging technology that aims at push-
ing applications and content close to the users (e.g. at base stations, access
points, aggregation networks) to reduce latency, improve quality of experi-
ence, and ensure highly efficient network operation and service delivery. It
principally relies on virtualization-enabled MEC servers with limited capac-
ity at the edge of the network. One key issue is to dimension such systems
in terms of server size, server number and server operation area to meet
MEC goals. In this work, we have proposed a graph-based algorithm that,
taking into account a maximum MEC server capacity, provides a partition
of MEC clusters, which consolidates as many communications as possible at
the edge. We evaluate our proposal and show that, despite the spatio-temporal
dynamics of the traffic; our algorithm provides well-balanced MEC areas that
serve a large part of the communications.

This work has been published in a Sigcomm [18] workshop and extended
for a TNSM journal [19].
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2.3.4.4 Security enabler provider
The Security Enabler Provider is a component of the Security Orchestration
Plane, as defined in the Anastacia architecture. This component is able to
identify the security enablers which can provide specific security capabilities,
to meet the security policies requirements. Moreover, when the Security
Resource Planning, a sub-component of the security orchestrator, defined
before, selects the security enabler, the Security Enabler Provider is also
responsible for providing the corresponding plugin.

The Security Enabler Provider primarily interacts with the Policy Inter-
preter. Specifically, two different interactions have been contemplated:

e The first one will provide to the Policy Interpreter a list of security
enabler candidates from the main identified capabilities.

e The second one will provide to the Policy Interpreter the specific
Security Enabler Plugin to perform the policy translation. This pol-
icy translation process was defined in Anastacia D3.1 [20], and also
published in journal paper [2].

The first role is implemented as a piece of software that from the specific
capabilities given as an input it will provide the more accurate enablers. The
second role is also implemented as piece of software capable to translate
MSPL policies into specific configuration/tasks rules according to a concrete
security enabler. For more details please refer to the Anastacia deliverable
D3.3 [21].

2.3.5 Security Monitoring to Threat Detection in
SDN/NFV-enabled IOT Deployments

Security threat levels change dynamically as the attackers discover new
breaches and try to exploit them. To cope with this challenge, the
ANASTACIA project relies on SDN and NFV techniques to embed the
developed security products and provide a dynamic way to deploy them when
needed. In this way, the ANASTACIA project delivers a set of scientific and
technological innovations, grouped in two principal key innovation areas.

2.3.5.1 Security monitoring and reaction infrastructure

Saedgi et al. identify the principal challenges when securing IoT-based
Cyber Physical Systems, highlighting as one of the principal challenges
the development of a “a holistic cybersecurity framework covering all
abstraction layers of heterogeneous IoT systems and across platform



42 Key Innovations in ANASTACIA: Advanced Networked Agents

boundaries” [22]. The ANASTACIA project fulfils this challenge by propos-
ing a state-of-the-art security infrastructure composed by three principal
modules:

e Monitoring Agents: These are the components in charge of extracting
the security data from the monitored network. The ANASTACIA frame-
work has been designed flexible enough to support both physical and
virtual monitoring agents, as well as to extract data from data net-
works (both IP and IoT networks) and from analogue CPS devices.
This make the ANASTACIA framework a multilevel security platform,
and therefore suitable for physical sensor networks, emulated environ-
ments and hybrid networks. In this direction, the ANASTACIA partners
have worked in the implementation of monitoring agents adapted for
6LowPan and ZigBee IoT networks, as well as the development of
agents capable of extracting temperature information from analogue
sources. These agents have been tested using the case studies of the
project, aiming to be applied in wider scenarios for its final validation.
Following this path, the project partners are extending even further these
monitoring agents with virtualization characteristics. By means of using
NFV and SDN technologies on the monitoring agents, it will be possible
to deploy and (re)configure them on demand, allowing to deploy new
agents on the network as a reaction to ongoing attacks. In this sense, the
ANASTACIA partners are also extending the security policy language
(MSPL) to correctly specify such type of countermeasures, allowing
the deployment of new monitoring agents on the network in a complete
autonomous manner.

e Monitoring Module: This component contains the logic of the detection
of security incidents. The heterogeneous monitoring agents (IoT net-
works and analogue agents) use a shared communication channel to
publish the extracted security data. This information is then analysed by
the incident detectors (for well-known attacks) and behaviour analysis
modules (for zero-days attacks), emitting verdicts about the detected
incidents. As stated in [22], detecting zero-days attacks does not ensure a
high security level, since well-known attacks are still used by malicious
users to gain control of the systems. ANASTACIA does not only provide
both types of analysis (well-known attacks and behaviour analysis) but it
will also use all this information to provide a deeper analysis and found
correlations between already-known attacks and they behavioural anal-
ysis result, detecting hidden relationships between events coming from
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different sources. The ANASTACIA partners are developing such cor-
relation engines to enhance both security analyses and provide enriched
information to the reaction module.

e Reaction Module: Using the information provided by the monitoring
module (namely incidents verdicts and behavioural analysis results), the
reaction module has the responsibility of determining the best mitigation
plan for the detected incidents. The ANASTACIA framework provides a
simple yet powerful design for this component, which uses not only the
incidents verdicts provided by the monitoring module, but also system
model and the capabilities deployed in the network. All this information
is enhanced with a risk analysis to determine the best set of countermea-
sures to cope with the ongoing attack. Further information about how
this analysis is performed can be found in the following sections.

2.3.5.2 Novel products for loT- and cloud-based SDN/NFV
systems

The security infrastructure described above represents one of the principal
outcomes of the project, however the partners are also working on a concrete
implementation of this design. To implement this monitoring infrastructure,
the partners have developed a set of technologies that fulfil the functional-
ities of the ANASTACIA infrastructure, generating a set of novel products
ready to be deployed on IoT- and cloudbased systems. For example, partner
Montimage has developed a 6LowPan network sniffer in coordination with
the MMT tool to detect anomalies in IoT networks. UTRC (in collaboration
with OdinS) has developed analogue temperature agents and a machine
learning-based behavioural analysis for data sensors, allowing them to detect
zero-days attacks on temperature sensor networks. ATOS has extended its
XL-SIEM tool to perform the risk analysis when computing the reaction
and the inclusion of the system model when computing the countermeasures
to be taken. Despite the development of such products is not finished yet,
the partners have managed to integrate PoC version of such technologies
on a shared platform, allowing to perform initial tests and validation of the
technologies. Moreover, it is envisaged to further extend this tools with a
correlation engine, aiming to reveal hidden relationships between security
events coming from different sources (monitoring agents) and, therefore,
raising the awareness level of the whole security platform.

To further extend the offer of products, the ANASTACIA partners are
preparing the solutions to be NFV- and SDN-ready, by means of adapting
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the solutions (especially network agents) to work as single, self-contained
NFV modules. In this sense, the ANASTACIA outcomes will have the poten-
tial to be deployed in virtualized environments, be dynamically deployed
as a reaction to an ongoing attack and, capable of being reconfigured if
required. In this scenario, the ANASTACIA platform will have the ability
to momentarily harden the security of the portions of the network are under
attack, by means of deploying new agents, load new security rules on the
monitoring agents/module, analyse new protocols or reconfigure the existing
instances. All these actions are to be maintained until the security level has
returned to normal values or the network administrator has intervened to solve
the security breach.

All these novel products will have a high impact on the security market,
opening business possibilities in the IoT-based CPS area.

Despite the ambition of the project is high, the ANASTACIA
partners have already established the bases of the further innovations.
The ANASTACIA partners will continue its efforts to fully integrate the secu-
rity innovations with the SDN and NFV technologies, as well as developing
a correlation engine for security events. This direction aims to provide the
market with a highly-dynamic security solution, capable of not only detecting
current cyber threats, but also capable of reacting against them and also
deploy new security instances to adapt to the always-evolving security levels
of IoT networks.

2.3.6 Cyber Threats Automated and Cognitive Reaction
and Mitigation Components

The monitoring information and the incident detected are evaluated for
automatic mitigation. Security policies are used to determine the security
enablers supported by the IoT infrastructure. This is also used to know the
mitigations that the IoT infrastructure supports. Obviously, not all mitigations
work with all possible threats, and not all mitigations have the same cost.
Cost is not considered here just in terms of economic impact, but also in
terms of time to mitigate, computational resources required or complexity of
the mitigation. ANASTACIA automatically analyses these factors and, along
with the incidents detected, evaluates and decides on the most convenient
mitigation in each case. To this end several data are considered in the analysis:

e severity of the incidents, which is received by the correlation engine at
the monitoring module and takes into account the type of incident and
the duration of the incident among others,
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e importance of the assets affected, which depends on the criticality of the
IoT devices affected, their location or the importance of the data they
manage,

o the cost of the mitigation, obtained either from the orchestrator in charge
of enforce the available security enablers, or from the system admin in
case specific expert knowledge is required.

The global risk of the incident is obtained from (1) and (2), which is used
together with (3) to decide on the most convenient mitigation. A decision
support service (DSS) is used to compute that information, providing with a
score for each mitigation, which represents the suitability of the mitigation
for the ongoing incident. The mitigation with the higher suitability score
represents the most suitable mitigation, which is passed to the orchestrator
for its enforcement. To this end a Mitigation Action Service (MAS) is used
to translate the output of the DSS to a format that is understandable by the
orchestrator. The MAS is then in charge of generating the reaction in the
MSPL format. This language was selected since its XML-based structure
allows specifying the type of base capability to deploy (e.g. filtering, monitor-
ing), and the configurations of such action (e.g. involved IPs, port numbers,
number of agents to deploy). The MSPL format also allows the MAS to
directly send the mitigation plan to the Security Orchestrator, which will use
it to deploy the computed plan.

In order to generate the MSPL file, the MAS analyses the response of
the DSS by performing the following processes: (1) it identifies the coun-
termeasure computed by the DSS; (2) it identifies the network capabilities
able to execute the countermeasure; (3) it retrieves the information of the
capabilities from the System Model Analysis module; (4) it builds the MSPL
file to express the countermeasure, specifying the capability to use and the
configurations of that capability used to apply the countermeasure.

Every incident handled by the reaction (including risk evaluation,
decision support activities), the information associated to it (such as type of
incident or IoT devices affected) and all the indicators that characterize the
incident (such as severity, importance of assets affected, global risk of the
incident or suitability of the mitigation) are passed to the Dynamic Security
and Privacy Seal to update the seal status.

Currently we are developing the quantitative model that supports the
assessment of incidents and mitigations for deciding on the most convenient
reaction based on incident severity, criticality of the assets affected, possible
mitigations and cost of mitigating them.
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2.3.7 Behaviour Analysis, Anomaly Detection and Automated
Testing for the Detection of Known and Unknown
Vulnerabilities in both Physical and Virtual Environments

Our behavioural framework automatically identifies cyber-security attacks
in a given IoT environment. It uses system design and operational data
to discover dependencies between cyber systems and operations of HVAC
in a cyber-physical domain. We predict potential security consequences of
interacting operations among subsystems and generate threat alarms. Specif-
ically, our behavioural engine is empowering ANASTACIA’s use case sce-
nario using the “best” practices to implement security in terms of (1) adding
network security (in forms of IDS/IPS), and (2) using threat intelligence to
detect evasions or hidden attacks. Our developed platform can detect:

e Known attacks such as DDoS and MiTM attacks,

e [oT zero-days attacks and slow DoS attacks that might pass undetected
by normal IDS/IPS [9].

Our framework developed a monitoring component that is composed
of messaging wrappers, Constraint Programming (CP) models and buffered
sensor data from IoT networks. Primarily, CP model is the core component
of our behavioural analysis engine. First the information is gathered and
analysed for learning a CP model and then it is deployed to identify any
intrusion. Moreover, CP model built on continuous stream of data (i.e. time-
series) where the time interval between successive updates could vary from
milliseconds to minutes. CP model consists of network of relations between
building sensor data. Using this CP model, we aggregate the different types
of sensor data to truly model the normal behaviour of the system that is being
supervised. This model is built for monitoring at system level, but it does not
prevent from including in the model information about network performance
if that is exposed to it. For an example, CPU consumption of a device can be
included along its actual sensor data. The variety of data that we can aggregate
allows the model to be as generic or as specific as the end-user required it to
be. Since the model is built on relations, we can leverage from the fact that
what data effects what other data type (features).

We developed an approach to learn a CP-based decision model consisting
of a set of relations to detect misbehaviour of the system. More specifically,
the idea is to learn a set of relations which together when satisfied defines
the normal behaviour of the system. After learning important relations, the
approach discards un-important relations, and consequently creates a model
with best possible relations and features of sensor nodes. In each iteration,
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the relation between the sensor features and all other network features further
verified. Also, we identify the sensors are involved in breaking the relation
and what are the set of relations are broken Following this fashion, the
model is further tuned. The developed ‘Monitoring’ component enables
continuous and integrated monitoring of multivariate signals, event logs,
heartbeat signals, status reports, operational information, etc., emanating
from various devices in multitude of building operational subsystems. This
monitoring component also evaluates the security situation against known
policies, models, threat signatures to detect abnormalities and outliers, e.g.
high data download, external database or port accesses during an emergency.
Such situations will be analysed by the ‘Reaction’ component which will
evaluate the severity of the situation. Isolation and predictive mechanisms are
activated to ensure that the rest of the building operations system continues as
normal. Policies and rules are activated, updated and enforced by the ‘Secu-
rity Enforcement’ component, e.g. a building emergency will lock-down the
non-essential database accesses, and escalation of the emergency to the city
fire brigade should be performed by any of the authorized personnel. To this
end, our behavioural engine’s innovation is summarized as the following key
points:

e Learning constraint programming model for capturing the normal
behaviour of a given cyberphysical system

e CP-model provides explanation when a potential anomaly is detected by
reporting which constraints fails to satisfy the model

e User-defined constraints can be easily integrated with the constraints
learn from the data

o The developed behaviour engine can handle multiple attacks of different

types.

2.3.8 Secured and Authenticated Dynamic Seal System
as a Service

Several projects have tried to address the need to enable trustable ICT
deployments. The solutions they have developed are generally focused either
on enhancing trust on security or on privacy, but not both. This situation can
be counterproductive if considered in the context of the obligations emerging
from the recently adopted European General Data Protection Regulation
(GDPR) (which considers both security and privacy controls as fundamental
to the protection of personal data).
Moreover, existing solutions are usually based on two separate models:
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e Either ISO standard-based certification of products and information
management systems respecting ISO 17065 or ISO 17021-1 and
relaying on human audit and assessment;

e Or purely system-based monitoring of security, such as anti-virus
applications or intrusion detection system (IDS), which are often
designed independently from any standard.

The ever-evolving normative framework for security and personal data
protection calls for a holistic approach which considers technical insights
alongside human and organizational controls. An organization that seeks to
comply with the regulatory frameworks will finally rely on the professional
advice from information security professionals (spearheaded by a Chief
Information Security Officer -CISO-) and legal professionals (usually taking
the token as Data Protection Officers -DPO-), which might have difficulties
understanding the complex outputs of the technological enablers used to
introduce the necessary controls to the systems they oversee and integrating
these with the legal and managerial feedback necessary to transparently and
accurately demonstrate due diligence has been carried out.

In response to this situation, ANASTACIA’s Dynamic Privacy and
Security Seal (DSPS) will seek to inform the end-user (DPO/CISO) on the
most relevant privacy and security issues while supporting certification and
compliance activities. To this end, the DSPS will:

e Introduce a privacy-by-design and by default compliant architecture,
services and graphical user interface (GUI) that seek to combine the
certainty and trustworthiness of conventional certification schemes with
real-time certification surveillance capabilities through the real time
dynamic monitoring (provided by ANASTACIA) of the certified system.

e Compile alerts and threats from ANASTACIA, compatible monitoring
solutions (using the STIX 2 standard) and the end-user (CISO/DPO) and
showcase them through a unified GUI, displaying IoT/CPS privacy
and security information while providing decision support capabilities,
and data visualization (considering accessibility/ease of use require-
ments).

e Empower the end-user by enabling the client’s Data Protection Offi-
cer (DPO) and Chief Information Security Officer (CISO) to provide
feedback to the raised alerts directly through the GUI and to enhance
the information obtained from the monitoring system with technical,
legal, annd organizational documentation. This data will be stored in
a -privacy-by-design- distributed storage solution (powered by Shamir
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Secret Sharing Scheme), which will be associated with the DSPS
blockchain-based seal ledger (Hyperledger Fabric), to ensure the data
is non-repudiable, immutable, and easily verifiable in direct relation to
the events showcased by the DSPS both by the end-user (for internal
audit and compliance purposes) and associated certification bodies (to
determine the validity of relevant certifications).

The Dynamic Security and Privacy Seal (DSPS) aims to provide a holistic
solution to privacy and security monitoring, addressing both the organi-
zational and technical requirements enshrined by the GDPR through the
implementation of a layered process by which: 1) an initial examination by an
auditor or expert determines the baseline status of the system with regards to
privacy and security of both the product or system that is to be monitored, and
the organizational policies and mechanisms that surround its implementation
to ensure compliance with the most relevant ISO standards (particularly if
linked to a certification) and regulations; 2) ANASTACIA provides constant
monitoring and reaction capabilities which are then used to update the DSPS;
3) the end-user provides feedback on the effectivity of the mitigation activities
and uses the DSPS enablers to enhance transparency and accountability in the
monitored system.

The resulting tool will provide the end-user with a broad perspective over
the state of the monitored system which will consistently track and unify
the organizational/human elements considered by personal data protection
regulations with the technical insights provided by ANASTACIA’s monitor-
ing and reaction services. Once implemented, this process will not only pro-
vide advanced trust-enhancing information functionalities to ANASTACIA
users, but will also serve as a surveillance solution for audit/certification/legal
compliance purposes. It will generate a non-repudiable historic track of
system variations and potential threats (technical and organizational) to the
sealed system while enhancing the contextual information available to the
client, auditors or regulatory authorities.

Current work [23] has been focused towards developing the DSPS
architecture as defined by ANASTACIA Deliverable 5.1; deploying and
integrating the monitoring service and associated enablers; and refining the
GUI elements that will inform the end-user and enable them to provide
the required feedback. Upcoming research will seek out ways to simplify
complex privacy and security information, so as to address the varying tech-
nical and legal knowledge of the potential end-users. Furthermore, research
on integration with additional information sources (particularly through the
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STIX2 format) and privacy-management tools (such as the CNIL DPIA
software) will be performed to further enhance the functionalities available
through the DSPS GUIL

2.4 Conclusion

This book chapter has summarized the main key innovations being devised,
implemented and validated in the scope of Anastacia research project to
meet the cybersecurity challenge in heterogenous IoT scenarios. Namely
it has presented eight key innovations: 1) Holistic policy-based security
management and orchestration in IoT, 2) Investigation on innovative cyber-
threats, 3) Trusted Security orchestration in SDN/NFV-enabled IoT scenarios,
4) Dynamic orchestration of resources planning in Security-oriented SDN
and NFV synergies, 5) Security monitoring to threat detection in SDN/NFV-
enabled IoT deployments, 6) Cyber threats automated and cognitive reaction
and mitigation components, 7) Behaviour analysis, anomaly detection and
automated testing for the detection of known and unknown vulnerabilities
in both physical and virtual environments, 8) Secured and Authenticated
Dynamic Seal System as a Service.

These main key innovations are currently being realized and evaluated
successfully in MEC and Smart-building scenarios. In this sense, important
research outcomes have been already obtained and published in high impact
journals, which demonstrate the feasibility and performance of ANASTACIA
cybersecurity framework to dynamically handling and counter evolving kind
of cyberattacks in SDN/NFV-enabled [oT deployments.
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SAINT analyses and identifies incentives to improve levels of collaboration
between cooperative and regulatory approaches to information sharing.
Analysis of the ecosystems of cyber-criminal activity, associated markets
and revenues drive the development of a framework of business models
appropriate for the fighting of cyber-crime. The role of regulatory approaches
as a cost benefit in cyber-crime reduction is explored within a concept of
greater collaboration to gain optimal attrition of cyber-criminal activities.
Experimental economics aid SAINT in designing new methodologies for the
development of an ongoing and searchable public database of cyber-security
indicators and open source intelligence. Comparative analysis of cyber-crime
victims and stakeholders within a framework of qualitative social science
methodologies deliver valuable evidences and advance knowledge on privacy
issues and deep web practices. Equally, comparative analysis of the failures of
current cyber-security solutions underpins a model for greater effectiveness
and improved cost-benefits. SAINT advances the metrics of cyber-crime
through the construct of a framework of a new empirical science that
challenges traditional approaches and fuses evidence-based practices with
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more established disciplines. Innovative models, algorithms and automated
framework for metrics benefit decision-makers, regulators, law enforcement,
at national and organisational levels providing improved cost-benefit anal-
ysis and estimation of tangible and intangible costs for optimal risk and
investment incentives.

3.1 Introduction

The SAINT project! examines the problem of failures in cyber-security
using a multidisciplinary approach that goes beyond the purely technical
viewpoint. Building upon the research and outcomes from preceding projects,
it combines the insights gained to progress further analysis into economic,
behavioural, societal and institutional views in pursuit of new methodologies
that improve the cost-effectiveness of cyber-security.

SAINT analyses and identified incentives to improve levels of
collaboration between cooperative and regulatory approaches to information
sharing to enhance cyber-security and mitigate (a) the risk and (b) the impact
from a cyber-attack, while providing, at the same time, solid economic
evidence on the benefits from such improvement based on solid statistical
analysis and economic models.

It is widely acknowledged that despite the sums spent annually on cyber-
security, cyber-crime continues to flourish. No true or accurate picture of the
situation is readily available and yet vast amounts of money continue to be
employed in efforts to reduce levels of cyber-crime that do not appear to be
working. There are now more than 3.6 billion Internet users? and 7.3 billion
mobile-cellular subscriptions worldwide® in 2016 and rising. According to
Microsoft’s report [1] on “Cyberspace 2025: Today’s Decisions, Tomorrow’s
Terrain”, it is estimated that by 2025, more than 91% of people in developed
countries and nearly 69% of those in emerging economies will be using the
Internet, with the total number of Internet users estimated to be 4.7 billion.
In this expanding cyber-space, it is estimated that at least 7% of URLs
are malicious, 85% of the 200 billion emails processed per day are spam,
1.4 million browser agents are botnets, consisting 20% of mobile browser
agents and measurable cyber-attacks rise up to 1 million plus every day. The

'SAINT (Systemic Analyser In Network Threats) is an H2020 project. See
https://cordis.europa.eu/project/rcn/210229 and https://project-saint.eu for more information.

2www.internetworldstats.com (30 June 2016).

Swww.itu.int
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annual cost to the global economy from cyber-crime is €300 billion, with
the average annualized cost of data breaches only, being €7.9 million. The
global cyber-crime market represents €15 billion and up to €50 billion for
security products and services [2]. Europol, in its 2015 report [3] “Exploring
Tomorrow’s Organized Crime” forecasts an expansion of cyber-crime, in
the form of a project-basis, where cyber-criminals lend their knowledge,
experience and expertise as part of a crime-as-a-service business model. The
crime-as-a-service business model is facilitated by social networking, digital
infrastructures and virtual currencies that allow cyber-criminals to exchange
and use financial resources anonymously on a large scale.

The EU FP7 project CyberROAD* successfully delivered a research
roadmap for cyber-crime and cyber—terrorism using in-depth analysis into
technological, social, legal, ethical, political, and economic origins of the
issues. A noted research outcome was the proposed innovative cyber-
crime cost-benefit reduction methodology as delivered in the paper “2020
Cybercrime Economic Costs: No Measure No Solution”, [2]. In furtherance
of the insights already gained in the CyberROAD project, SAINT carries
out an extensive analysis of the state-of-the-art using a range of comparative
studies to deliver a framework of data-driven guidelines based on mathemati-
cal analysis of the relevant quantitative variables that decision makers require
for accurate resource allocation. The construct of such a framework designed
with experimental economics aligns and regulates the discipline to that of
an empirical science and substantiates the case for greater collaboration in
information sharing.

3.2 SAINT Objectives and Results
3.2.1 Main SAINT Obijectives

SAINT project studies and improves the measurement approaches and
methodologies by means of constructing a framework of a new empirical
science, challenge traditional approaches and fuse evidence-based practices
with more established disciplines for a lasting legacy. Through the con-
struction this framework, it gives decision makers (public policy authorities,
business leaders and individuals) data-driven guidelines based on scien-
tific analysis of relevant quantitative and qualitative variables for their
decisions about dedicating resources to deal with cyber-threat risks and
cyber-criminals.

*https://www.cyberroad-project.eu



58  Statistical Analysis and Economic Models for Enhancing Cyber-security

By employing various methodologies from different scientific fields, the
main objectives of SAINT are to:

1. Establish a complete set of metrics for cyber-security economic analysis,
cyber-security and cyber-crime market.

2. Develop new economic models for the reduction of cyber-crime as a
cost-benefit operation.

3. Estimate and evaluate the associated benefits and costs of information
sharing regarding cyber-attacks.

4. Define the limits of the minimum needed privacy and security level of
internet applications, services and technologies.

5. Identify potential benefits and costs of investing in cyber-security
industry as a provider of cyber-security services.

6. Develop a framework of automated analysis, for behavioural, social
analysis, cyber-security risk and cost assessment.

7. Provide a set of recommendations to all relevant stakeholders including
policy makers, regulators, law enforcement agencies, relevant market
operators and insurance companies.

3.2.2 Main SAINT Results

The SAINT project examines the problem of failures in cyber-security
using a multidisciplinary approach that combines economic, behavioural,
societal and institutional approaches in pursuit of new methodologies that
improve the cost-effectiveness of cyber-security. SAINT analyses and iden-
tifies incentives to improve levels of collaboration between cooperative and
regulatory approaches to information sharing to enhance cyber-security and
mitigate (a) the risk and (b) the impact from a cyber-attack, while provid-
ing, at the same time, solid economic evidence on the benefits from such
improvement based on solid statistical analysis and economic models.

3.2.2.1 Metrics for cyber-security economic analysis,
cyber-security and cyber-crime market

SAINT investigates and establishes accurate indicators and metrics for
economic analysis, cyber-security and cyber-crime market, including the
effects of regulatory analysis on the economics of cyber-security. It investi-
gates all the open source intelligence methodologies and performs an analysis
on the effect of those metrics in different scenarios and environments. The
establishment of metrics for measuring privacy is also included in this
effort.
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With respect to the metrics and indicators (objective 1), SAINT analyses
[4]: 19 open source cyber-security indicator datasets (including ENISA’s
top 15); two indicators of emerging cyber-threats; Blacklists, Blocklists and
Whitelists; five insecurity indicators; nine security indicators; nine economic
indicators; five open source intelligence methodologies for cyber-threats. It
includes relevant examples, usage, statistics, and metrics for each of the above
indicators.

SAINT also gathers and analyses [5] evidences from stakeholders, across
multiple disciplines, with the objective to examine the problem of failures
in cyber-security beyond a purely technical viewpoint and gain advanced
knowledge on economics and cyber-security practices from the stakeholders,
enabling the gaining of a better understanding of their needs and requirements
and providing insights on cyber-security and product value for money. As a
consequence of this analysis, FICORA (Finish regulator), is now proactively
involved and cooperating in distributing a survey for Finland to gain support-
ing metrics in answer to an important question: why does Finland have one of
the best quantitative track records in cyber-security, within the EU & G20°?

It was additionally observed as a result of a comparative analysis that the
inclusion of the cost of time spent/lost by cyber-crime victims provided an
important metric for ROI calculations. Results show:

e The cost of cyber-crime is estimated to be €30 billion (0.242% of EU’s
GDP).

e The cost in time lost or spent in 2017 due to cyber-crime amounts to an
estimated €60 billion.

e Therefore, the actual total cost of cyber-crime to the EU in 2017 can be
estimated to be €90 billion.

3.2.2.2 Economic models for the reduction of cyber-crime as a
cost-benefit operation

Significant effort of SAINT is dedicated in the research and development of
new economic models for cyber-security and cyber-crime. A rich econometric
and mathematical theoretical framework is implemented for this purpose, and
the final methodologies and models are validated in a controlled environment
under the supervision of the Hellenic Police Cyber-Crime Unit.

In relation to objective 2, research focuses on the organisation’s effective
operational processes [6] to achieve efficiency in production by investigating
their incentives in choosing input combinations that minimise cost and,

>http://www.intercomms.net/issue-30/dev-3.html
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consequently, maximise profits. With the rapid evolution of Cloud Internet,
organisations have an alternative solution to substitute highly qualified Infor-
mation Technology working staffs that are paid high wage rates, which means
excessive labour costs, with subcontracting of such Information Technology
services to external providers like the newly emerged Managed Service
Providers Networks. In this way, organisations avoid the excessive economic
investment costs to set up and develop in-house Information Technology
departments from scratch and find the means to hire or offer professional
training to existing working staff, with the potential risk of economic losses
resulting, in case of failures from such internally structured departments.
Research in this field concerns the organisations’ decisions to substitute
production factors, purchased in the respective production factor markets,
to minimise their production cost. It studies the dependence of the organisa-
tions’ policies, concerning the outsourcing of certain Information Technology
activities, by purchasing Cloud Internet computer services from automated
platforms of Managed Service Provider Networks, on the price of Information
Technology labour force that is the wage rates in the Information Technology
sector. The empirical research performed in showed that organisations’ price
cross-elasticity demand for Cloud Internet computer services is significantly
negative towards the wage rate in the Information Technology sector for
specialised Information Technology labour force by —21.84% (£6.38%).
The evolution of Cloud Internet in our time has given organisations many
alternatives, especially in the area of Information Technology services that
can be purchased online, through the participation in relevant automated
platform networks, operated and managed by external providers, in the form
of Managed Service Provider Networks.

SAINT identifies current cyber-security failures and requirements to
improve the situation at all levels of cyber-security defences and across a
variety of sectors [7]. It determines what constitutes a cyber-security failure,
or what inadvertently increases the risk of a cyber-attack, using quantita-
tive and qualitative analysis, to identify what new practices are required to
improve cyber-security, reduce wasteful information technology spending
and improve return on investment.

SAINT also investigates how cyber-attacks materialise, focusing on what
lies behind and contributes to the materialisation of these attacks [8]. This
basically represents the emergence of a whole new economy consisting of
a new and fast-growing body of vulnerability markets with stakeholders
selling and buying vulnerabilities to gain financial gains or avoid financial
losses, associated with immaterial assets, namely the vulnerabilities and their
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exploits. The goal is to identify and categorise the vulnerabilities and exploits
markets along with the involved stakeholders and their roles, to provide
guidelines for cost-effective cyber-security methodologies that can be applied
as counter-measures for defence against malicious hackers. Vulnerability
announcements can inflict severe monetary and other intangible costs on the
company’s value.

3.2.2.3 Benefits and costs of information sharing regarding
cyber-attacks

SAINT provides guidelines for information sharing between all the agents,
for mitigating inefficiencies in the cyber-security investment landscape and
in the total economy in general. These guidelines are based on the joint eval-
uation of measurable quantitative economic and technical variables regarding
the influence of cyber-security information sharing in the cost structure,
the rate of investment, the effective allocation of resources and the overall
profitability of each agent.

SAINT estimates and evaluates the associated benefits and costs of
information sharing regarding cyber-attacks (objective 3) [6, 9]. For this,
international cooperation activities have been studied [9], such as the ITU
Global Cyber-security Agenda (GCA).

The GCA is a framework launched in 2007 for international cooperation.
It is designed for cooperation and efficiency, encouraging collaboration with
and between all relevant partners and building on existing initiatives to
avoid duplicating efforts. Within GCA, ITU and the International Multilateral
Partnership Against Cyber Threats (IMPACT) promote the deployment of
solutions and services to address cyber-threats on a global scale. It is a
global multi-stakeholder and public-private alliance against cyber-threats. EU
addresses cyber-security through tool policies that affect the structures and
capabilities of organisations while in parallel takes action by providing incen-
tives to support and promote the development of co-operation in the area of
cyber-security, for detecting cyber-incidents and responding to cyber-attacks
effectively and appropriately.

The Directive on the Security of Network and Information Systems,
the “NIS Directive”, mentioned as the first EU-wide cyber-security law,
is designed among others to foster better co-operation in reporting serious
incidents and adopting effective risk management practices.

Regarding the promotion of cooperation in cyber-security domain,
ENISA also serves as a focal point for information sharing and spread
of knowledge in the cyber-security community, through the setting up of
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Information Sharing and Analysis Centres. Their role is particularly impor-
tant in creating the necessary trust for sharing information between all the
different agents.

The subject of co-operation between organisations and how it influences
their effective performance and allocation of their resources in terms of
decreasing production cost and profitable exploitation of production inputs
has been studied [6]. In this context co-operation between organisations is
defined as information sharing between them. It proves empirically the impor-
tance of co-operation through information sharing in minimising production
cost and achieving economic efficiency in the allocation of resources. The
associated benefits of information sharing between organisations have been
evaluated. In the long-run, using information sharing processes for improving
the production process has an almost —13% (£ 3.58%) decreasing effect on
the real (deflated) long-run average production cost for the sample of our
Eurozone countries, for the time period 2009-2012.

3.2.2.4 Privacy and security level of internet applications,
services and technologies

SAINT analyses the dependence of detection of cyber-security incidents,
on behavioural features of network traffic flow to interpret adequately the
careless behaviour of internet users, regarding the proper application of cyber-
security norms and rules. For this, SAINT implemented a correlation analysis
on quantitative technical and measurable qualitative behavioural variables,
concerning network traffic flow characteristics and cyber-security behaviour
characteristics.

Regarding the limits of the minimum needed privacy and security
level of internet applications, services and technologies (objective 4), [10]
devised models and mechanisms for measuring privacy and for user pri-
vacy protection mechanisms. Several formal frameworks of privacy notions,
with differing assumptions, are proposed that study the relations between
Anonymous Communication Networks and respective provided privacy.

Based on this work, in [18] SAINT proposes how these different
frameworks can be unified by constructing a generalized indistinguishability
game similar to the games used to define semantic security in cryptographic
protocols [23].

Along with effective defences against website fingerprinting, such as
continuous data flow, package padding and traffic morphing, adaptive
padding between data packets with generic web traffic and clustering of
webpages into similarity groups. Beyond this, SAINT investigates:
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e Approaches for protecting publicly available databases like secure
computation of elementary database queries, locally random reductions
of sets to databases, zero Knowledge interactive (and non-interactive)
proofs, data oblivious data transfers in private information retrieval.

e Privacy preserving credentials and authentication mechanisms like
password-based authentication, cryptographic certificates, attribute-
based credentials, electronic certificates and electronic Identities.

e Database content anonymisation concepts and techniques like k-
anonymity, i-diversity, t-closeness, bloom filters, differential privacy.

3.2.2.5 Benefits and costs of investing in cyber-security

SAINT provides guidelines and frameworks for maximising efficiency in
cyber-security services. Part of the effort is dedicated in the development
of alternative ways and methods to get valuable information in measurable
quantitative form of metrics and then to analyse it to highlight guidelines for
competitiveness and profitability in the cyber-security industry. SAINT also
determines the value of the underground and cyber-crime market within a
wider investigation of information security markets including.

In relation to objective 5, SAINT proposes new models and new
paradigms in cyber-security with a special focus on the incentives of the
different stakeholders in the ecosystem of cyber-criminality. It was first
necessary to identify the existing business models that cyber-criminals use,
and to describe the different national strategies of European countries that
have been put in place to fight against cyber-crime. From this, new models
are proposed that provide innovative ways that help reduce cyber-crime by
targeting the right incentives of both cyber-criminals and cyber-security prac-
titioners. These models are compared among each other and their practical
relevance is evaluated [11]. Some of the results obtained concern: the analysis
of existing cyber-criminal business models; the analysis of national, European
and international cyber-security policies and strategies and the draft of 8
innovative models to fight against cyber-crime, including: the certification
and labelling services model; the insurance model; the wage model; the
collaborative model; the education model; the crowdsourcing model; the
bug-bounty model; the artificial intelligence model.

In relation to objective 5, SAINT demonstrates [8] that behind the
materialisation of the cyber-attacks there is a new and fast-growing body of
vulnerability markets with stakeholders selling and buying vulnerabilities for
financial gains or to avoid financial loss. This implies that a whole new econ-
omy is rapidly evolving based on immaterial assets, the vulnerabilities and
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their exploits. Over the last years, ransomware attackers demanded payment
in cryptocurrencies, with the Bitcoin® being among the most popular ones.
Bitcoin offers anonymity in terms of involved parties and the amount of the
transaction and their use for illicit purposes has become popular.

The “Execute Code”-related vulnerabilities are prevalent among all other
vulnerabilities, which implies that software vendors (mainly OS developers)
fail to take appropriate measures during the design and implementation
stages. Most of the discovered vulnerabilities (over 50%) are severe, with
a severity score at least six. This, in turn, may imply severe financial or other
intangible (e.g. trust, fame) costs on affected companies. No software product
or system is immune to vulnerabilities, which demonstrates that vulnerability
discoverers could virtually target any vendor, operating system, or software
product as long as it is either, (or both), a challenging or profitable target.

Vulnerability announcements can inflict severe monetary and other
intangible costs (e.g. loss of trust and tarnished fame) on the affected com-
pany, measured by system downtime, operation disruption, loss of credibility
and customers, higher assurance costs, etc.

Vulnerability announcements can lead to a negative and significant
change in a software vendor’s market value. According to the conducted
quantitative analysis, an affected vendor can lose even 60% value in stock
price when a related vulnerability is disclosed. Study has also showed that
a software vendor loses more market share if the market is competitive or
if the vendor is small. Moreover, as can be expected, the change in stock
value is more negative if the vendor fails to provide the right patch at the time
of disclosure of the vulnerability. In addition, according to the findings, key
vulnerabilities have significantly more impact on the company’s value.

Useful insights on the types of attacks per business sector have also
been obtained [12]. Small businesses (with fewer than 250 employees) are
those most targeted by cyber-attacks, making up as much as 43% of all the
cyber-attacks on companies (in 2015). Large enterprises (with over 2,500
employees) accounted for 35% of all cyber-attacks, while medium-sized
businesses (with between 251 and 2,500 employees) made up the remaining
22%. 1t is interesting to note that these results are diametrically opposed to
those from 2011 where large businesses accounted for the majority (50%) of
all cyber-attacks on companies, medium-sized businesses represented 32%,
while small businesses accounted for 18%. Between 2011 and 2015, small
businesses have been increasingly targeted by cyber-attacks. This trend can

Chttps://www.bitcoin.com/
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be explained by the fact that, unlike big businesses that have the capacity
to invest in proper expertise and technologies, smaller businesses may not
always have the financial resources and staff to protect themselves from
such threats. Consequently, cyber-attackers take advantage of smaller compa-
nies’ digital vulnerability to steal confidential data and intellectual property,
bring down the website, or organising phishing and spamming campaigns.
Regarding the type of cyber-attacks on businesses, we have the following
specificities:

e Spam: the size of a company has limited influence over its spam rate.
Indeed, in 2016, the spam-rate varied between 52.6% and 54.2%, which
shows that all kinds of companies are likely to be targeted, regardless of
their size. Furthermore, all industry sectors receive similar quantities of
spam.

e Phishing: although the overall phishing rates have declined over the past
three years, companies are still targeted by these attacks. Medium-sized
businesses experience the highest phishing rates. In 2016, the sector of
agriculture, forestry, and fishing was the most affected by phishing, with
one in 1,815 emails being classed as a phishing attempt.

e Data breaches: In 2016, the industry of services (particularly business
services and health services) was the most affected by data breaches,
representing 44.2% of all breaches. The sector of finance, insurance, and
real estate was ranked second with 22.1%.

The private sector, particularly the cyber-security industry, plays an
important role in combatting cyber-crime by providing individual users,
businesses, and organisations with services and solutions to cyber-threats. In
2003, the global cyber-security market represented $2.5 billion, currently it
amounts to $106 billion, and the sector will be worth $639 billion in 2023.
These numbers underline the growing demand for cyber-security solutions
and highlight the business opportunities in the sector.

In 2016, the commercial cyber-security vendors’ market was dominated
by the United States with a total of 827 vendors leading cyber-security
research and products. Israel and the United Kingdom hold second and third
place in the ranking with 228 and 76 vendors respectively.

While the cyber-security industry has potential for growth, in both the
private and public sectors, it is still struggling to keep up with cyber-crime
for three reasons:

e The variety of IoT devices: the increase in connected IoT devices
increases the number of potential targets. Projections suggest that,
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by 2020, there will be tens of billions of connected digital devices in
the EU alone.

e The multiplicity of data: an increase in connected IoT devices directly
correlates with an increase in data that needs to be protected.

e The shortage of skilled workers in the cyber-security sector: in spite of
the great employment opportunities and high number of open positions
for IT specialists and cyber-security professionals, the cyber-security
industry struggles with training them in time to keep up with grow-
ing demand. The solution to this problem may come from artificial
intelligence and machine learning, which are currently being developed.

SAINT also performed a cost-benefit analysis of cyber-security solutions
and products (objective 5). This is built on a cash flow analysis of cyber-
security solutions, products and models. It relies on information from a
market analysis established [12], on the revenue analysis of cyber-security
services [13] and on the most relevant models identified. It also uses input
from conducted surveys [14] and estimates the price of digital assets and the
costs of intangible risks. In addition to the cash flow analysis, a sensitivity and
risk analysis is implemented [15]. These recommendations serve as guide-
lines for various stakeholders, including cyber-security business providers. It
builds on the cost-benefit implemented, as well as on the econometric analysis
of cyber-security solutions, the market analysis, and the assessment of the
innovative cyber-security models analysed [16].

3.2.2.6 Framework of automated analysis, for behavioural,

social analysis, cyber-security risk and cost assessment
In the framework of automated analysis (objective 6), SAINT defines the
different tools that constitute the Framework (Figure 3.1, [17]). This includes
the cyber-security cost-benefit analysis tools and algorithms. Based on avail-
able metrics, indicators and parameters, the techniques allow the construction
of models and the estimation of the price of digital assets and costs of
intangible risks (e.g. reputation, non-critical service disruption). A toolset for
automated analysis based on automatic information gathering and analysis
tools that extract information from a variety of information sources on the
Internet and the Deep Web has been designed and prototypes implemented.
The tools include: Social Network Analyser and the Deep Web Crawler. The
information sources include cyber-security related discussion forums, bug
bounties, social network discussions and public vulnerability and data breach
incident databases.
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Figure 3.1 High-level architecture of the SAINT framework.

The developed Twitter Social Network Analyser (SNA) utilizes the social
network, Twitter, to extract trends on the cyber-crime activity. To this end, a
dictionary of #hashtags of interest is created. The SAINT SNA mines only
publicly available tweets and accounts for the specific hashtags and extracts
the related information.

The Google Trends SNA utilizes the popular Google Trends platform to
extract trends that are related to cyber-crime activity. Google Trends is a
public web facility of Google Inc. It is based on Google Search and shows
how often a particular search term is entered with respect to the total searches
in different regions of the world and in various languages.

Crawling and Scraping the Web and Deep Web can be categorized into
two different large types, where each one includes a number of considerations
and design decisions, depending to the target web sites that are searched (Web
and Deep/Dark Web). The first type is Web Scraping of a website and the
second one Crawling. The Tor network was found to be the ideal place for
investigating cyber-criminal activity while browsing anonymously Deep Web
sites to avoid of being hacked or traced. For the implementation of our scripts,
we run Tor in the background to avoid being detected by users of the Deep
and the Dark Web.
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SAINT’s Global Security Map (GSM)’ gathers data on selected ENISA
indicators using a variety of suitable open source feeds and presents the
results visually on a global map. It is an interactive tool which enables
visualization of the geographic distribution of the sources of cyber-crime
and quantitative comparative metrics, with the aim to provide a simple and
accurate method of displaying the global hotspots for the location and quan-
tification of the top cyber-threat indicators: malware, phishing, spam, cyber-
attacks, and other malicious activities. The unique combination of detailed
data and simplified visualizations make the tool ideal for research and
comparative analysis purposes by governments, law enforcement, CERTs,
academia, Infosec, financial institutions and the public sector (also related
to objective 7).

One more tool developed in the scope of SAINT project is Tool for
measuring privacy in encrypted networks [18]. Resent research [19, 20]
showed that user’s privacy can be endangered even if he is using anonymiza-
tion networks such as TOR [21] or JAP [22]. By means of an attack known
as website fingerprinting, it is possible to identify which website a user is
visiting and, thereby, to identify both two communicators and the content
of the communication. However, different websites have different degrees of
finger printability. Thereby, SAINT developed a tool which allows any user
to estimate his vulnerability level to the website fingerprinting attack when
visiting a website. Afterward, the user can decide if visiting this website costs
the possible risks.

3.2.2.7 Recommendations to stakeholders

Reference model (Figure 3.2, [12]) illustrates the interactions between
the different stakeholders involved in the cyber-crime and cyber-security
ecosystem.

Related to objective 7, SAINT provides a set of recommendations to all
relevant stakeholders (policy-makers, regulators, law enforcement agencies,
relevant market operators and insurance companies) [16]. This builds on the
input of various sources from different partners, including the stakeholder
surveys that were conducted. An initial set of recommendations has been
defined that includes:

e Adopting in-depth comparative analysis for the application of successful
practices of individual countries, i.e. Finland (see Figure 3.3).

"https://3hz6pq.staging.cyberdefcon.com/
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Figure 3.2 Stakeholder reference model.

e Improving the cost of cyber-crime metrics and econometrics for
enhanced ROI calculations by the inclusion of the time spent or lost
by cyber-crime victims.

e Improving the transparency of cyber-security matters within the
workplace.

e Educating the workforce on the costs and risks to the workplace of
cyber-practices.

e Furthering cyber-security training & education within the EU to alleviate
the acknowledged lack of trained staff.

e Improving the complementarity among standards and best practices in
cyber-security within the EU.

e Standardising the metrics to enable accurate comparative analysis
between surveys/reports.

In Finland, FICORA has the role of a CERT that is a regulator
but also acts to prevent and remediate cyber-security issues. The prob-
lem in other countries is that the regulators are only telecom regula-
tors whereas in Finland FICORA is both a telecom and cyber-security
regulator. Telecom operators are not really concerned about the secu-
rity of customers. They just want to make sure that their services work,
that the pricing brings profits and that the competition is regulated
to their advantage. Most CERTs in Europe have a limited role that
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Figure 3.3 Global security map of Finland.

consists in reporting threats, building cyber-threat intelligence frameworks,
and stimulating or developing cyber-threat solutions. When the safety and
security of citizens is concerned we need entities that act and are proactive as
is the case in the health and food sectors. FICORA is the best qualitatively and
quantitatively. It bases its cyber-security activity on technologically efficient
techniques, such as darknets or reverse network telescopes, but also it obtains
results through sound organisation, clear objectives, close collaboration with
all the stakeholders, and has the budget to do it.
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Another aspect that should be emphasised is the legal one. The U.S.
Anti-Bot Code of Conduct (ABC) for Internet Services Providers (ISPs) has
resulted in an almost immediate reduction of botnets in the US. Operators
started taking down botnets and collaborating to do so. What can be derived
from this experience is that when a law is passed that identifies responsi-
bilities and penalties, companies and individuals are incentivised. Telecom
operators will start taking down botnets and fighting cyber-criminality only
when it becomes financially interesting for them. Unfortunately, there is yet
no law in Europe that is equivalent to ABC. The examples of collaborative
actions since 2014 [9] show progress but the need remains to obtain a more
systematic approach for fighting cyber-crime that is better and more glob-
ally organized. This can only be achieved with effective laws, regulations,
incentivisation and cooperation at the national and international levels.

3.3 Conclusion

The SAINT project has worked on and advanced in the comprehension of the
stakes involved in the cyber-security domain. It has analysed the risks and cost
of security threats by compiling a complete set of metrics for the analysis of
cyber-security economics, cyber-security risks, and the cyber-crime market.
New economic models and algorithms have been developed to find optimised
cost-benefit solutions for reducing cyber-crime.

The deep analysis of the benefits obtained from cyber-attacks information
sharing (in particular, cooperative and regulatory approaches), positive
impact of investments in cyber-security by industry, and the risks and costs
of security breaches have resulted in a set of recommendations valuable for
all relevant stakeholders (e.g. policy makers, regulators, law enforcement
agencies, industry). The studies and surveys conducted have also allowed
to better understanding the limitations and needs involved when finding
the equilibrium between privacy and security of internet-based applications,
services and technologies.

SAINT has also developed a framework that facilitates the automated
analysis for behavioural, social, cyber-security risk and cost assessment.
Research gaps have been addressed that can help policy makers make more
informed decision on where economic investments should be directed to
return the best possible outcomes. The different tools that constitute the
SAINT Framework target improving the automation of certain analysis tasks
and present the results in an integrated way, at least partially. The resulting
system serves as a proof of concept that will show the usefulness of the
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integration of data from different sources and tools. In the future, the Frame-
work will be extended and include a tighter integration so that researchers can
process different types of security intelligence information and obtain results
in a methodical way.

The main challenge identified by SAINT is to find the best approaches to:

e Coordinate cyber-security related issues and actions (i.e., related to
legislative, regulatory, law enforcing and cooperative) between different
organisations and countries;

e Measure the effectiveness of the actions;

e Achieve long-term impact to improve the security of ICT users;

e Implement and enforce laws and regulations in a virtualised and often
conflicting international context;

e Make security an integral part of ICT design;

e Reverse the tendency that makes economic incentives better for
criminals that those who need to protect their systems;

e Achieve consensus between stakeholders and countries;

e Improve education related to cyber-security;

e Find a good balance between security and privacy.

Having analysed different regulations and practices our conclusion is that
we need to attack the cyber-threat problem from all fronts at the same time,
in other words we need to:

e Improve the laws and regulations and make them more comprehensive;

e Coordinate better the regulatory processes and incentivize cooperation;

e Make cyber-security and privacy protection an obligation of service
providers (including operators) to their customers;

e Greatly improve the awareness of the individuals to the risks;

e Change the economics to reduce the benefits of cyber-criminal activities
and improve the perceived benefits of cyber-security measures. This
includes reforming the international finance system to eliminate, or at
least greatly reduce, the money laundering possibilities (e.g., tax havens,
bitcoins).

Many of the challenges are addressed in the case of Finland, except
maybe for the challenges related to the privacy concerns and the economics
and financial aspects. Collaborative actions need to be done in a more sys-
tematic, global and organised way for fighting cyber-crime. This can only
be achieved with effective laws, regulations, incentivisation and coopera-
tion at the national and international levels. Currently, cyber-crime is more
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incentivized and even cooperates better than organisations that fight it. This
situation needs to be reversed and obtaining profits by cyber-criminals should
be made much more complicated.
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4.1 Introduction

Although the recent trend for the term “cyber-attack™ is restricted for
incidents causing physical damage, it has been traditionally used to describe
a broader range of attempts to make unauthorized use of an asset related
to computer information systems, computer networks, or even personal
computing devices. As such, a cyber-attack aims to steal, alter a targets’
system/data, or even destroy targets by gaining access into a targeted sys-
tem. In this respect, a whole new industry has been shaped around the
need for protection against cyber-attacks, i.e. the “cyber-security” domain,
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which primarily deals with the protection of systems (incl. HW/SW & data)
connected to the internet against cyber-attacks and should not be necessar-
ily mixed with the domain of Information Technology (IT) Security (see
Figure 4.1) that mainly refers to the protection of information. Cyber-security,
on the other hand, is the ability to protect or defend the use of cyberspace from
cyber-attacks by securing “things”, vulnerable through ICT.

The first cyber-attack was recorded in 1989, in the form of a computer
worm (i.e. malware), while their number has significantly grown in the
following years (see Figure 4.2). Equal growth has been noted in the level

Information Technology
Security
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of Information (System)
regardless of Realm
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Figure 4.1 Information technology security vs cyber-security.
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Figure 4.2 Incidents reported to US-CERT, Fiscal Years 2006-2014.
(Source: GAO Analysis data of US-CERT).
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of both the threat they pose and the sophisticated manner with which they
are launched and/or acting. Specifically, cyber-security threats have evolved
from standalone threats that could affect single targets, to more complicated
scenarios, where threats could be self-replicated, mutated and expanded to
other devices and/or networks via the internet. Finally, the evolution of the
exploitation manner of modern cyber-attacks is also extremely interesting.
For instance, traditional ways for (i) harming infrastructures through DDoS
attacks, (ii) misusing them through malwares, and (iii) mitigating them
through identity spoofing are nowadays considered outdated and new emerg-
ing threats and attack scenarios are emerging, which aims at disusing sensitive
soft assets through ransomware that directly lead their endangerment and
their potential loss.

Unavoidably, cyber-security becomes, of great importance due to its
increasing reliance on computer systems. Recently, in the era of the Internet
of Things (IoT)!, a large number of connected devices, located at the edge
of the Internet hierarchy, generate massive volumes of data at high velocities.
This turns centralized data models non-sustainable, since it is infeasible to
collect all the data to remote data centres and expect the results to be sent
back to the edge, with low latency.

Based on the constantly increasing dependency of the global economy
on inter-connected digitization (i.e. world-web-web, smart-grids, IoT nets,
direct communication links between platforms, etc.), it is the integrity and
the availability of the prompt & uninterrupted interconnectivity that attracts
great focus and investment from major players in the market. Similarly,
the trend towards IoT and digital innovation, forms a flourishing business
landscape for SMEs. However, this is put at stake due to the uncertain,
cumbersome and most importantly costly nature of holistic cyber-security
solutions. Specifically, although tailored solutions capable of providing the
appropriate cyber-security levels for big companies appear, they can hardly
be adapted to other environments and thus, lack in scalability, which makes
them unsuitable for smaller enterprises.

The implementation of a complete and reliable edge computing security
framework seems to be a promising alternative to protect an IoT environment
and the overall network of an SME. In order to fulfil the IoT requirements,
modern trends dictate that more resources (incl. computation, storage &

'ToT: The network of physical devices with connectivity (i.e. connect, collect & exchange
data). The term was first introduced, when the amount of connected devices outnumbered the
humans connected to the internet.
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networking) must be located closer to users and the IoT devices, at the edge
of the networks, where data is generated (i.e. “edge computing”), so as to (i)
reduce data traffic especially in Internet backbone, (ii) provide in-situ data
intelligence, (iii) reduce latency? and (iv) improve the response speed.

This way, cyber-security solutions will become more, in terms of both
applicability and adaptability per use-case. Toward this direction, monolithic
approaches are not enough; in-situ analysis based on usage Behaviour Ana-
lytics and Security Information & Event Management (SIEM) systems,
customized at the for certain edge, seem able to offer a plausible and afford-
able solution, if offered as a modular product of adequate granularity in terms
of offered services, so as to form an attractive product, easily customizable to
the needs of the each customer.

Toward this direction, edge solutions introduce 5 major challenges? that
require attention, namely (i) the massive numbers of vulnerable IoT devices,
(ii) the NFV-SDN integrated edge cloud platform, (iii) the privacy & security*
of the data, (iv) the interaction between edge & IoT devices and (v) the Trust
& Trustworthiness.

This chapter presents an analysis on the cyber-threats landscape within
generic ICT environments and its impact on SMEs, it also covers the different
standardization and certification schemas that would help SMEs to support
a cyber-security strategy and takes into consideration, standardization and
best practices for the FORTIKA ecosystem and deployment. Additionally,
the modular, edge-based cyber-security solution of the FORTIKA concept® is
promoted within the current article. The resources required from a potential
SME customer are efficiently managed, while a dedicated marketplace is a
repository that can extend the basic version product with affordable func-
tionalities tailored to the needs of each SME. On top of the latter, one can

2Given the complexity of cyber-security tasks and the latency imposed by the network
distance between the client and the cloud infrastructure, one can deduce that cloud computing
architecture, is by-design unsuitable for time-sensitive applications. The advancements in
Edge Computing [1-3] allow for the efficient deployment and delivery of minimum-latency
services.

3], Pan, Z. Yang, “Cybersecurity Challenges and Opportunities in the New
“Edge Computing + IoT” World”, Association for Computing Machinery, 2018, doi:
10.1145/3180465.3180470

“Business data can be either sensitive or non-sensitive, depending on the type of business
and the type of transaction. In any case, the sensitive and classified data must be stored and
managed in a “regulated zone”. With sophisticated encryption and key management, cloud
storage platforms can qualify as a legitimate solution for storing and maintaining such data.

>https://cordis.europa.eu/project/rcn/210222/factsheet/en
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selectively build the appropriate cyber-security solution that matches their
needs, through combination of the correct bundles.

4.2 Related Work and Background

The increasingly connected world of people, organizations, and things is
driven by the vast proliferation of digital technologies. This fact guarantees
a promising future for cyber-security companies but poses a great threat for
SMEs. According to Symantec [4], 60% of targeted attacks in 2015 aimed
at small businesses, while “more than 430 million new unique pieces of
malware were discovered”. According to FireEye [5], 77% of all cybercrimes
target SMEs. Simple endpoint protection through antivirus has become by
far inadequate, due to the complexity and variety of cyber-threats, as well as
the integration of multiple digital technologies in business processes, even in
small enterprises. Modern cyber-security solutions for businesses, which are
designed to provide multilayer proactive protection, use heuristics and threat-
intelligence technologies to detect unknown threats, protecting a wide range
of devices (e.g., PCs, servers, mobile devices, etc.) and business practices
(e.g., BYOD, remote access, use of cloud-based apps and services, etc.).
Due to this complexity, no single security solution can effectively address the
whole threat landscape. Threats may range from relatively harmless, abusive
content (such as spam messages) and other low-impact opportunistic attacks,
to very harmful (malicious code), while they can escalate to targeted attacks
(e.g., spyware, denial of service, etc.), with major operational and economic
consequences for the enterprise.

According to ENISA [6] the top-5 threats in 2016 are mainly network-
based. Consequently, a cost-effective solution for such threats could prove
decisive for the future of SMEs and cannot be provided by one of the
traditional methods.

Social engineering is another typical form of threat. This can be mani-
fested either by a deceptive e-mail, installation instructions for a “free” or
even “trial” piece of software, bogus sites, etc.

Moreover, Internet of Things (IoT) applications, such as healthcare and
assistive technologies promise a higher level of quality of life for citizens
around the world; on the other hand, however, they increase the attack surface,
considerably. Legacy systems, implantable devices, and wireless networks
are also eligible attack domains. Embedded systems are used more and more,
e.g. in modern cars. Controlling and manipulating such entities can provide
attackers with enormous power. The same holds for critical infrastructures
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and drones. Therefore, the cyber security research community, needs to
address those issues.

SMEs consist of diverse businesses that usually operate in the service,
manufacturing, engineering, agroindustry, and trade sectors. SMEs can be
innovative and entrepreneurial, and usually aspire to grow. Nevertheless,
some stagnate and remain family owned. There is no single, uniformly-
accepted definition of SMEs. Many definitions exist whereby SMEs are clas-
sified by different characteristics, including, but not limited to profitability,
turnover, sales revenue, or the number of people employed.

The European Union defines an SME combining the number of
employees, along with revenue and assets. A medium-sized enterprise [7],
is defined as an enterprise which employs fewer than 250 persons and whose
annual turnover, does not exceed €50 million or whose annual balance-sheet
total does not exceed €43 million.

SMEs represent the “middle class” of entities using computers, with
single or home users at the bottom of the hierarchy and large companies
or organizations at the top. As such, SMEs lack the resources typically
available in the case of large organizations, while, at the same time, they
need continuous and secure operation of their systems in order to function.
Security can be quite expensive and since low-investment consequences on it
are not evident until a significant incident takes place, it is often very tempting
to allocate the minimum of resources for it.

However, a significant security incident can prove fatal for an SME,
either directly (e.g., cessation of business transactions) or indirectly (e.g.,
bad reputation causing most of the customers to walk away or litigation).
Most SMEs do not consider themselves as having data that is of interest to
cyber-criminals and quite often dismiss the need for adequately addressing
vulnerabilities in their infrastructure. In reality, the opposite is true; every
enterprise today collects data on employees, clients, and vendors that are
of interest to cyber criminals. Consequently, it is crucial to develop cyber-
security products that would focus on the needs of SMEs. Challenges for
mitigating cyberthreats must be addressed and highlighted, and the need to
mitigate the identified risks must be addressed as well.

FORTIKA aims to establish a reliable and secure business environment
for SMEs, that will provide and ensure business continuity. The FORTIKA
solution is composed of modules that are designed to provide a cohesive and
cost-effective set of services that address those issues. These modules are
described below.
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4.3 Technical Approach

This section presents the high-level deployment diagram (see Figure 4.3)
of the FORTIKA modules in the two main FORTIKA systems, namely the
Cloud and the SME. In the Cloud, the Marketplace, its Dashboard, and Cloud
platform related modules (i.e. Orchestrator, Cloud security, Cloud Storage)
are deployed; further to that, several constituent components of FORTIKA
cyber security appliances (i.e. ABAC, SEARS, Encrypted data search engine,
redBorder Manager) are also deployed there. At the SME level, there are two
distinct cases of deployment. In the first case, the deployment is performed at
the FORTIKA-GW where the GW’s operational modules (depicted in red
colour) and the FORTIKA security modules (lightweight modules in the
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Figure 4.3 FORTIKA deployment diagram (High level).
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ARM, heavyweight modules in the FPGA) can be found. In the second case,
the Agents (software units collecting information and forwarding it to the
GW’s cyber-security appliances for processing/analysis) are deployed in the
workstations and servers of the SME.

4.3.1 FORTIKA Accelerator

FORTIKA Accelerator: The FORTIKA security accelerator (FORTIKA gate-
way) is connected and offers unlimited expandability (by simply connecting
as many accelerators in series) in terms of processing power and storage
capacity, and scalability through a modular connection of two or more accel-
erators. Its user interface guides the enterprise administrator to appropriately
define and configure the company’s security & privacy policy, along with the
level of encryption (information classification) and the corresponding data
availability (privacy) within the enterprise and 3rd parties (e.g. suppliers,
partners/ collaborators, customers, other parties), thus covering a wide range
of use case scenarios. The system users/admins are kept informed at any
time via comprehensive visual analytics while being able to interfere with the
functionality of the presented solution in an effortless and user-friendly way.

FORTIKA Accelerator Architecture: Acceleration has been a hot topic in
computing for the past few years, with Moore’s law and the associated per-
formance bumps slowly crawling to a halt. Currently, most industrial leaders
accept that one form of acceleration will be used to provide the compute
capacity required to cope with the large flows of data being created in the
modern, widely interconnected world. FORTIKA, leverages acceleration in
the form of programmable logic devices (FPGA-enabled gateway), to deliver
high-performance security applications to SMEs. FPGAs offer an efficient
solution in terms of performance, flexibility and power consumption. To
achieve this, the FPGA must be made accessible as a resource over the net-
work while allowing users to remotely deploy resource-demanding compute
tasks on the device. This requires a middleware, either in software or in
hardware to allow for the discovery of the programmable logic resources and
the exchange of information between the marketplace, which is responsible
for determining the appropriate infrastructure for the deployment of a task,
and the accelerator module in order to determine where tasks should be
deployed.

The FORTIKA accelerator module (Figure 4.4) utilizes an FPGA SoC
embedded device which combines ARM processors with programmable logic
in one integrated circuit. This device allows an optimal division of labour
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Figure 4.4 FORTIKA accelerator architecture.

between software and hardware and allows system designers, to offload
computationally intensive tasks to the hardware while using the software for
any light-weight, non-critical issue. FORTIKA has inherited several features
from the T-NOVA FPGA-powered cloud platform, which uses OpenStack
running on the CPUs to deploy tasks on the programmable logic but extended
and adapted the platform to meet FORTIKA’s edge demands.

The FORTIKA Middleware (MDW) (Figure 4.5) aims to facilitate a)
the interactions between the FORTIKA GW and the FORTIKA market-
place; b) the loading of the security bundles to the FORTIKA accelerator;
c¢) the exchange of data between the ARM deployed security bundles and
their FPGA deployed counterparts; and d) the SW developers in producing
accelerated security bundles that can be deployed in the FORTIKA accelera-
tor. To put things in context, the following picture shows which (sub)systems,
the MDW (pink Note boxes) aims to “glue” and what activities to facilitate,
inside the FORTIKA architecture.

To achieve these objectives the MDW consists of several components
namely the Security Bundle Handler (SBH), the LwM2M client, and the
Synthesis engine. The first one provides the deployment and management
of the bundles in the FORTIKA GW (both in the ARM and the FPGA parts).
The second one provides the communication engine/channel which is used
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to interact with the FORTIKA marketplace, whereas the last alleviates the
development of accelerated security bundles by hiding the complexity of HW
design and configuration from the FORTIKA SW developers. As Figure 4.6
indicates, the first two components are deployed in the FORTIKA Accelerator
(GW), whereas the last one is currently deployed in a Virtual Machine located
at FINT’s cloud infrastructure. So far, the Synthesis engine and the GW’s
MDW components (SBH and LwM2M client) do not have any interaction as
their activities are under different scopes.

Developing applications for the FPGA requires knowledge of the HW
platform and its specifics, something that can discourage SW developers from
building applications for the FORTIKA accelerator. In the project’s context,
we tackle this issue by exploiting the fact that the FPGA application develop-
ment is divided in two phases, namely the Front-End design and the Back-End
design [8]. For the Front-End design phase, the FORTIKA developers are
using High Level Synthesis tools (i.e. Vivado HLS suite [3]) (Figure 4.7)
which allows them to write their FPGA applications in high level languages,
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such as C/C++, thus avoiding to use low level hardware specific languages
(e.g. VHDL) that require knowledge of the HW specifics. After writing their
code, the developers can use Vivado HLS (Figure 4.8) to produce artefacts
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that are known as Soft IP (Intellectual Property) cores. These IP cores are
used in the Back-End design phase for producing the final bitstreams, that
can run on the actual FPGA; however, the Back-End design phase requires
the knowledge of specific parameters of the used HW design, thus making it
a hard task for the standard SW engineers; therefore, it is this design phase
that the FORTIKA MDW aims to facilitate by providing a service that takes
as input the produced soft IP core, runs the low-level synthesis (process of
the Back-End design phase), and then returns to the developers the final
bitstream. In this context, the following diagram depicts, the sequence of
steps that are followed from the Synthesis Engine for implementing this task.

The UploadSoftIPcore() represents the function that allows developers
to upload the produced soft IP cores to the Synthesis Engine. Currently,
these IP cores are received via email, however at the next versions of the
MDW the cores will be uploaded via a web form; this web form is planned
to be provided from the Marketplace dashboard. The Synthesise() function,
performs the low-level synthesis that produces the final bitstream. The
ReturnBitStream() function, represents the push of the synthesised bitstream
to the developer.
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4.3.2 Fortika Marketplace

To facilitate competition and support different value chain configurations,
a novel Marketplace Platform is introduced, allowing FORTIKA users to
interact with Service Providers and multiple third-party Security Function
Developers, for selecting the best service bundle that suits their needs. For
this reason, the Marketplace incorporates a prototype that aims to introduce
and promote a novel market field for security services, introducing new
business-cases and considerably expanding market opportunities by attracting
new entrants to the cyber-security market. SMEs and academia can leverage
the FORTIKA architecture by developing innovative cutting-edge Security
Functions, that can be included in the Function Store, and rapidly introduced
to the market, thus avoiding the delay and risk of hardware integration and
prototyping. By utilizing a common web-based graphical user interface, the
Marketplace constitutes the environment where customers can:

e Place their requests for FORTIKA services and declare their require-
ments for the corresponding security functions

e Receive offerings and make the appropriate selections, considering the
offered Service Level Agreements (SLAS)

e Monitor the status of the established security services and associated
security functions, as well as perform, according to their rights, man-
agement operations on them (Service monitoring and management will
be enabled via a graphical Service Dashboard to be implemented)

The overall concept for security functions trading, deployment and
management within the Marketplace is depicted in Figure 4.9, where third-
party Security Function developers (1) advertise their available virtual
security appliances and users may acquire them for customized service cre-
ation/utilization. More specifically, users’ requests (2) are received via the
Brokerage Module as part of the Marketplace Platform, which is respon-
sible for a) analysing their requirements, b) matching the analysis results
with the available resources, maintained by the “Management & Orches-
tration” module along with the Security Functions aggregated at the Store
(4), and c) initiating an auction process for all valid solutions under various
merchandise policies and the available SLA models. Upon successful SLA
establishment and Functions trading, the Orchestration module deploys the
Security Function onto the underlying infrastructure (5), maintaining its
control, customization and administration.
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Figure 4.9 Process of deployment and management within FORTIKA marketplace.

To carry out Security Functions discovery provided by third-party
developers, similarity-based algorithms such as Nearest Neighbour will be
exploited by the Brokerage module to perform service matching. To speed
up this process, FORTIKA will study and identify the most appropriate
data structures for establishing a competent resource and service description
schema for Security Functions matching the brokerage. A principal target
is to identify mandatory and optional fields within the schema so as to
allow a configurable degree of exposure of resources and services, associated
Security Functions and SLAs to all involved actors, according to the confi-
dentiality requirements of each. The integration of the FORTIKA Middleware
appliance in existing networks requires seamless connectivity, according to
usability and automation standards and guidelines. The appliance will inte-
grate an OpenFlow Ethernet switch with physical Ethernet ports routing and
security capabilities (firewall, IPS, IPSec). The appliance will also provide
the required processing and storage to enable applications available through
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FORTIKA Marketplace to be locally deployed but orchestrated according to
rules computed in the cloud. The FORTIKA Marketplace will enable service
providers to deploy and promote integrated security services through a web-
based user-friendly interface with personalization features. Depending on the
service design requirements, the FORTIKA Marketplace will be deployed
in the cloud. Deployment of the Marketplace is not limited to public or
private cloud. Due to the dynamical deployment mechanisms leveraging
tools like Ansible and Docker, and the use of standards (TOSCA) for the
services definition, FORTIKA consortium is not limited to any type of cloud
resources.

FORTIKA Appliances (Virtual or Physical) will be managed through a
FORTIKA-specific management network, using a personalized cloud service.
For this reason, an integrated management platform will be deployed which
will offer a consistent and unique administrator front end, for both the
Middleware appliance configuration as well as installed modules configura-
tion and management. The administrator front end, will allow management
of the Security Functions’ lifecycle.

Finally, the connection of FORTIKA Middleware appliances with the
orchestrator in the cloud, is a critical point since protecting the integrity
and confidentiality of data traveling in the fog area is crucial for middle-
ware adoption and end-user trust to FORTIKA. For this reason, FORTIKA
Middleware and FORTIKA cloud services communicate over secure channel
leveraging LWM?2M protocol. This is the back-channel used for management
of the FORTIKA Appliance with the running Middleware.

4.4 Indicative FORTIKA Bundles
4.4.1 Attribute-based Access Control (ABAC)

Access control can be defined as a security service, co-existing with others,
that aims to limit actions or operations of legitimate entities against requested
resources [9]. Over the years, many access-control models have been pro-
posed with the prevalent ones being MAC, DAC and RBAC [9]. In the recent
years, information systems are able to interact with the environment, the
context, thus a need for a novel approach in controlling access on context-
aware information systems arose. As a result, Attribute-Based Access Control
(ABAC) was proposed. ABAC policies are able to include attributes of the
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subject (requestor), the object (requested resource) and the context (environ-
ment). So, in contrary to legacy models, based on identities, a higher level of
versatility and control can be achieved.

FORTIKA implements ABAC by providing a cloud-based access con-
trol solution which will be highly benefited from the FORTIKA Gateway
appliance, to control access to SME ecosystem resources, based on policies
that the SME will be able to create and manage.

A system that implements ABAC, consists of the following components
[10] (Figure 4.10):

e Policy Administration Point (PAP), that is used to create, store, test and
retrieve access control policies. Since the PAP component will be hosted
in FORTIKA cloud, a multi-tenant environment will be deployed so that
SME administrator users will have access to own organization policies
only.

e Policy Information Point (PIP), that retrieves all necessary attributes and
authorization data required by PDP in order to reach an access control
decision. PIP in FORTIKA is implemented twofold both in the cloud
and in the fog, since attribute values are collected from both the cloud
and from SME premises.

e Policy Decision Point (PDP) that evaluates access requests against
policies so that access control decision is computed.

Authorization Services

' Policy Enforcement Point | ‘
b . (PEP) |1 2Obiset
Policy Decision Point Attbutes
(PDP) '
| |
Policy AdministrationPoint | 5 cpore i 5 | Environmentdl |
(PAP) ‘ PiP) Conditions
Aurmwtnive
Attnbute
Store

Figure 4.10 ABAC components [10].



4.4 Indicative FORTIKA Bundles 93

e Policy Enforcement Point (PEP) which is the component where an
access control request is generated and access decision is enforced.

The Fortika ABAC service is designed as a three-layered approach
(Figure 4.11). In terms of component placing and communication architec-
ture, the PIP and PAP components, as well as the related Policy Repository,
will be deployed in the cloud (ABAC.Cloud). This will allow for rapid
policy replication in case of multi-site SMEs and, additionally, will permit for
replacing an on premise FORTIKA appliance without any prior consideration
for existing attributes and policies. Moreover, cloud can provide adequate
processing and storage resources to create a user-friendly administration
environment.

On the other hand, to avoid any issues with network latency or net-
work unavailability [11], the PDP component will be held in the fog area
(ABAC.fog). More specifically, PDP will be held in FORTIKA'’s physical or
virtual appliance hosted in SME premises, thus accelerating decision making.
Additionally, to better support contextual attributes, a local PIP along with a
local attribute repository (currently labelled NA-PIP) will accompany PDP
and communicate with cloud PIP to exchange attribute information.
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Figure 4.11 ABAC layered approach.
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Finally, the PEP component will be initially integrated into a proto-
type agent for client devices. Nevertheless, ABAC solution will provide the
appropriate API, for other compatible PEP components to be able to utilize
FORTIKA’s ABAC service.

FORTIKA ABAC implements the XACML framework [12] and is based
exclusively on open-source technologies, developed with Java and Java EE
using Maven. ABAC.Cloud is based on WSO2 Identity Server which is
licensed under Apache 2.0 license, whereas ABAC.fog is based on Bal-
ana XACML and has been developed to provide a RESTful API to PEPs.
The API exposes services according to OASIS REST Profile for XACML
3.0 version 1.0 [13]. This enables potentially any vendor or integrator to
utilize FORTIKA ABAC.fog and consume authorization services, constitut-
ing FORTIKA ABAC an Authorization as a Service (AuthZaaS) offering.

4.5 Social Engineering Attack Recognition Service
(SEARS)

Social engineering attacks are usually an important step in the planning and
execution of many other types of cyber-attacks. The term ‘social engineering’
refers to physiological, emotional and intellectual manipulation of people
into performing actions or revealing confidential information. As defined in
[14], social engineering is: “a deceptive process whereby crackers ’engineer’
or design a social situation to trick others into allowing them access an
otherwise closed network, or into believing a reality that does not exist.”

The increased usage of electronic communication tools (email, instant
messaging, etc.) in enterprise environments results in the creation of new
attack vectors for social engineers. However, a successful social engineering
attack could result in a compromised SME’s information system. Thus,
several attempts have been made in the research field to provide technical
means for detecting such attacks in early stages. Works that are near to a
prototyping level are SEDA [15] and SEADM [16]. Furthermore, interesting
efforts that are still under development in the research laboratory are [17]
and [18].

Social Engineering Attack Recognition System (SEARS) will operate
in the application layer and will be able to compute communication risk
and therefore prevent personal or corporate data leakage by raising alerts to
the employees when the chat conversation reaches a specific risk threshold
[19]. SEARS is a collection of autonomous services that collaborate with
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each other through technology-agnostic messaging protocols, either point-to-
point or asynchronously. The development of SEARS components follows
the microservices design approach. Namely, each component is consisted of
a number of independent microservices that serve distinct functionalities of
the whole system.

SEARS components will be placed in the three layers of FORTIKA’s
architecture, as follows:

Client layer:

The SEARS Agent (SEARS.agent) is a service that monitors, captures and
pre-processes an employee’s social media communications. It is also capable
of receiving the total risk value and alerting the user for possible social
engineering attack attempts. SEARS.Agent is deployed on end-user’s device
in a form of a docker container or as local service and continuously monitors
and captures an employee’s social media communications. SEARS users are
registered SME employees as interlocutors (e.g. working on live chat service)
or corporate IT administrators (Figure 4.12).
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Figure 4.12 SEARS architecture.



96 The FORTIKA Accelerated Edge Solution for Automating SMEs Security

Fog layer:

SEARS components in the fog area (SEARS.fog) will be deployed in FOR-
TIKA physical or virtual appliance, hosted in SME premises. SERS.fog
receives the captured data and stores it (Detection Storage component) locally
for further pre-processing (Pre-processing component), using Natural Lan-
guage Processing techniques. The pre-processed data is then a