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About Chandigarh Group of Colleges

“Building Careers, Transforming Lives”

The heritage campus, Chandigarh Group of Colleges Landran, stretching back to a decade
and half is superlative in giving professional education to the students from all corners of the
country. The group commenced its journey in the year 2001 with strength of only 100
students and with two programmes. Today, the campus has more than 12000 students across
50 programmes. CGC is committed to maintain the numero Uno position in placements in the
north Indian region and ensuring that every CGCian gets the best possible placement

opportunities and multiple job offers in hand with hefty pay packages.
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Chandigarh Engineering College (CEC) offers a wide assortment of degrees pertinent to
Engineering technology. It has been running for more than two decades now, and
meanwhile, it has expanded its reach. Today, the college offers B.Tech degrees in ECE
(NBA Accredited), CSE (NBA Accredited), IT, ME and M.Tech courses. in four different
specializations. In addition to that, the college also extends MBA and MCA degrees. The
unconventional methods that the college employs have driven practical learning and
innovation. Time and again, the college ensures that the students engage in activities that
can sharpen their practical skills and make them industry-ready. The college has been
ranked 139" among top Engineering Institutions by NIRF 2022.



ABOUT ICCS

Just like the various exuberant events organized by Chandigarh group of colleges, International
Conference on Communication, Computing and Sciences (ICCS) is also one of the popular
conferences organized with its back-to-back successful series ever since 2019. It is a nice
opportunity for researchers from all across the world to showcase their works on cutting edge tech.
Just like the previous year's sublime central idea, this year ICCS2022’s theme is focused on
innovations in Communication, Computing and Sciences. Recent advancements in Artificial
Intelligence have enabled applications like Computer Vision (CV) and Natural Language
Processing (NLP) to assist sectors like financial services, healthcare, and automotive to speed
innovation, enhance customer experience, and cut costs. The field of computational science known
as machine learning (ML) is concerned with the analysis and interpretation of data patterns and
structures to support learning, reasoning, and decision-making without the involvement of humans.
ICCS is committed to promote the transformation of fundamental research into institutional and

industrialized research and to convert applied exploration into real time application.

OBJECTIVES OF ICCS 2022

The two days conference provides a platform for exchanging and enhancing scientific & technical
knowledge from the experts of R&D, academia and industry in the field of communication,
computing and sciences. Communication systems are deployed in various applications and span
all the aspects of modern life. This conference will encourage us to see the inventions and
innovative applications of communication, computing and smart sciences.

The primary goal of the conference is to promote the exchange of innovative scientific information
between researchers, developers, engineers, students, and practitioners. Another goal is to promote
the transformation of fundamental research into institutional and industrialized research and to
convert applied exploration into real time application.

The contributions made by researchers will provide new developments in the field of
communication and computing systems with a motive of applying research in development of

start-ups and industry-based applications to support the Digital India mission.



FROM THE CONFERENCE CHIEF PATRON

S. Satnam Singh Sandhu
Chairman, Chandigarh Group of Colleges
Landran, Punjab, India

“Technical Education is not only a ladder of opportunity, but it is also an investment in our future.”
India has the potential of becoming an economic superpower by focusing on advancements in
Computing and Communication Technologies, and Chandigarh Engineering College is committed

to being the forerunner in this growth story.

| am delighted to share that Chandigarh Engineering College is organizing the “4" International
Conference on Innovations in Communication, computing, and sciences (ICCS 2022). Recent
years have shown a fast pace in technological development and its application in the social sphere.
The path of expeditious development of a country is possible only if the technocrats and

researchers explore new areas of research to promote technological innovations.

I am proud that this need was envisioned by our faculty at Chandigarh Engineering College and
they opened up a panorama of opportunities for scholars from all over the world to share their
ideas in an effort to benefit society at large. I am confident that this conference will bring the
convergence of researchers, practitioners, and academicians whose ideas will have a far-reaching

impact on the technological world.

I wish you grand success for ICCS 2022 and hope that this conference will stimulate modern
innovations among the participants paving way for new inventions.
S. Satnam Singh Sandhu

Conference Chief Patron
ICCS 2022



FROM THE CONFERENCE CHIEF PATRON

S. Rashpal Singh Dhaliwal
President, Chandigarh Group of Colleges
Landran, Punjab, India

| am honored and delighted to share that the 4" International Conference on "Innovations in
Communication, Computing and Sciences" is being hosted by our Department of Electronics and
Communication Engineering which aims to provide a platform for exchanging scientific and
technical knowledge from the experts of R&D academia and industry in the field of

communication and technology.

With a growing number of communication devices, use of networks, loT, applications, and
enormous use of information, it has become the utmost necessity to focus on communication and
computing technologies. The evolving techniques and methodologies offer us efficient means of
solving problems that help human lives and pace up development. Thus, another dimension we
tend to include, in our deliberations during the conference, is intelligent ideas and solutions that

are being most talked about and have been successful or promise great potential for the future.

Finally, I would like to express my appreciation to the organizers and the Head of the Department

for their initiative and extend my best wishes for a huge success of this conference.

S. Rashpal Singh Dhaliwal
Conference Chief Patron
ICCS 2022



FROM THE CONFERENCE PATRON

Dr. P.N. Hrisheekesha
Campus Director, Chandigarh Group of Colleges
Landran, Punjab, India

With immense delectation, | would like to state the that 4" International Conference on
"Innovations on Communication, Computing and Sciences" (ICCS-2022) organized by our
prestigious Department of Electronics & Communication, Chandigarh Engineering College,
Punjab is being conducted to facilitate a platform where researchers and academicians
acknowledge unexplored ideas in various emerging domains of communication and computing,

alongside showcasing their concepts before the participants.

The key fields that play a major role in today's advancement of technology are communication and
computing. And thus, maintaining a focus on these areas for learning about intelligent methods,

systems, and their usage, is one of the main motives of this conference.

ICCS-22 is one such platform to discuss and collaborate on innovative ideas and find solutions to
problem statements for not only betterment of the society but also to accelerate the wheel of

development to take our country forward.

My warm greetings to the organizers and participants of ICCS-2022. | wish them a very intriguing

and knowledge-sharing sphere.

Dr. P.N. Hrisheekesha
Conference Patron
ICCS 2022



FROM THE CONFERENCE CO-PATRON

Dr. Rajdeep Singh
Director-Principal, Chandigarh Engineering College
Landran, Mohali, Punjab, India

I am delighted to share that Chandigarh Engineering College, Landran is organizing a two-day
International Conference on “Innovations in Communication, Computing and, Sciences (ICCS-
2022). In the present scenario, modern applications like the Internet of things (10T), Robotics, and
Embedded Systems are highly dependent on computing advancements. Innovation in
communication computing and sciences is to be credited for providing astounding solutions to meet

the needs of the modern world.

This technically oriented program is rich and varied with several keynote speeches, talks, panel
discussions, and various technical papers split between parallel oral sessions with a lot more add-
ons on this list. This initiative by the Department of Electronics and Communication Engineering

will offer abundant opportunities for a mutually beneficial sharing of knowledge and expertise.

I am thankful to all the participants, sponsors, and, the National and International Advisory
Committee of ICCS-2022 and extend my best wishes for the grand success of this conference.

Dr. Rajdeep Singh
Conference Co-Patron
ICCS 2022



FROM THE CONFERENCE CHAIR

Dr. Vinay Bhatia

Head of the Department

Electronics and Communication Engineering Department
(NBA Accredited)

Chandigarh Engineering College, Landran, Mohali, Punjab

On behalf of Electronics and Communication Engineering Department, it gives me immense
pleasure in writing the message for the proceedings of 4" International Conference on “Innovations
in Communication Computing and Sciences 2022 (ICCS-2022)”, being organized from 15
September to 16 September 2022 by Chandigarh Engineering College, Landran, Mohali.

With a large number of participants expected this year, we are delighted to see that these annual
conferences are becoming larger and more substantial every year. | am equally excited about the
number of sessions, and wide variety of ideas that scholars and practitioners will bring into our
fold. The conference provides platform for researchers to get networked and exchange the ideas
for further progress in research and development. It covers areas of Computational algorithms for
smart systems, robotics and 0T, communication systems, advanced and applied Sciences, but not

limited to these areas only.

A high-quality technical program would not be possible without countless hours of hard work from
many researchers in the community. | also want to express my sincere appreciation to the members
of the Program Committee for their critical review of the submitted papers, as well as the
Organizing Committee for the time and energy they have devoted for editing the proceedings and

arranging the logistics for holding this conference.

| wish this conference comes up with ample opportunities of applying research in development of

start-ups and industry-based applications.

Dr. Vinay Bhatia
Conference Chair
ICCS 2022



FROM THE CONFERENCE CONVENER

Dr. Sukhdeep Kaur
Electronics and Communication Engineering Department
Chandigarh Engineering College, Landran, Mohali, Punjab

I’'m very pleased to share with you that Electronics and Communication Engineering Department
of Chandigarh Engineering College, Landran is organizing two days International Conference at
its campus on “Innovations in Communication, Computing and Sciences” (ICCS 2022) from 15"
to 16" September 2022 to a forum is provided for sharing insights and encounter cognizance
related to Advanced Computing & Communication Technologies. It will bring in new notions,
advocate different approaches, and reckon various tools to enhance intellectual abilities.

The conference aims to bridge the researchers working in academia and other professionals
through research presentations and keynote addresses in current technological trends. It reflects
the growing importance of Electronics and Computing as a field of research and practice. You will
get ample opportunities to widen your knowledge and network. Such a large conference event is

the culmination of many individuals.

On the behalf of Chandigarh Engineering College, | hearty welcome the Chief Guest, Guest of
Honor, Keynote speakers, eminent academicians, corporate heads/delegates and the paper
presenters to ICCS’22.

I wish the conference a great success and extend my good wishes to the organizers and participants.

Dr. Sukhdeep Kaur
Conference Convener
ICCS 2022



FROM THE CONFERENCE CO-CONVENER

Dr. Mohit Srivastava
Electronics and Communication Engineering Department
Professor, Chandigarh Engineering College Punjab, India

It is my great honor and pleasure to invite you all to the ICCS 2022, 4%
International Conference on “Innovation in Communication, Computing and Sciences” being
organized by the Electronics and Communication Engineering Department of Chandigarh
Engineering College, Landran, Mohali.

Building on the success of previous conferences, the theme for 2022 is based on advanced solutions
using Artificial Intelligence and Machine Learning, and I look forward to learning the latest results
from researchers, industrial, government, and academic scientists on these topics and everything
else that is presented. Large number of submissions of research papers from all over the country
for ICCS 2022 shows the popularity of ICCS Series. The researchers not only from India but from

different countries shows their interest in ICCS, and submitted their research papers.

The ICCS 2022 will be organized in a hybrid mode. Total 4 technical sessions will be planned for
the researchers to present their work. In ICCS 2022, we have invited the great researchers from
academia and industry of repute from the globe to share their work as keynote addresses. | believe

you all will enjoy great time with good learning.

I am very much thankful to all the committee members involved for the great success of the ICCS
2022. But it is not possible without the participants of the ICCS and the hard work of our reviewers

and technical program chair members.
I wish the conference a great success and extend my good wishes to the organizers and participants.
Dr. Mohit Srivastava

Co-Convener
ICCS 2022
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Breast cancer diagnosis using SVM classifier with PSO

Ashima Kalra , Bhawna Tandon
Chandigarh Engineering college,Landran,

uppal.ashi@gmail.com, bhawna.ece@cgc.edu.in

Abstract.

Since the past four decades, India's investment in cancer research has led to a greatly improved understanding of the numerous diseases known
as cancer, taking into account some of the biological pathways that contribute to the formation, progression, and spread of cancer. This
knowledge has improved the therapy for some tumors and allowed patients suffering from conditions that were typically deadly to live longer.
Numerous risk factors arerecognized by the National Cancer Act for the classification of cancer based on type. Problems arise when cancer is
divided into different types. In our proposed work, we classify datasetl in 5 type of cancer and dataset2 in 6 type of cancer. The classification
is performed when these datasets are compatible with our classification method. So we perform pre-processing step and then Particle Swarm
Optimization is used for feature selection of each gene. Now on basis of features, Support VVector Machine performs well to classify data in
predicted classes. Accuracy of classification method iscompared with proposed method.

Keywords—Support Vector Machine, Particle Swarm Optimization

1L INTRODUCTION TO BREAST CANCER

The scientific review led to recommendations based on evidence on breast cancer screening for women of average risk,
intermediate and high. From the beginning, breast cancer has been fought with therallying cry of early detection. There is no
known exact cause of breast cancer, but evidence suggests that it must be caused by a combination of inherited and
environmental factors. Our current scientific knowledge of the disease hampers efforts to prevent breast cancer. Many
established breast cancer risk factors, such as being a woman, age, breast density, family background, heredity, or a past breast
cancer diagnosis, cannot be changed.

Positively, research shows that maintaining a healthy body weight, engaging in physical activity, eatingsensibly, and limiting
alcohol intake can all lower therisk of developing breast cancer. However, early detection has been the foundation of hope and
action for breast cancer because personal risk reduction is still not a guarantee. Early detection will continue to be our top
strategy for lowering breast cancer-related death and sickness until we can successfully prevent the disease.

Breast cancer detection is the process of diagnosing the disease earlier than would otherwise be the case. Breast cancer
screening, also known as secondaryprevention, is the routine testing of people who do not have any symptoms with the goal of
finding breast cancer as early as possible so that appropriate treatment can be provided. Breast cancer mortality in Canada has
decreased by an estimated 25-30% since the late 1980s due to the introduction of breast cancerscreening.

The recommendations suggest specific technologies for each of the three risk groups. Digital or film mammography is specified
for average-risk women, digital supplemented by ultrasound in intermediate- risk women, and digital supplemented by MRI in
high-risk women. The differences in technologies are related to differences in breast density and tumor characteristics in
higher-risk women. Some imaging systems are better than others for detecting cancer or dismissing it given certain
characteristics of an individual woman’s breasts.

2. RISK FACTORS OFBREAST CANCER CLASSIFICATION

Since the recommendations use three risk groups to sort out differences in screening routines, it may be wondering how to fit
the risk profile. Some people would consider just being a woman to be the most common risk factor for breast cancer. While
men do get breast cancer, women are about 100 times more likely to get it. Thus the vast majority of women (at least 80%) are
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considered “average” risk [1]. The prevalence of breast cancer increases with age, which makes advancing age the most
commonly recognized risk factor. The median (middle) age for a breastcancer diagnosis is 61.

After age, the risk of breast cancer increases significantly with family history, certain benign lesions, breast density, a history of
previous breast cancer and hormonal factors. According to Dr. Eisen [2], only about 20% of women who have had breast cancer
have had a first or second degree relative who also had it. About 5% of women with breast cancer have a very strong family
history of the disease, and about a quarter of high-risk cases are due to known genetic mutations such as BRCAL and BRCAZ2.
That leaves about three quarters of familial risk unexplained, possibly due to environmental factors [3], but more likely genetic
factors yet unidentified.An array of other risk factors has been explored. Some lifestyle factors like obesity, particularly in
postmenopausal women, can increase risk. A specific diet to reduce breast cancer risk has been hard to pin down [4], but women
who exercise regularly and vigorously may decrease their risk. Alcohol is a known risk factor. Low Vitamin D is also a possible
risk factor.Reproductive factors also affect breast cancer risk. Both early menarche (the age of first menstruation) and late
menopause are associated with increased risk. Breast cancer risk also increases with null parity (having no full-term births) or
having a first birth at alater age [5]. According to Dr. Eisen [2], it was common over the past century for women to start families
in their twenties and to continue giving birth well into their 30s. Today, women are more likely to have a first birth in their 30s
[6]. Soitis possible that the social trend of having families later may be increasing breast cancer risk.

Exposure to estrogen is an important risk factor for breast cancer because these hormones stimulate tumor growth. Women who
are menopausal and obese have higher circulating estrogen. Excess estrogen can also be ingested with birth control pills or
hormonal replacement therapy after menopause [7]. After 2001, breast cancer incidence appeared to decrease with a substantial
drop in prescriptions after hormone replacement therapy was recognized as a possible breast cancer risk.

PROBLEM STATEMENT

New methods have been used in the framework of the human genome model to make it easier to implement experiments in
parallel on a large number of genes at once. A notable example are DNA microarrays, also referred to as DNA chips. This
method focuses on simultaneously measuring the mRNA levels for numerous genes in specific cells or tissues. A tumour
biopsy's array is hybridised after the mRNA has been extracted, tagged, and processed. The intensity value that results from
measuring the quantity of label on each spot should be connected to the abundance of the matching RNA transcript in that
sample.

Let Y={y.y2, yn} be the random variables for gene g1,
g2----- gn respectively. Let C be the random variable
for the class labels such that C={1,2,3 ------ k) where k
is the no of classes .Let t={t.y:,t.ys, ------ t.yn}be the
expression values corresponding to n genes. We aregiven be with the training set of m tuples

T ={(t1,c1),(t2,C2),(ts,C3) (tm,Cm) }-Where ci is the class
label of the tuple ti..Let X=(ty,t2, ----- ts) be the test set.

A classifier is the function with two arguments T and X where T is the training set and X is the test set. We have to identify the
class label of all the unknown samples in the test class by using the knowledge or information available from the training
sample and then check the accuracy the classifier. Classification accuracy is defined as the number of samples whichis
predicted accurately by using the classifier trained on the training samples.

4. HYBRID METHODS

There are two methods used for implementation .first is support vector machines and second is particle swarm optimization.

4

4.1 Support vector machines

Support vector machines have the finest theoretical and outstanding empirical level of start-up. They have been used for



projects like database classification, object detection, and handwritten digit detection. Support-vector machines are first
presumpted for numerical data. The basic idea underlying SVM is to look at separators in the search space that can most
effectively separate the various cancer kinds. With SVM, we can anticipate the lowest true error if we are able to identify a
pattern for the concept of very low risk. Its likelihood for h isthat randomly chosen test objects will develop a problem. .The
concept is shown well as shown in fig 1.

Figure 1: How a Support Vector Machine operates

class -1 B
wH*x+b<-1 o

eparating hyperplane
w*x+b=0

The main advantage of the SVM technique is that since it tries to discover the optimum distinction in the feature space by
defining the appropriate hybrid[8] of features, it is quite robust to high dimensionality.

4.4.2  Particle Swarm Optimization
PSO is a technique that uses numbers. Swarm intelligence was the fundamental theory used to develop this method [9]. PSO

was created based on the social behaviour of flock-survival birds. There are a lot of responses in the beginning of this
procedure, or rather, a counting of replies in which any random pick is termed a particle. This method operates in an iterative
manner and approaches the ideal outcome. Every particle makes an effort to move across spaceat a dynamic velocity vi that
directs the particle toward the best possible outcome at each iteration. In the search space, n particles are initially distributed at
random [10].

S. PROPOSED METHODOLOGY

Flowchart of proposed methodology is shown in figure . Microarray experiments allow us to quantify the expression level of
thousands of genes instantly. These either monitor each gene several times under distinct conditions or each gene into a single
state, but in the type of different tissues. First type of experiment identify the genes which are related to each other due to
common expression while the latter type of experiment identify the genes whose expression are good diagnostic indicator. In
order to obtain the significant information from the gene expression profiles various methods have been used. Firstly we need
to prepare data which compatible for our proposed work. The step performed before implementation is known as pre-
processing. Following certain steps are required to perform:

nhwpnE

o

Select the datasetl and dataset2 from a hugdatabase.
Perform pre-processing step to make datasetcompatible for our proposed method.
Define classes of cancer type and applySVM algorithm for classification of dataset on basis of classes.
Evaluate the results.
Define the classes of cancer type
and use . a feature selection
Pre-P rocessi ng technique PSO. The
selected feature categories
Categories using Feature Selection according to classes type
using SR using PSo SVM method.
Evaluate the results.
7. Compare the results of both

Evaluate Result T atemories usi g .
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Figure 2: Flowchart of proposed work

6. DATABASE
1. Dataset 1:GSE22226-GPL1708:

It consists of 129 columns and 44270 rows. Column represents the no of patients or samples while rows represent genes
corresponding to each patient. It consist of 5 classes of cancer named as luminal A, luminal B,basal-like,her2 enriched and normal
.The no of samples corresponding to each type of cancer is shown in table I.

2. Dataset 2: GSE10866-GPL1390:

It consists of 199 columns and 22575 rows. Column represents the no of patients or samples while rows represent genes
corresponding to each patient. It consist of 6 classes of cancer named as luminal A, luminal B,basal-like,her2 enriched , normal
and claudin. .The no of samples corresponding to each type of cancer is shown in Table II.

Table I: Patients corresponding to cancer type Table I1: Patients corresponding to cancer type
Cancer Type No of patients Cancer Type No of patients
Luminal A 32 Luminal A 32
Luminal B 25 Luminal B 25
Basal-like 43 Basal-like 43
Her 2 enriched | 21 Her 2 enriched | 21
Normal 8 Normal 8

Claudin 21
7. RESULT ANALYSIS

Many types of database are available on which different type of existing and proposed classification methods implemented.
Performance of each method provides us the merits and demerits regarding that method. We assign two different datasets to the
proposed method. Each dataset have 129 and 199 samples respectively with multiple classes. These datasets are assigned as
input of SVM classifier and evaluate the performance. Some issue generates in front of us one of them is feature selection. This
issue resolved using PSO technique with SVM classifier. The same both datasets are assigned to this hybrid approach and
evaluate the performance. Now we compare both results and get a conclusion about classification method. Different reading
has been taken that based on the different proportion of training and testing set.

1. Results Evaluation for Accuracy on Dataset 1:GSE22226-GPL1708

Accuracy of SVM without PSO Accuracy of SVM with PSO
Table 111: Results of SVM classifier on dataset 1 Table 1V: Results of PSO with SVM classification on dataset 1



SUM Training Testing SVM Training Testing Ratio

Ratio 65.41% | 80:20
63.18% | 80:20 61.90% | 75:25
61.49% | 75:25 53.05% | 70:30

52.79% | 70:30
43.83% | 65:35
59.14% | 60:40

56.69% | 65:35
58.47% | 60:40

Table 111 represents the results of SVM classification which consist of 129 samples. Each sample consist 44270 genes. There are
no genes available which know its parent sample. We can say there is no technique used for feature selection of each gene. There
are 5 cancer classes exists in this dataset. The classification performed on these types classes of cancer. Different type of cancer
classes are named as luminal A, luminal B, basal-like, her2 enriched and normal cancer.Table IV represents the accuracy result of
SVM classification with PSO feature selection technique which has been implemented on dataset 1 in a way to increase the
classification accuracy by selecting certain number of genes.

2. Results for Dataset 2: GSE10866-GPL1390

Accuracy of SVM without PSO. Accuracy of SVM with PSO
Table V: Results of SVM classification on dataset 2 Table VI: Results of PSO with SVM classification on dataset 2
SVM Training Testing Ratio SVM Training Testing Ratio
78.83% | 80:20 79.88% | 80:20

81.33% | 75:25
80.19% | 70:30
78.26% | 65:35
74.16% | 60:40

79.67% | 75:25
79.60% | 70:30
78.93% | 65:35
72.38% | 60:40

Table V represents the results of SVM classification which consist of 199 samples. Each sample consist 22575 genes. There are
no genes available which know its parent sample. We can say there is no technique used for feature selection of each gene.
There are 6 cancer classes exists in this dataset. The classification performed on these types classes of cancer. Different type of
cancer classes are named as luminal A, luminal B, basal-like, her2 enriched and normal cancer and claudin. Table VI represents
the result of KNN classification with PSO feature selection technique on dataset 2 which consist of 199 samples. Each sample
consist 44270 genes. This technique has been implemented in a way to increase the classification technique because large no of
features can make the classification process complex.

8. CONCLUSION & FUTURE SCOPE

Basic research is always required for further new proposal. It is key of transformative to discoveries about classification of
cancer type. A mechanism is used for classification of data. Current research work delivery emphasizes overwhelmingly the
classification of acute cancer disease rather than protection and preservation of overall health. The instability performance of
SVM classifier helps in categories dataset in different type of cancer. The top level accuracy is 61.49% for dataset 1 and
80.18% for dataset 2 by SVM classifier without using feature selection technique. So it is transparent to us that accuracy of
SVM classifier is high when dataset has more samples. Now we deploy a feature selection technique PSO with SVM classifier.
This deploymentis implemented on both same datasets and evaluates results. The top level of accuracy of SVM with PSO
during execution is 65.41% for dataset 1 and 79.88% for dataset 2. This is concluding that SVM with PSO perform very well
fewer samples in dataset.
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Abstract

In the Internet of Things (IoT) age, Wireless Body Area Networks (WBANSs) have developed into a key component
with a centre on different applications, as healthcare. These networks offer significant monitoring and diagnostic
capabilities. In a typical WBAN setup, there is I a small network close to the body (between 1to2 metres), II a path
(sink) connecting to other network groups, which can be one or more nodes with specific routing and records
combined features, III a broad-ranging network, which can be an Internet or intranet system, and IV submissions
with GUI for medical or different healthcare professionals. Communication between nodes and the sink as a whole
becomes rather challenging since the humanoid body's gestures cause the WBAN radio broadcast's features to be
robust. Nodes that are close to the static sink appear to be transmitting data constantly. As a result, the node closest
to the sink uses up its energy significantly faster than nodes farther away. The solution to the aforementioned
problem is sink mobility. Work that is scheduled includes calculating WBAN performance using an entity mobility
model. Random waypoint mobility model, Mobility models from the Reference Point Group, and Mobility models
from the Reference Velocity Group are examples of random direction mobility models with movable and static
sinks. Network Simulator 2.35 is used to simulate. Metrics for evaluation include Average E2E latency, Packet
Delivery Ratio, and Average Throughput. Results from simulations indicate that mobile sink improves system
performance as a whole.

Keywords: Random Waypoint Mobility, Random Direction Mobility, Reference Point Group Mobility, Wireless
Body Area Networks, Internet of Things, End-to-End

1. Introduction
1.1 Wireless Body Area Network (WBAN)

WBAN typically includes mote nodes that can be implanted or worn on or near the body. These sensor nodes will
serve as network nodes where two-way communication, from sensor to sensor and from sensor to coordinator, is
required. Since a few decades ago, wireless broadcasting has played an extremely important part in our way of life.
It contributes in a variety of ways because it's a crucial component of various practical applications including
tracking appliances, tracking devices, monitoring, and automation. Because of the world's rapidly expanding
population, everyday life has become more expensive, especially in wealthy nations like Japan, Spain, Germany, and
Italy, etc. Given the swift increase of population, the average age of those over 60 is rising, which means that they
require more care for their health and spend extra on treatments [5]. Tragically, chronic and dangerous illnesses
including cancer, asthma, and cardiovascular conditions are frequently detected too late, which raises the average
death rate among those who receive a diagnosis. Early detection of these disorders may allow us to lessen their
effects and lengthen the life expectancy of patients [7]. Recent research studies show that WBAN is an effective
approach to the implementation of an electronic health care system [10].

1.2 Entity Mobility Model

A. Random Waypoint model

RWP, or the random waypoint mobility model:

A mobile path contains a series of journeys. All mobile nodes are initially given a fixed position in the zone at time
0. The mobile randomly chooses a next waypoint Mn at the beginning of each journey that is always in the zone and
a following quickness Vn that is always between [Vmin; Vmax], regardless of the previous and current values.
Then, it travels at a constant speed Vn in the direction of the newly chosen terminus. The mobile pauses for a



predetermined or arbitrary amount of time when it reaches Mn. It restarts the process after this period has passed.

B. Random direction mobility model

Mobile nodes are initially given a fixed position in the zone at time 0. The mobile randomly chooses a direction
theta that is always between [0; 2], a speed Vn that is always between [Vmin; Vmax], and a travel duration t that is
exponentially circulated with an assumed mean at the beginning of each tour. Then it moves at speed Vn for a time t
in the direction theta. Similar to this, when the mobile reaches Mn, it pauses for a predetermined or random amount
of time before randomly choosing a new direction, speed, and travel duration [1][2][3][4]. Several grade of service
restrictions, together with PDR, Average Throughput, and Average E2E Delay, are used to assess the effectiveness of
WBAN. The direction-finding technique is used to produce two alternative scenarios for testing in the network
simulator, each with a different node count (25 - 50) and utilising these two static and mobile sink.

1.3 Group Mobility Model

The RPGM model is a group mobility model, where random move of a group and every node private a group is
symbolized. Here, each group has a sensible centre or group leader and this group leader chooses the group’s motion
conduct. In tons of major uses like soldier struggle in battlefield, movement of attendee groups in an presentation
etc., there is a sturdy association between the nodes and they are permissible to travel in certain limited areas only.
This can be fine denoted by RPGM.

2. Related Work

Khan et al. [1] suggested a movement model that is a 3D execution of present Random Direction (RD) mobility
model and presented in what way a mobility model influences the whole network. Supriya Agrahari et al. [2]
presents the RWM model for relating reconstruction of mobile nodes circulation inside the network. Haque Nawaz
et al. [3] explored mobility models which deliver the specific mobility outline to decide the problematic of
association, communication. These mobility models deliver the podium to know and implement WBAN. Luis Irio et
al. [4] distinguishes the wireless intrusion of a mobile adhoc network, where mobile nodes approves to RMP model.
Scattering of the intrusion is examined compelling into clarification of the imaginary nature of path damaged
because of movement of nodes. Attard S. and Zammit S. [6] proposed a highly promising technology, i.e. Body
Coupled Communications (BCC) technology, has been used to connect BAN devices. Human body is used as a
means through which the signals are communicated in this form of wireless communication. For attaching devices to
the human body, the capacitive BCC displays very favorable properties. Low signal attenuation is one such property
that improves the battery lifespan of BAN devices. The confinement of signal power near to the human body is one
more property, making BANs more stable and less vulnerable to interference. Authors have attempted to show that
various motions of the body develop in substantially unlike activity of the BCC channel. Channel properties are also
affected by the form and speed of human body movement. The proposed work in [9] described a system called Least
Distance Movement Recovery (LDMR) which is based on a distributed approach. In this approach, the recovery
from network partitioning is accomplished by shifting the roles and responsibilities of failed nodes to its immediate
neighbors. The major constrints of LDMR are (i) expenditure of massive proportion of energies by each node to
search for the non-vertex node at time of recovery and (ii) the congestion arises in the network due to the flooding
of the packets by each node to search the non-vertex node. Protocols in [8] find the updated path each time, when
there is a change in topology due to postural mobility. The main drawbacks of these protocols is that a massive
amount of energy is absorbed by every node because the huge amount of computation overhead for the path
discovery activities during recovery from network dividing. Prabhakar D. Dorge [11] stated that the Reference Point
Group

Mobility (RPGM) model is based on correlated node mobility.

3. Proposed Work
N numbers of heterogeneous sensor are deployed across geographically area. A static sink node is employed at the
Centre of the network (static sink is stationary having a steady point, sit either inside or closer to the sensing zone)
and mobile sink node is free to move across the entire wireless sensor network. The same fixed communication
radius is used for data transfer between both sinks and all sensor nodes. The Pci (average power consumption) for a
BS is designated as: Assuming static power usage and optimum conditions for data traffic,

F)Ci = NsecNant (A Rx + Bj + I:)BHi) (1-1)

Nant is intended to reflect the number of antennas per sector for particular base station, whereas Nsec is
meant to show the entire number of sectors. Pci is the mean of whole power of all base stations, Ptx is the transmited
power for every base station. Always Ai represents the portion of Pci that is directly proportionate to the power



transfered from a BS, whereas Bj represents the fraction of power used independently of the typical communicated
power from a base station. These are the primary components that make up a base station's energy competency.
While Nsec is supposed to display the total number of sectors, Nant is intended to depict the number of antennas for
every sector for a single base station. Ptx is the communicated power for each base station, whereas Pci is the mean
of aggregated power of all BS. Ai is for the portion of the Pci that is directly equivalent to the power transferred
from base station, Bj speaks for the component of the Pci that is spent independently of the typical power broadcast
from a base station. These are the essential characteristics that, in actuality, characterize a base station's energy
competency. PBhi is introduced to control the power usage that occurs during communication. The EE model
mentioned above provides the idea of a particular heterogeneous system's effectiveness in a region. We want to
identify the heterogeneous network region that is fully utilized across various regions. In order to do that, we need to
compute the effectiveness over a specific time frame. Assuming that Thet represents the overall data transfer period
for a heterogeneous network Calculating time efficiency is as follows:

EEhet
Te=—— 1.2)
T het
Table 1: Simulating Parameters
S. No. Names Value
1 Channel type Wireless channel
2 Propagation model Propagation / Two Ray Ground
3 Antenna Types Omni Antenna/ Antenna
4 Total no. of Nodes Entity Mobility 25 50
Model
5 No. of Nodes Group Mobility 25100
Model
6 Protocol DSDV
7 Simulation Time 1050

4. Results and Analysis

i) Entity mobility model
In this work, the EM s i) RWM ii) Random Direction Mobility Model for Stable and Random Sink Nodes are used
to analyze the DSDV routing protocol. In this section, the results of DSDV with a static sink node and DSDV with a
random sink node are compared. For 25, 50 nodes, the comparison is conducted.

Table 2: Performance of DSDV (Random Waypoint Mobility Model and Static Sink Node n=25)

PDR Throughput (Kbps) Average E2Edelay (ms)
84.28 0.790500 0.022759

Table 3: Random Direction Mobility Model with Static Sink Node Performance of DSDV (n = 25)

PDR Throughput (Kbps) Average E2Edelay (ms)
78.74 1.474500 0.193834

Table 4: Performance of DSDV (Random Waypoint Model and Static Sink Node n = 50)

PDR Throughput (Kbps) Average E2Edelay (ms)
61.42 0.437000 0.011455

Table 5: Random Direction Mobility Model with Static Sink Node Performance of DSDV (n = 50)

PDR Throughput (Kbps) | Average E2Edelay (ms) ‘




54.59 0.773000 0.010492

Table 6: Performance of DSDV (Random Waypoint Mobility Model and Movable Sink Node n = 25)

PDR
100

Throughput (Kbps)
0.938000

Average E2Edelay (ms)
0.001512

Table 7: Random Direction Mobility Model with Movable Sink Node Performance of DSDV (n = 25)

PDR
100

Throughput (Kbps)
1.872500

Average E2Edelay (ms)
0.001174

Table 8: Performance of DSDV (Random Waypoint Model and Movable Sink Node n = 50)

PDR
100

Throughput (Kbps)
0.711500

Average E2Edelay (ms)
0.001540

Table 9: DSDV's (Random Direction Mobility Model with Movable Sink Node n = 50) performance

PDR Throughput (Kbps) Average E2Edelay (ms)
100 1.416000 0.001192
Table 10: Analysis of Results for 25 Nodes

Mobility Model PDR (%) Throughput Kbps) | Average E2Edelay (ms)
DSDV-RWM Static Sink 84.28 0.790500 0.022759
DSDV-RDM Static Sink 78.74 1.474500 0.193834
DSDV-RWM Movable Sink | 100 0.938000 0.001512
DSDV-RDM Movable Sink | 100 1.872500 0.001174

Table 11: Analysis of Results for 50 Nodes

Mobility Model PDR (%) | Throughput Kbps) | Average E2Edelay (ms)
DSDV-RWM Static Sink 61.42 0.437000 0.011455
DSDV-RDM Static Sink 54.59 0.773000 0.010492
DSDV-RWM Movable Sink 100 0.711500 0.001540
DSDV-RDM Movable Sink 100 1.416000 0.001192

i) Group Mobility Model

Table 12: Analysis of PDR for 25 to 100 Nodes

No. of Mobile | PDR% (Reference Point | PDR% (Reference Velocity | PDR%  Hybrid
Nodes Group Mobility Model) Group Mobility Model) Mobility Model
25 93.52 99.2 100

50 92.8 99.1 100

75 87.45 99 95.37

100 83.35 98.9 94.03




Table 13: Analysis of Throughput for 25 to 100 Nodes

No. of Mobile | Throughput (Kbps) (Reference | Throughput (Kbps) (Reference | Throughput (Kbps) Hybrid
Nodes Point Group Mobility Model) Velocity Group Mobility Model) Mobility Model
25 5.907 6.2565 46.6855
50 4.0915 4.4635 33.1775
75 3.025 3.5085 17.2285
100 2.524 3.0725 11.037
Table 14: Analysis Average of End-to-End delay for 25 - 100 Nodes
Average End-to-End e Average End-to-End Delay
No. of Mobile | Delay (ms) Average End-to-End Delay (ms) | o 13 orid Mobility Model
Nodes (Reference Point Group | Reference Velocity Group
Mobility Model) Mobility Model
25 0.02851 0.001592 0.001571
50 0.01954 0.001635 0.00125
75 0.0344 0.001492 0.00139
100 0.04386 0.001557 0.001418
105 .
100 100100 PDRY%
] (Reference
PDR (Z% 2.8 4.03 Point Group
85 87.45 Mobility
= 8335 Model)
80 .
75 . —PDR%.Hybrld
25 50 75 100 Mobility Model
Network Size
Figure 1: Analysis of PDR for 25 to 100 Nodes
50 0.05 == Reterence
40 \46.6855 s Throughput 0.045 pd 0.04386 g:i;t Group
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30 (Reference Point End-to-&R85 0.0344 Model)
T e SN —
10 11037 0%22 o oUEs to-En:DeIay
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Figure 2: Analysis of Throughput for 25 to 100

Figure 3: Analysis of Average End-to-End
delay for 25 to 100 Nodes

5. Conclusion & Future scope
We looked at the most recent mobility models in this paper for a variety of environment scenario trajectories in
WBAN. These models have been divided into two categories, with each group being further subdivided. These
mobility models offer the framework for comprehending and applying the WBAN. The mobility models were
created using the NS 2.35 simulator tool to account for different movement patterns. The results of the simulation
demonstrated that a movable sink provides the greatest improvements in throughput, packet delivery ratio, and E2E
delay. Future research will focus on creating fault-tolerant algorithms to handle topology changes brought on by
postural movement.
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Abstract.

In the method of optimization we can determine the best one among all the possible
solutions. Optimization in spread spectrum displays a very important role in these days.
Hence in wireless communication, optimization of spreading code is very essential
because in the modern system of communication utilization of CDMA (code division
multiple access) method with one unique code to each user is very essential. Hence
researchers should give attention for optimized spreading code generation. This study
shows a Genetic Algorithm based spreading code which is generated using logistic map
code. Properties of the generated bit is discussed in this paper with the help of mono bit
test, run length test, and computational complexity also compared with other existing
spreading code (like spreading code generated from logistic map and optimized spreading
code using exponential scale factor-based DE). The proposed spreading code shows better
results than the existing state-of-the-art spreading code. Therefore, the proposed spreading
code can be easily applicable to wireless communication schemes.

Keywords. Optimization, Genetic Algorithm, Spreading Code, Logistic map;

1. INTRODUCTION

Primary factor of CDMA (code division multiple access) is spread spectrum [1].
Utilization of more bandwidth compared to primary message is the main idea behind
spread spectrum [2], [3] . In spread spectrum, same signal power is maintained and is
masked by noise, which makes the signal very challenging to separate from noise therefore
more difficult to intercept and jam. To spread the spectrum, direct sequence (DS) [4] and
frequency hopping (FH) [5] are two very important techniques. To make larger bandwidth
rapid phase transition of data is the main idea behind DS method and in FH method, in
random narrow bands signal jumps take place within a larger bandwidth. Gold, PN
(pseudo noise), Walsh, Kasami are some basic codes which are generally applied in spread
spectrum techniques. Not only that spreading code generated from logistic map are also
used in today’s word [6],[7]. But the result can be improved by applying optimization
technique. In the process of Optimization we can determine the best one among all the
possible solutions. Optimization in spread spectrum displays a very important role in these
days, hence in wireless communication, optimization of spreading code is very essential
because in the modern system of communication utilization of CDMA (code division
multiple access) method with one unique code to each user is very essential. Hence
researchers should give attention for optimized spreading code generation. There are
various metaheuristic approaches like ant colony optimization (ACO) algorithm, particle
swarm optimization (PSO) algorithm, differential evolution (DE) algorithm etc [8], [9],
[10]. Rather than these algorithm, genetic algorithm (GA) displays a very important role in
the field of metaheuristic. This study shows a Genetic Algorithm based spreading code
which is generated using logistic map. Genetic algorithm is used here because it has
several advantages than other optimization techniques, they have superior parallel
capabilities, it improves over time, derivative information are not required not only that
problems related to continuous functions, multi objective problems, discrete functions can
also be optimized using genetic algorithm. Code generated from logistic map is considered
here because logistic map based spreading code has several advantages over PN/Gold code
[6]. Logistic map is a second order polynomial mapping, it provides a view of how a
complex chaotic nature can get from a non-linear dynamic equation. Sensitivity to initial
condition is the main property of this logistic map code [7]. Hence, spreading code is
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generated from logistic map and then genetic algorithm is applied to optimize the

spreading code. Properties of the generated bit is discussed in this paper with the help
of mono bit test, run length test and computational complexity also compared with other
existing spreading code (like spreading code generated from logistic map and optimized
spreading code using exponential scale factor-based DE). The proposed spreading code
shows better results than the existing spreading code. Therefore, the proposed spreading
code can be easily a