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Preface 
 
AIR 2022 Conference Proceedings contain the peer-reviewed articles from the contributions presented 
during the International Conference on “Advancements in Interdisciplinary Research: AIR-2022” held 
online on May 6 - 7, 2022. The AIR-2022 conference was organized by the Department of Applied 
Mechanics, Motilal Nehru National Institute of Technology Allahabad, Prayagraj, India, in association 
with Nexance- The Next Generation Alliance for Scientific and Professional Advancements. It focused on 
fundamental and applied research to design, understand, and promote an environmentally sustainable 
and socially resilient society.  
 
In today’s era, automation and the development of intelligent systems have unlocked the potential for 
environmental safety and sustainable development. The development of these intelligent systems provides 
opportunities to resolve the challenges affecting our lives in adverse ways. This rapid progress of global 
urbanization, urban expansion, and increasing urban population density, also poses unprecedented 
challenges to the environment, energy/natural resources, and society. This book aims to discuss some of 
the important issues and their solutions for developing and managing a smart and sustainable society for 
everyone.   
  
AIR-2022 was aimed to bring together researchers, academicians, scientists and experts from industry in a 
single platform to exchange their ideas for a sustainable future with sustainable development through 
interdisciplinary research approach. While sustainable development is needed for a significant impact on 
worldwide society, this interdisciplinary conference covered various engineering problems of different 
thrust areas. The areas covered in AIR-2022 were: Innovative Engineering Solutions, Engineering 
Applications in Health care and Transformative Technologies. 
  
This book presents technological advancements in terms of machines and materials used, advancements in 
biomedical, energy, and fluid engineering for sustainable growth, and various transformative technologies. 
Some of these transformative technologies discussed in this book are security and privacy models for a 
secure society and industries, Intelligent methods, machine learning, deep learning-enabled applications, 
development of optimized networking infrastructure, optimized solutions, robotics, and computer vision. It 
also focuses on the latest trends, technological frameworks, and applications of computers in 
interdisciplinary engineering for solving real-life problems. 
  
The topics covered and presented during AIR2022 represented a vast pool of research knowledge, 
resources, and expertise of the various research and technological communities from India and other 
countries like USA, UK, Canada, and South Korea. Such participation in AIR-2022 made a substantial 
contribution to the overall national development in the emerging field of energy, artificial intelligence, IoT 
applications in agriculture, and health care systems.  

The topics covered and presented during Air2022 must have inspired the participants to take up the 
challenges in hot areas of engineering applications.  

 

Prof. (Dr.) Vijayan Sugumaran 

Chief Editor, AIR 2022 Proceedings 

 

 

 



 

Message from the Organizing Secretaries 

It is our great pleasure to present the proceedings of AIR-2022 to the participants of the conference. We 
hope that the contents of the proceedings will be able to open a challenging avenue of research towards the 
development of a “Smart and Sustainable Society”. 

 

The Department of Applied Mechanics organized conference AIR-2022, Motilal Nehru National Institute 
of Technology Allahabad, Prayagraj, with the theme of the conference as “Smart and Sustainable 
Society”. The theme is anticipated to raise the awareness among the stakeholders regarding the 
sustainability issues with the technological development that is affecting the personal lives and society as 
a whole. Considering everything, through this conference, true and detailed insights of the sustainable 
technological developments in various disciplines were presented.  

AIR-2022 is aimed to provide a platform for discussing the challenges, issues, and research findings in the 
interdisciplinary field of engineering. The main objective of holding this conference is to provide a single 
platform for researchers to discuss challenges, trends, technologies, and opportunities for the development 
of a smart and sustainable society from various domains such as bio-medical, computer science, 
mechanical, electronics, manufacturing, industrial, and management. The conference was a two-day virtual 
event dedicated to keynote addresses from experts, panel discussions, oral and poster presentations of 
innovations and research work.  The themes of the research findings discussed at the conference are: 
Innovative Engineering Solutions, Emerging Technologies and Challenges towards Sustainable Healthcare 
Industry. The various Developments towards Robotics and Automation Engineering, Economic and 
Sustainable Smart Cities, Advancements in Agri-Food Industry, sustainability in Supply Chain 
Management covering broad topics from Solid Mechanics, Biomedical Engineering, Fluid Mechanics, 
Materials Science, and Engineering, Computer Science and Engineering, and other closely related fields 
with its focus towards developing a sustainable society. 

The wide and active participation and the response for the call-for-papers were overwhelming. We received 
more than 250 submissions reflecting the growing interest in the interdisciplinary field of engineering. The 
conference concluded with the successful presentation of 126 research papers during AIR2022.  

 

We would like to take this opportunity to express our sincere thanks to the keynote speakers, presenters, 
authors and River Publishers as our publication partner. 

 

Dr. Ashutosh Mishra, MNNIT Allahabad, Prayagraj, India 
Dr. Abhishek Kumar Tiwari, MNNIT Allahabad, Prayagraj, India 
 
Organizing Secretaries 
AIR 2022 

 

 

 

 



 

Message from the Chairman 
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Abstract 

Mixture of cement with a low strength to weight ratio tension and is prone to breaking and 

scaling, all of which are related to plastic, solidified states, and drying shrinkage. Worldwide 

a lot of exploration is presently being directed concerning the utilization of fiber overlays 

and sheets in the maintenance and fortifying of supported substantial individuals. Fiber-

supported polymer (FRP) application is extremely compelling method for fixing and 

reinforce structures that have become fundamentally feeble over their life expectancy. FRP 

fix frameworks give a monetarily feasible option in contrast to conventional fix framework 

and materials. In this paper Experimental examinations done on the conduct of the 

substantial reinforced utilizing irregular hacked glass fiber are done with substantial blend 

of two unique length of glass fiber (6mm and 12mm) at different rate (0%,0.75%, 1.25% 

and 1.75%) amount of expansion by the complete load of cement. Trial information on load 

for pressure, pliable also bending examination has been completed; strength varieties and 

disappointment methods of every example were gotten. 

Keywords. Synthetic Fiber, Waste material, Glass Fiber 6 mm, 12 mm 

1. INTRODUCTION 

Concrete made with cement is a type of construction element used for underlying 

components of the building such as pillars, parts, and chunks, among other things. A large 

number of structures built in the past that use extra highly experienced schedule guidelines 

through different parts of the world are primarily hazardous as per the new plan guidelines. 

Composites of Fiber supported polymers have wind up being amazingly useful for 

reinforcing of RCC designs to withstand ordinary has well as seismic burdens. One of the 

challenges in reinforcing substantial designs is deciding on a protective approach for better 

the design's hardiness & performance while keeping in mind constraints like as buildability, 

construction works, and budget, adding glass fibre to a concrete mix increases the 

compressive as well as stiffness of the concrete.  

Extra strength might be expected to consider higher burdens to be set on the design. This is 

frequently required when the fulfillment of the construction changes and a higher burden 

conveying limit is required. In today's environment, incredibly challenging and hard 

structural design structures are being developed establish as more amount of Glass Fiber is 

used in Concrete Mixture is drop the strength of compression and flexural behavior, GFRC 

mailto:mukund.kaushik1@s.amity.edu
mailto:2pduggal@amity.edu
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is having the high performance and it is environment friendly, GFRC having more service  

life in comparison to normal concrete but GFRC is costly.  

The most important and widely used material is often concrete, and it is required to have 

very high strength and acceptable functioning features. Significant innovation is being made 

in this field to foster such cements with unique properties. Establishing as Flexural Strength, 

Strength properties and Tensile Splitting Strength are increasing in the different time 

duration. Specialists all around the world are endeavoring to foster elite execution cements 

by utilizing filaments and different admixtures in concrete up to specific extents.  The 

different variation comes in Flexural Strength, Compressive Strength and in Split Tensile 

Strength when they use different size of Glass Fiber at different ratio and all have different 

Stress- Strain Curves.  

Many practical have indicate as the cement mechanical properties can increment 

significantly (by in excess of a significant degree) with the expansion of strands exclusively. 

This section manages the insights about the survey of writing on examinations relating to 

glass fiber mechanical properties built up concrete presently numerous trial examinations 

are having been completed with the expansion of glass filaments of different kind, 

arrangement, and thickness. 

2. GLASS FIBER 

Glass fibre of varying lengths (6mm and 12mm) is used to obtain varying composite mix 

(Figure 1). The three different volumetric percentages of 0.75%, 1.25% and 1.75% glass 

fiber are used in concrete mixture. In this review, an experience made between plain concrete 

and high strength accomplished by substantial utilizing glass fiber of two lengths (6 &1 

2mm) for M25 grade of cement. The test (pressure test, split elastic test and flexural strength 

test) is to be done on the substantial with the expansion of glass strands of different rates 

(0.25%, 0.50%, and 0.75%) to add up to weight of the substantial. Blend plan of M25 

concrete is to be planned according to IS 10262:2009 and to discover the amounts of fixings.  

 

 

 

 

 

 

Figure1. Glass Fiber (6mm and 12mm) [15] 

3. CONCRETE MIXING, CASTING AND CURING 

Concrete 28-day target strength was set to 31.2 MPa, with a large decline of 75–100 mm 

planned, according to the blend plan of Indian standard code (IS 10262, 2019). The totals 

for fine and coarse were in SSD condition. In significant composites, two different lengths 
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of glass fibre (6 mm, 12 mm) & three different volume fractions (0 percent, 0.75 percent, 

1.25 percent, 1.75 percent) were used. The plain and composite cements used in this study's 

blend extents are described in detail. To perform compressive and elasticity tests, a 150 mm 

concrete cubic shape was produced. Steel molds with a smooth base plate were used to help 

set up these examples. To test for water penetration during loading, a thin film of form oil 

was applied to the combination surfaces between the areas of the shape & the base plate of 

the form. After the shape had been filled with concrete, standard bar was used to finish the 

temping. A smooth steel scoop was used to create a new significant surface. For 24 hours, 

the samples were held at a constant temperature. In the aftermath of being free of mold, the 

samples were smothered in fresh water for 14 and 28 days (Figure 2). 

 

Figure 2. Curing Tank 

4. EXPERIMENTAL TEST FOR COMPRESSION 

Strength tests were led utilizing pressure testing machine a while later restoring. Pressure 

test is the appraisal of substantial limit against static burden. The trial of compressive 

strength was performed utilizing 6-inch (150-mm) 3D shapes by adhering to the rule of IS: 

516. During the pressure test, the heap was applied progressively and extreme heap of each 

substantial example was noted (Figure 3). 



 
4 

 

Figure 3. Experimental test for compression 

5. FIBRE-FORMING PROCESS 

A Glass is a formless solid created by cooling rapidly of a liquefy (i.e., fluid stage) to prevent 

crystallisation (devitrification). Crystallization occur at liquid temperature, TL, where 

valuable stones & liquefy are in concord, or below, when the soften is gradually cooled. As 

a result, glass strands are obtained at high cooling speeds. Glass is formed from combining 

(co-liquefying) silica alongside minerals that contain the oxides needed to make a particular 

creation. By a process known as fiberization, the liquid mass is rapidly chilled to prevent 

crystallisation & moulded into glass strands. Almost all consistent glass filaments are 

manufactured using an immediate draw method & moulded by expelling liquid glass through 

a platinum composite bushing with thousands of individual apertures ranging in width from 

0.793 to 3.175 mm (0.0312 to 0.125 in.). 
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6. BATCH MIXING AND MELTING 

Gauging and mixing of unprocessed components are the first steps in the glass dissolving 

process. This connection is highly mechanised in today's fiberglass facilities, with automated 

gauging units and encased material vehicle frameworks. The individual pieces are weighed 

& transported to a mixing station, where the clump fixings are thoroughly mixed before 

being transferred to the heater. Fiber-glass heaters are often divided into three distinct 

components. The cluster is transported into the heater segment for softening, vaporisation, 

and homogenization. The liquid glass then flows into the purifier portion, where the 

temperature of the glass is lowered from 1370 degrees Celsius (2500 degrees Fahrenheit) to 

roughly 1260 degrees Celsius (2300 F). The liquid glass then travels straight over the fiber-

shaping stations to the fore hearth segment. The consistency features of the individual glass 

support the temperatures throughout this contact. Furthermore, the heater's actual design is 

subject to modification (Figure 4). 

 

Figure 4. The making of glass fiber [8] 

7. SPECIAL PURPOSE PRODUCTS 

Glass fibre is used in the construction of basic composites, printed circuit sheets, & a variety 

of other special-purpose materials. When the nonstop glass strands are finished, they should 

be transformed into an item structure that is suitable for their intended composite application.  

The major completed specific reason items are as per the following Fiberglass meandering, 

Woven wandering, Fiberglass mats, Combinations of a mat and woven meandering, chopped 

strand items, Milled filaments, Fiberglass paper, Textile yarns, Fiberglass Fabric, Texturized 

Yarn, Carded Glass Fibers. 
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8. MIXED DESIGN 

Various parameters of the design are listed in Table 1, Table 2 and Table 3. Furthermore 

various results obtained during compressive strength test are presented in Figure 5, Figure 6 

and Figure 7 for different designs. 

Table 1: Mix Design of 6mm Glass Fiber 

 

Specimen 

 

Glass Fiber 6 

mm(%) 

 

Quantity(kg/m3)  

Cement Glass 

fiber(6mm) 

Water Coarse 

Aggregate 

 

Fine 

Aggregate 

M25 0% 448.6 0 197.4 1145.76 677.16 

M25+0.75%GF(6mm) 0.75% 448.6 3.285 197.4 1145.76 677.16 

M30+1.25%GF(6mm) 1.25% 448.6 5.475 197.4 1145.76 677.16 

M30+1.75%GF(6mm) 1.75% 448.6 7.665 197.4 1145.76 677.16 

Table 2: Mix Design of 12mm Glass Fiber 

 

Specimen 

 

Glass fiber 

12mm(%) 

Quantity (kg/m3) 

Cement Glass 

fiber 

(12mm) 

Water Coarse 

Aggregate 

Fine 

Aggregate 

M25 0% 448.6 0 197.4 1145.76 677.16 

M25+0.75%GF(12mm) 0.75% 448.6 3.285 197.4 1145.76 677.16 

M25+12.5%GF(12mm) 1.25% 448.6 5.475 197.4 1145.76 677.16 

M25+1.75%GF(12mm) 1.75% 448.6 7.665 197.4 1145.76 677.16 

Table 3: Compressive-Strength Test 

Specimen  “Compressive- strength in 7 

Days (N/mm2)” 

“Compressive- 

strength in 14 Days 

(N/mm2)” 

“Compressive- 

strength in 28 Days 

(N/mm2)” 

M25 17.12 25.82 29.07 

M25+0.75%GF(6mm) 21.02 27.64 31.23 

M25+1.25%GF(6mm) 22.18 32.16 34.72 

M25+1.75%GF(6mm) 24.37 33.48 36.53 

M25+0.75%GF(12mm) 20.58 28.15 30.42 

M25+1.25%GF(12mm) 21.18 29.26 31.95 

M25+1.75%GF(12mm) 22.13 30.05 32.85 
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Figure 5: Compressive strength test for dosage 0.75% Glass Fiber 

 

Figure 6: Compressive strength test for dosage1.25% Glass Fiber 

  

Figure 7: Compressive strength test for dosage 1.75% Glass Fiber 
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9. DISCUSSIONS 

From these results it’s clear that high early strength of glass fiber reinforced composite is 

significantly higher than that of conventional concrete mix regardless of its rate of dosage 

and its change in size. Other important parameters of significance like higher strength of 

6mm based fiber reinforced composite can be explained by understanding basic behavior of 

matrix (Table 1), that it provides a more homogenous distribution in comparison to that of 

12 mm-based composites (Table 2). 

12 mm-based composites also acted as a crack bridging secondary reinforcement but its 

comparatively larger size influenced its homogeneity in comparison to 6 mm alternative, its 

slump was also significantly smaller, other minor changes also influence its performance. 

Other possible explanation could be agglomeration of fibers at a single point in composite 

which can stop proper distribution (Table 3).  

A suggestion to properly distribute these fibers would be addition of something like a 

moderate water reducing admixture because according to technical data sheets and research 

it’s shown that for fiber content beyond 3 kg/m3 requires moderate water reducing 

admixtures, this trend follows till the dosage rate of 40 kg/m3. For dosage rate beyond this 

value dedicated water reducing admixture should be added. 

10. RESULTS 

• The Tests on the substantial with and glass strands showed extensive upgrades in 

properties over the series of expansion of filaments.  

• Compressive strength results from change in fiber concentration for a period of 

7,14 and 28 days is calculated, and their overall mix consistency, workability and 

fiber pullout response are observed, which in general shows that the workability 

decreases with dosage rate and crack bridging effect allows for better mechanical 

properties than traditional concrete.  

• From these results sssss clear that high early strength of glass fiber reinforced 

composite is significantly higher than that of conventional concrete mix regardless 

of its rate of dosage and its change in size. Other important parameters of 

significance like higher strength of 6mm based fiber reinforced composite can be 

explained by understanding basic behavior of matrix, that it provides a more 

homogenous distribution in comparison to that of 12 mm-based composites. 

• 12 mm-based composites also acted as a crack bridging secondary reinforcement 

but its comparatively larger size influenced its homogeneity in comparison to 6 mm 

alternative, its slump was also significantly smaller, other minor changes also 

influence its performance. Other possible explanation could be agglomeration of 

fibers at a single point in composite which can stop proper distribution.  

• A suggestion to properly distribute these fibers would be addition of something like 

a moderate water reducing admixture because according to technical data sheets 

and research its shown that for fiber content beyond 3 kg/m3 requires moderate 

water reducing admixtures, this trend follows till the dosage rate of 40 kg/m3. For 
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dosage rate beyond this value a dedicated water reducing admixture should be 

added. 

• From the observed data it can be seen, that for a dosage rate of 0.75%, compressive 

strength of 6mm glass fiber and 12 mm glass fiber increases by 7.43% and 4.64%. 

Similarly for the dosage rate of 1.25%, compressive strength of 6mm and 12mm 

glass fibers increases by 19.43% and 9.91% respectively in comparison to 

traditional concrete for a time interval of 28 days. 

• Lastly for a dosage rate of 1.75%, compressive strength of 6mm and 12mm glass 

fiber increases by 25.66% and 13.01% respectively in comparison to traditional 

concrete for a time interval of 28 days. 

11. CONCLUSION 

The results of using glass fiber with varied cut lengths (6 mm, 12 mm) and varying mix 

proportions (0.75 percent, 1.25 percent, & 1.75 percent) on concrete compression are 

presented in this study. The following is a recapitulation of the outcome:  

• The most efficient proportion of concrete with glass fiber incorporation was noticed 

at 1.75% of 6mm size-based glass fiber in which the maximum compressive 

strength obtained at 28 days was 36.53 N/mm2 for M25 design mix.  

• A suggestion to properly distribute these fibers would be addition of something like 

a moderate water reducing admixture because according to technical data sheets 

and research its shown that for fiber content beyond 3 kg/m3 requires moderate 

water reducing admixtures, this trend follows till the dosage rate of 40 kg/m3. For 

dosage rate beyond this value a dedicated water reducing admixture should be 

added. 

• For dosage rate of 0.75%, compressive strength of 6mm glass fiber and 12 mm 

glass fiber increases by 22.78% and 20.21%. Similarly for 1.25%, compressive 

strength of 6mm and 12mm glass fibers increases by 29.55% and 23.7% 

respectively in comparison to traditional concrete for a time interval of 7 days. 

• For a dosage rate of 1.75%, compressive strength of 6mm and 12mm glass fiber 

increases by 43.18% and 29.26% respectively in comparison to traditional concrete 

for a time interval of 7 days. 

• The Tests on the substantial with and glass strands showed extensive upgrades in 

properties over the series of expansion of filaments.  

• For dosage rate of 0.75%, compressive strength of 6mm glass fiber and 12 mm 

glass fiber increases by 7.04% and 9.02%. Similarly for 1.25%, compressive 

strength of 6mm and 12mm glass fibers increases by 24.55% and 13.32% 

respectively in comparison to traditional concrete for a time interval of 14 days. 

• For a dosage rate of 1.75%, compressive strength of 6mm and 12mm glass fiber 

increases by 29.66% and 16.38% respectively in comparison to traditional concrete 

for a time interval of 14 days. 

• Moreover, optimum incorporation of glass fiber can effectively improve the 

concrete mechanical properties which may prolong the life of concrete structure.  
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Abstract 

Supplementary Cementitious Materials, or otherwise known as SCMs are among one of the 

brightest prospects for substitution of cement in concrete. Addition of these substances 

enhances efficiency for the mechanical properties in concrete as well as a number of other 

advantages like reduction in cost and an all-inclusive reduction of carbon emission content. 

This study provides a detailed overview on some of most abundant SCMs with focus being 

on use of their less reactive versions that are obtained at higher temperatures, their optimum 

quantity and proper production process; other than these factors, focus is also shown on 

providing adequate data on different types of synthetic fibers like polyolefin and polyester 

fiber for proper understanding, and using their combination as an additive. Consequently, 

one of the main goals of this study is to create a fiber reinforced composite from discarded 

less reactive version of sugarcane bagasse ash (SCBA) & rice husk ash (RHA), which are 

obtained from local jaggery plant and biomass gasifier respectively. Data from technical 

data sheet is also discussed in the methodology for understanding market and alternatives. 

A thorough review of literature has also been compiled. 

Keywords. supplementary cementitious materials, polyolefin fiber, polyester fiber, rice 

husk ash, sugarcane bagasse-ash 

1. INTRODUCTION 

Effects of increasing global warmth have been seen for several decades, the global ocean 

and land temperature during January 2021 was 0.80 °C above 20th century average, making 

it the 7th warmest January in 142 years, according to overall global statistics. If that’s not 

enough, considering: 2021 has a 99 percent chance of being among the 10 warmest years on 

record, with prediction of increased temperature expected in coming years, is a cause for 

worry. 

The worldwide push regarding economic based expansion & infrastructure development 

puts a considerable strain on the planet's resources, resulting in worrying global warming & 

carbon emissions. According to Statista data, global cement production needed to fuel the 

desire for infrastructure development in 2019 was around 4 billion ton, resulting in a terrible 

3.5 billion ton of CO2. Environmental contamination & deterioration, as well as the resource 

exhaustion of earth during raw material mining, are further concerns related with cement 

mailto:1abhishek.nautiyal@s.amity.edu
mailto:pduggal@amity.edu
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manufacture. Substituting supplemental cementitious materials (SCMs), also known as 

pozzolanas, for cement clinker is one of the viable ways for reducing these disadvantages. 

RHA & SCBA are among most promising SCMs. 

Properties of these materials can further be enhanced through treatment, the fineness/specific 

surface-based area and specific gravity of the treated bagasse ash is more than the untreated-

bagasse ash. Strength activity index of the treated SCBA is much higher and loss on ignition 

is also less [3].  Some of the other factors for their proper use include proper silica 

concentration and dry density, When SCBA was burned at temperatures ranging from 400 

C to 800 C, the chemical compositions and colour changed, and the silica concentration rose 

from 25.32 to 86.98 percent [15]. When moisture content percentage for bagasse ash is zero, 

a dry density of 1.06g/cm3 was obtained, and an increase in water content up to 24%, 

resulted in a maximum dry density of 1.15g/cm3, followed by a reduction in dry density [1]. 

The fineness/specific surface area & specific gravity of BA is more than the RHA. The 

higher content of silica in RHA helps in formation of more hydration products. Strength 

activity index of the RHA is much superior than the BA. Hence RHA is a better pozzolan 

than BA [4]. However, failure to use them as a constituent material can also be due to lack 

of proper bonding, absence of adequate bonding between SCBA and RHA particles and the 

cement-based paste, as well as the non-uniform distribution of SCBA and RHA particles in 

concrete, might result in non-homogeneous samples, leading in a loss in concrete strength. 

[8]. 

Synthetic fibers performances are heavily dependent on temperature and rate of dosage, Up 

to 150 °C, the structural behaviour and fracture energy of PFRC specimens remained 

unchanged, according to this study. Some qualities degraded between 150 and 200 degrees 

Celsius, and at 200 degrees Celsius, a large fraction of the fibres was molten. Damage 

occurred mostly in the concrete matrix of fibre reinforced concrete specimens exposed to 

150 °C, Compressive strength, static modulus of elasticity, and ultrasonic pulse velocity all 

suffer as a result. The absence of any structural capacity was observed in specimens exposed 

to 200 °C, yet the specimens did not break or show signs of brittle failure [9]. 

After the beginning of cracking, the energy absorbed by the fibre deformation generated a 

significant rise in fracture energy in each examined material. This characteristic revealed the 

ductile behavior of polyolefin fiber-reinforced concrete. At the limit of proportionality, 

specimens with a smaller fracture surface exhibited higher strength values. Because the 

concrete matrix governs the limit of proportionality, this value is consistent with the standard 

size effect idea for plain concrete [10]. According to Pawaskar et al (2020), Compressive 

strength, flexural strength, & split tensile strength are shown to be highest at 0.50 percent 

fibre addition and decrease when the proportion of fibre added exceeds 0.50 percent [12]. 

Agricultural or industrial wastes with latent hydraulic reactivity that can be activated are 

commonly used as SCM. Among these, SCBA (sugarcane bagasse ash) has been studied 

extensively as potential SCM. Along with SCBA several additional types of (SCMs) include 

options like natural pozzolans, silica fume, fly ash, GGBS, MSW ash, rice husk ash, calcined 

natural SCMs, calcareous fly ash, activated cooper tailings, wood ash, calcined clays, 

Biomass ash, Bauxite residue, waste glass etc. 
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2. RICE HUSK ASH (RHA) 

Rice (Oryza glaberrima) is among world’s most important staple-based food crop consumed 

by more over half of the world’s population; annual based production of this grain is about 

[742,541,804 tonnes]. Rice mills, converts the paddy plant into 78 percent rice, 20percent 

rice husk, and 2% is wasted during the process. During this process, 20 to 25% of the rice 

husk will hence be converted to Rice husk ash. RHA are generally less than 45µm & average 

size of particle is in range 6-10µm. Whereas Rice husks main constituents are 50% cellulose, 

25-30% lignin, 15-20% silica and a total moisture of about 10-15percent.Bulk density of 

rice husk is fairly low & lies in reach of 90-150 kg/m3. Rice husk has a calorific value of 

roughly 15 MJ/kg, and under regulated burning circumstances, the volatile organic content 

in the rice husk, such as cellulose and lignin, is eliminated, leaving amorphous silica with a 

microporous cellular structure as the residual ash. However, several factors must be 

controlled in order to obtain proper ash, one of which is the temperature and conditions 

under which rice husk-based ash is scorched, for example, ash obtained from uncontrolled 

combustion, such as open field burning or industrial furnaces at temperatures greater than 

700-800°C, will contain significant amounts of non-reactive silica minerals cristobalite and 

tridymite.  

Reactive/amorphous silica (Si02) content, as well as, other pozzolanic oxides (alumina 

(A1203) & (Fe203) ferrite, are the primary qualifications of any SCM.As a result, many 

SCM standards concentrate upon establishing a minimum oxide requirement. ASTM C618, 

for example, needs pozzolanic oxides (Si02 + A1203 + Fe203) to be larger than 70percent, 

BS EN 197-1 must have a minimum of 25% S102, and IS 3812-1 must have a minimum 

35percent Si02 and 70% pozzolanic oxides. As furnace temperature for obtaining RHA from 

rice husk is increased, the structure goes towards becoming more crystalline in nature, and 

naturally the surface keeps on decreasing with increase in temperature or hold time of rise 

husk within favoured equipment. At a temperature of 500-600 structure nature is non-

crystalline, 700-800 gives partially crystalline and above 800 results in crystalline structure. 

Mean diameters for pores in the microscopic structure of RHA is loftiest when they are 

scorched at temperatures between 600-700°C, therefore e pozzolanic activities of formed 

ash is highest at this temperature. When we take variations of particle size with grinding 

time into account, then with increased grinding time particle size reduces and more 

importantly BET nitrogen adsorption increases with grinding time (Table 1).  

Table 1. Average chemical composition data of RHA & Portland limestone cement [19] 
S/N Chemical Components Portland Limestone Cement % RHA (%) 

1 Silica Oxide (SiO2) 19.16 88.29 

2 Sodium Oxide (NaO2) 0.40 0.10 

3 Potassium Oxide (K2O) 0.35 2.90 

4 Calcium Oxide (CaO) 64.25 0.63 

5 Magnesium Oxide (MgO) 2.17 0.46 

6 Aluminium Oxide (Al2O3) 4.92 0.44 

7 Iron Oxide (Fe2O3) 0.75 0.65 

8 Sulphur Oxide (SO2) 1.02 0.00 

9 Loss on Ignition (LOI) 0.05 5.35 
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3. SUGARCANE BAGASSE ASH 

Sugarcane (SC) is a term used to describe tall perennial grasses from the Saccharum 

officinarum and its hybrids that have a fibrous stalk rich in sucrose that accumulates in the 

stems and are used as a staple material in the ethanol and sugar industries. The sugarcane 

bagasse is a by-product of the extraction of juices from the sugarcane stalk (SCB). Bagasse 

is a fibrous lignocellulose waste with a high bioconversion efficiency, making it a cost-

effective fuel for cogeneration facilities in industry. 

After the energy is generated, the SCBA is the last waste. If all sugarcane in the world is 

processed to extract juice for the ethanol and sugar sectors, 420 to 630 million metric tonnes 

bagasse are produced each year. This is caused due to the fact that bagasse has been 

estimated to make up 20 to 30percent of the sugarcane stalk. Similarly, based on a 5% weight 

of bagasse, yearly global SCBA production is estimated to be between 21 and 31.5 million 

metric tonnes. 

To create additional hydration products, pozzolanic oxides must interact with portlandite 

from cement hydration. Natural SCBA from the sugarcane sector, on the other hand, 

frequently requires processing or activation to become sufficiently reactive.  

Delignification or in other words chemical treatment, exposes inner cellulose microfibrils 

for easy oxidation. Commonly chemical based activator includes alkali & acid with dilute 

acid, which are an economic efficient option. On other hand chemical addition involves 

addition of minerals like nano silica & limestone which can increase cement hydration rates, 

creating more portlandite for pozzolanic based consumption.  

Treated SCBA is finer in nature than untreated type with an approximate 40 % reduction in 

size. Treatment do not increase the SAI (strength activity index) performance of SCBA. 

However chemical addition can improve SAI for example, nano silica improves SAI 

performance, microstructure based chemical adsorption, chloride ion migration, mercury 

intrusion, electrical resistivity of a mix containing SCBA especially at higher rate of 

substitution like 25 % substitution of SCBA.  

600°C is the optimum calcination temperature as strength activity index is maximum at that 

temperature. Recalcination process will further increase SAI by at least additional 10% and 

can restrict loss on ignition to an average of 2.1 % loss, this is possible because of reduction 

in detrimental carbon content. 

4. POLYOELIFIN FIBER (ECMAS EXF 54- HYBRID SYNTHETIC 

STRUCTURAL FIBER) 

The synthetic-structural fibre was created to increase the durability & mechanical properties 

of concrete. EXF 54 is a hybrid fibre, meaning it is composed of a non-fibrillated 

monofilament having a specific mix of Polyolephinic polymers and a fibrillated 

Polypropylene fibre capable of reducing, if not fully eliminating, plastic shrinkage. It 

increases concrete flex fatigue, ductility, fatigue resistance, and durability. Unlike metal 

fibres, these fibres are non-corrosive, non-magnetic, and acid and alkali proof (Table 2).  
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Table 2. Technical properties of polyolefin fiber [18] 

Material Mix of fibers of a Polyolephin (Polyethylene Co-Polymer) and a fibrillated 

Polypropylene fiber) 

Length 54 mm 

Specific Weight 0.91 kg/dm3 

Length/Diameter ratio 113 

Equivalent diameter 0.48 mm 

Chemical Resistance Total Resistance to acids, bases and salts 

Tensile Strength 620 – 758 MPa 

Conformity ASTM C-1116 

It reduces floor thickness & eliminates the requirement for electro-welded mesh and metal 

fibres. It increases concrete's residual tensile strength, and therefore its ultimate strength and 

resistance to stress induced by dynamic and static overloads, by efficiently controlling 

temperature/plastic shrinkage fractures.  

Fibers should be hurl directly to the mixer at the prefabrication or concrete mixing plant, or 

to the mixer truck. Fill the conveyor belt with fibres, inert materials, cement, sand, and the 

first piece of gravel. Fibers should not be introduced at first. Dry mix for at least 5 minutes 

on high speed before adding water. 

In event of fire, polyolefin fibre deteriorates, as do all synthetic fibres once they reach their 

melting point. When compared to metal fibres, when they reach melting point during a fire, 

the fibres disintegrate without emitting toxic fumes, transforming the space they previously 

filled in cement mixes into a system of linked "channels." When water in gaps suddenly 

boils, these channels act as "escape routes" for the heat and steam produced. This 

characteristic prevents fibre reinforced concrete from bursting violently, as steel fibre 

reinforced concrete or unreinforced concrete would. Concrete density of at least 1.5 kg/m3 

is required (to be assessed on basis of the application parameters) (Table 3). 

Table 3. Properties for different types of polypropylene fibers [14] 

Fiber Type Density 

(kg/cm3) 

Diameter 

(mm) 

Tensile 

Strength 

(Mpa) 

Modulus of 

elasticity 

(GPa)` 

Specific 

Surface 

(m2/Kg) 

Length 

(mm) 

Fibrillated 0.95 0.20-0.30 500-750 5.00-10.00 58 19-40 

Microfilament 0.91 0.05-0.20 330-414 3.70-5.50 225 12-20 

Monofilament 0.9 0.30-0.35 547-658 3.50-7.50 91 30-50 

Polyolefin fibres, often known as PP fibres, offer good mechanical characteristics in general, 

with their modulus of elasticity being particularly noteworthy. The naturally occurring 

modulus value is 9 GPa, with some rising as high as 15–20 GPa, which is way greater than 

2–3 GPa provided by certain other plastics. Polyolefin fibres have a tensile strength of 

around 400 MPa. These remarkable properties were attained by the bicomponent 

manufacturing of two polymers: a high modulus core and a low modulus sheath. 
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In terms of a fibre form, the optimum macro synthetic fibre-based geometry involves fully 

using matrix anchoring without breaking the fibres and attaining maximum pullout 

resistance. The crimped synthetic structural fibres exhibited the best bonding out of all the 

deformed synthetic structural fibres tested. 

5. POYSTER FIBER (RECRON 3S) 

They are microfibers with a peculiar “triangular” cross section that are utilized in secondary 

concrete reinforcement. It works in tandem with structural steel to improve concrete's 

resistance to shrinkage cracking and improve mechanical qualities such as flexural/split 

tensile and transverse strengths, as well as abrasion and impact resistance. They operate as 

a pumping assist in making concrete more homogeneous by inhibiting the growth of cracks, 

bridging tiny fissures, and providing stability to the concrete. Reduces the absorption of 

surface water and the permeability of concrete (Table 4).  

Table 4.  Properties of Recron fiber [16] 

S/N Units POLYESTER POLYPROPYL

ENE 

Properties Remarks 

1  Triangular Triangular Shape  

2 mm 3/ 

4.8/6/12/18/24 

3/ 4.8/6/12/18/24 Cut Length +/- 1mm, Project specific 

customized lengths can 

be produced on request 

3 Deg C 250-265 160-165 Melting Point  

4  1.34-1.39 0.90-0.91 Specific Gravity  

5 25-40 microns 20-40 Effective 

Diameter 

 

6 Gpd 4-6* 4-6* Tensile Strength *Estimated tensile 

strength in Mpa 4-6 

*Polyester 480-730, 

*Polypropylene 320-490 

7 % 20-60 60-90 Elongation Initial Modulus 

8 Mpa >5000 >4000 Young’s Modulus Tests done as per AC 

9  Very Good Very Good Alkaline Stability 32 standards  

Recron 3S Fibers are manufactured from a ISO 9001:2000 facility and are intended for use 

as secondary reinforcement in concrete at dosage rates ranging from 0.1 to 0.4 percent by 

volume (0.9 kgs/Cu. M to 3.60 kgs/Cu. M). ASTM (C 1116), Type (111) Fiber Reinforced 

Concrete requirements are met by the fibres.  

These fibres are produced by polymerizing raw ingredients such as Pure-Terephthalic Acid 

(PTA) & Mono-Ethylene Glycol (MEG) with catalysts, which results in finished polyester 

yarn via a continuous extrusion process. After that, the finished yarn is automatically cut to 
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the necessary length and wrapped in pouches. Quality assurance on raw materials & 

production processes done by ISO 9001:2000 standards. 

6. FIBER PULL-OUT RESPONSE 

Irrespective of type of fiber used, reinforcement is only successful in concrete when tensile 

strength of fiber is two to three times higher than that of concrete, when modulus of elasticity 

of fiber is way higher than conventional concrete & fiber-matrix based strength of bonding 

is of same order magnitude for tensile strength of the matrix. Crack opening is controlled in 

an ideal circumstance by fibre bridging, which contains a segment of fibre on either side of 

the crack with sufficient embedded length to prevent slippage (Figure 1).   

Conversely, if fibers slip during the opening process, de-bonding may occur, and the fiber 

may be pulled out. It's possible that friction shear forces will produce matrix fracture if one 

fiber is mobilized. In order to identify which of the two situations might emerge, the critical 

length (lc, the length at which the fiber's tensile strength can be utilized without drawing it 

out of the matrix) of fibres is the deciding factor. Chemical adhesion & frictional bond one 

on internal part and other at end of crack is the ideal situation. 

 

Figure 1. Fiber matrix mechanisms 
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7. MIX DESIGN 

Various parameters of the design are listed in Table 5 and Table 6.  

Table 5. Mix Design of Sugarcane Bagasse Ash [20] 

Specimen SCBA 

(%) 

Quantity (kg/m3) 

Cement SCBA Polyolefin 

fiber 

+Polyester 

fiber 

(additive) 

Water Coarse 

Aggregate 

Fine 

Aggregate 

M30 0% 426 0 1.5+0.9 192 1186 701 

M30+10%SCBA 10% 385.185 42.60 1.5+0.9 192 1186 701 

M30+12.5%SCBA 12.5% 373.333 53.25 1.5+0.9 192 1186 701 

M30+15%SCBA 15% 361.481 63.90 1.5+0.9 192 1186 701 

Table 6. Mix Design of Rice Husk Ash [20] 

Specimen RHA 

(%) 

Quantity (kg/m3) 

Cement RHA Polyolefin fiber 

+Polyester 

fiber (additive) 

Water Coarse 

Aggregate 

Fine 

Aggregate 

M30 0% 426 0 1.5+0.9 192 1186 701 

M30+5%RHA 5% 404.691 21.30 1.5+0.9 192 1186 701 

M30+7.5%RH

A 

7.5% 394.074 31.95 1.5+0.9 192 1186 701 

M30+10%RHA 10% 385.185 42.60 1.5+0.9 192 1186 701 

8. MIXING GUIDELINES 

In the case of triangular polyester fibre (Recron 3S), in the event of machine mixing, the 

fibres are placed in the mixer along with some water (5-10 liters) and then other components 

are added, followed by a continuing mixing process until all fibres are disseminated, which 

takes a few minutes. In case of manual mixing, half of the fibers are mixed and stirred in a 

bucket full of water, which is then mixed with other ingredients. Similarly, balance type 

fibers are also added to mix, according to MSDS of the product use of more than 0.25% of 

weight of cement is not recommended. specific gravity of this material is 1.36& placing, 

curing along with finishing is similar to conventional methods (Table 7). 

Table 7. General specification according to application requirement [16] 

Type Application General specification 

CT 2012 Plaster, Concrete 6mm length, 125 gm packing 

CT 2024 Concrete 12mm length, 125 gm packing 

CT 2424 Ready mix concrete 12mm length, 450 gm dissolvable packing 
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Fibers for POLYOLEFIN (ECMAS EXF 54) should be put directly to the mixer at the 

prefabrication or concrete mixing plant, or to the mixer truck. Fill the conveyor belt with 

fibres, inert materials, cement, sand, and the first piece of gravel. Fibers should not be 

introduced at first. Dry mix for at least 5 minutes on high speed before adding water [18]. 

9. RESULTS & DISCUSSIONS 

From obtained compressive strength based-results its evident that the sugarcane bagasse ash-

based composite obtains high early strength in comparison to rice husk ash-based composite 

but the ultimate strength provided by rice husk ash is comparatively higher in value. Initial 

strength of rice husk ash-based composite is less than exemplary and can cause issues while 

using it as a constituent material, but these issues are as of now has been identified in less 

reactive version of rice husk ash which has non-reactive silicates in it, due to higher 

temperature at which it was obtained (Table 8, Figure 2). 

Table 8. Compressive strength test 

Specimen + (Polyolefin 

& Polyester fiber) 

Compressive strength in 

7 Days (N/mm2) 

Compressive strength in 

14 Days (N/mm2) 

Compressive strength in 

28 Days (N/mm2) 

M30 21.20 28.42 31.55 

M30+5%RHA 12.61 18.45 24.35 

M30+7.5%RHA 15.56 22.19 27.54 

M30+10%RHA 18.89 26.75 33.00 

M30+10%SCBA 16.78 22.20 26.78 

M30+12.5%SCBA 18.75 25.34 27.55 

M30+15%SCBA 19.86 27.36 29.20 

The strength obtained from sugarcane bagasse ash composite is almost identical to that of 

polyolefin and polyester fiber-based composite. But as the no of days increase, the increment 

in its value becomes significantly less. Through these observations it can be suggested that 

a composite with a combination of both less reactive versions of SCBA & RHA could 

provide higher early strength, as well as a comparatively higher compressive strength if 

superplasticizer is added. 

 

Figure 2. General crack bridging and failure mechanism  
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10. CONCLUSION  

In this experimental study, a comprehensive review on different supplementary cementitious 

materials (SCMs), polyolefin fibers & polyester fiber have been discussed. Furthermore, 

technical data on commercially available polyolefin fiber and polyester fiber is discussed 

with their potential impact on concrete properties. A separate chapter for mixing guidelines 

& fiber pull-out response is also added for better understanding on handling of these fibres 

to gain maximum benefit. Some of the noteworthy results obtained from this study are as 

follows  

● The experimental study shows that adequate strength can be achieved through the 

use of SCBA & RHA even in presence of non-reactive silicates formation like meta 

stable cristobalite, which is caused by burning at higher temperature than 

recommended ideal temperature range of 600-700°C. 

● The study shows that SCBA reaches high early strength, but it also states that the 

RHA shows very low strength in its earlier phases like at 7 days or 14 days. 

● According to obtained data possibility of obtaining a better specimen by 

combination of SCBA and RHA is very high, however according to technical data 

its better if the total replacement level to cement is restricted to 20% replacement 

by weight and amount of RHA should be properly regulated as it can reduce 

workability of mix exponentially, at higher concentrations. 

● The main goal of this project was to obtain similar or higher value then traditional 

concrete, and that was achieved according to design mix and lab environment 

parameters. 

● Concrete failure at peak loads is adequate and crack bridging effects show proper 

fiber pullout response, suggesting tensile strength test of specimen would give 

exceptional results. 

● This fiber reinforced composite is very cost effective as it goes as far as to replace 

15% of cement content with a waste material, which is discarded and can be 

obtained at very cheap rates making it a good alternative. 

● Other than the cost factor, this material can be considered as more eco-friendly than 

conventional concrete. This statement can be justified by simply stating the fact 

that the majority of carbon emissions in construction are related to cement, its 

production, etc. 

● These results show that with higher quality variants of SCBA and RHA, better 

results can be obtained. This conclusion is rooted in the fact that silica content can 

reach up to 90% if these materials are burned at their ideal temperature. An ideal 

temperature also helps in obtaining the highest values of the strength activity index 

(SAI). 

● From the compressive strength results, it is evident that the sugarcane bagasse ash-

based composite obtains high early strength in comparison to the rice husk ash-

based composite, but the ultimate strength provided by rice husk ash is 
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comparatively higher in value. The initial strength of the rice husk ash-based 

composite is less than ideal and can cause issues while using it as a constituent 

material, but these issues are, as of now, only identified in the less reactive version 

of rice husk ash, which has non-reactive silicates in it due to the higher temperature 

at which it was obtained. 

● The strength obtained from sugarcane bagasse ash composite is almost identical to 

that of polyolefin and polyester fiber-based composites. But as the number of days 

increases, the increment in its value becomes significantly less. Through these 

observations, it can be suggested that a composite with a combination of both less 

reactive versions of SCBA and RHA could provide a higher early strength as well 

as a comparatively higher compressive strength. 

Other potential research on use of SCMs can include options like natural pozzolans, silica 

fume, fly ash, GGBS, MSW ash, rice husk ash, calcined natural SCMs, calcareous fly ash, 

activated cooper tailings, wood ash, calcined clays, Biomass ash, Bauxite residue, waste 

glass etc. Meanwhile fibres can be polypropylene, polyolefin, steel fiber, polyethylene, 

nylon fiber etc.  
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Abstract 
 

A Nanotechnology-The beginning to the Fifth Industrial Revolution and cutting-edge future. 

Nanotechnology can be described as a new and arising innovation with broad applications 

in the space of industry 4.0, energy, gadgets, beauty care products, materials, medication, 

horticulture, climate, etc. In India, both science and financial matters have progressed 

somewhat recently since post-autonomy. Nanotechnology has filled different mechanical 

holes and will foster all monetary angles including compensation, work, market monetary 

standards, the organic market for trade rates, etc. Diminished size nanotechnology makes 

the computerization of errands that were already distant because of actual work. The current 

audit focussed on examining the job of nanotechnology that is highly improved in various 

ventures as well as making the fifth upheaval that will prompt a superior future for the future. 

Keywords. Emerging, the industrial revolution, industries 4. o, nanotechnology. 

1. INTRODUCTION 

The coming of microengineering had contributed a lot to different areas of science. The 

openness of new nanomaterial advances have added to an upset in all fields including 

Industry 4. o, biomedicine, Automobile industry, and biotechnology [1]. Nanomaterials 

(materials with a breadth < 100 nm) showed preferable properties over mass materials of the 

equivalent nature [2,3]. Different manufactured courses were made for the readiness of 

nanoparticles (NPs) of various sizes and aspects, remembering compound responses for 

arrangement (sol-gel techniques), amalgamation in vaporous stages, and mechanical 

processing. The little size of nanomaterials is like organic atoms like proteins and is 

profoundly suitable for very long-time natural operations [4]. Another area of science known 

as "nanomedicine" has as of late been created to foster advances in natural frameworks and 

nonmaterial’s [5]. Nanomedicines offer numerous instances of how nano-mechanical 

procedures are utilized effectively in the industry. There is a reasonable need in this way to 

lay out inventive ways to deal with observing new materials that can adapt to these difficult 

issues. Forerunners of what are now referred to as nanomaterials like silvery (Ag), zinc (Zn), 

copper (Cu), titanium (Ti), iron (Fe), and silica (SiO2) had been practiced for some time to 

make use of in injury therapy and related ailments as anti-infection reagents [6]. 

Role of Nano Particle Coating in the Progress of Industry 

4.O: A Review 

mailto:1gauravverma99@gmail.com
mailto:sanjay.mech.jmi@gmail.com
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2. NANOPARTICLES 

2.1 About Nanoparticles 

(a) A Review on the Study of the Generation of (Nano) particles Aerosols during the 

Mechanical Solicitation of Materials 

Growths in nanoscience are driven by the quick industrialization of items containing 

nanomaterials with striking properties. These nanomaterials may tend to get deposited in the 

air as molecule spray [7]. Molecule spray is a technique of accumulation of strong or fluid 

particles in the vaporous system. It is for the most part settled by the crumbling of fluids or 

solids into better constituents. Writers have made sense of thoroughly how the particles, 

after being produced, get accumulated in the air to frame a spray alongside the way of 

behaving related to their various designs. Different actual peculiarities (e.g., scattering, 

coagulation, sedimentation, and so forth) are additionally made sense of which guide their 

size advancement 

(b) Advances in green synthesis of nanoparticles 

The branch of science known as nanotechnology oversees the evaluation of materials that 

are typically between 1 and 100 nm in size. Science operates at the nanoscale and lends 

several central focuses to its many subfields, including bioengineering, pharmaceuticals, and 

dentistry. The future potential of nanomaterials is greatly impacted by the Green Science 

approach [8]. With the development of safe, environmentally friendly NPs, this field of 

nanoscience should come full circle and receive widespread recognition in the field of 

nanotechnology. The morphology of integrated particles, such as their size, physicochemical 

characteristics, and form, is affected by the solvents and lowering administrations employed 

to decrease the NPS, and this morphology affects the usage of NPs. The two innovative NPS 

combining procedures are "top-down" and "base up." From beginning to end, appropriate 

bulk material is divided into smaller, finer particles by size using various techniques as 

crushing, processing, and faltering [9]. 

(c) The presence of nanosized particles 

As soon as in 1997, the Deutsche Commission for the examination of Health Hazards of 

substance compounds in the workspace characterized the expression "ultrafine particles" 

[10]. The meaning of "ultrafine particles" as it connects with the working environment 

compares principally to the term nanoparticles as it is presently being utilized in examination 

and innovation Nanoparticles are not another disclosure of science, nor are they a 

development, as respects their definition in light of their molecule size or as a specialized 

accomplishment. 

(d) Nano-based drug delivery systems: Recent developments and prospects 

Materials in the nanoscale range are used to operate as a method for symptomatic gadgets 

or to convey helpful professionals to specifically targeted destinations in a controlled way 

in nano medication and nano conveyance frameworks, two generally new yet rapidly 

developing fields of study. By targeting and delivering precise medications at the right 

places, nanotechnology provides a number of benefits in treating chronic human ailments. 

Recent advances in nanomedicine (chemotherapeutic specialists, natural specialists, 
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immunotherapeutic specialists, etc.) have made it useful for treating a variety of infections 

[11].  

(e) Industrial Applications of Nanoparticles 

Effective items in the compound business give a particular advantage: Pharmaceuticals 

communicate with life forms, development polymers support mechanical pressure and 

paints give surface security. Basic things we know from our daily existence, at the same 

time, for what reason is the substance business so serious about moving into new business 

sectors? The accompanying article investigates the job of nanoparticles in modern 

applications [12]. From the beginning, the utilization of heterogeneous materials (for 

example mixes of a molecule and a persistent stage like a polymer) seems ugly. Assuming 

one could stay with a synthetically notable "straightforward" however homogeneous item, 

later technique shows up additional exquisite and alluring regarding costs, natural effect, 

and simplicity of the plan. 

(f) Synthesis, characterization, applications, and challenges of iron oxide nanoparticles 

Nanoparticles (NPs) are at the bleeding edge of quick advancement in nanotechnology. 

Their select size-subordinate properties make these materials irreplaceable and predominant 

in numerous areas of human exercise. 

(i) Being the latest progress metal on the Earth's outside, iron stands as the foundation 

of the current framework. 

(ii) However, in correlation with a bunch of components like cobalt, nickel, gold, and 

platinum, iron oxides are fairly neglected. Iron and oxygen synthetically 

consolidate to frame iron oxides (mixtures), and there are ~16 distinguished iron 

oxides. In nature, iron (III) oxide is found as rust. 

(iii) Generally, iron oxides are common, broadly utilized as they are cheap, and assume 

a basic part in numerous natural and topographical cycles. They are likewise widely 

utilized by people, e.g., as iron metals in thermite, impetuses, sturdy shades 

(coatings, paints, and hued concretes), and hemoglobin [13]. 

(iv) NPs made out of ferromagnetic materials and with size <10-20 nm exhibit an 

incomparable type of attraction, i.e., superparamagnetic. The ferromagnetic 

materials incorporate essential metals, composites, oxides, and other synthetic 

mixtures that are polarized by an outer attractive field. 

 (g) Application of Nanotechnology in Food Science: Perception and Overview 

Nanotechnology has become more widely recognised in recent years as an appealing 

breakthrough that has altered the food industry. It is a nanoscale innovation that manipulates 

iotas, atoms, or macromolecules that are around 1-100 nm in size to create and use materials 

with novel features. The created nanomaterials include at least one external or internal 

feature on a scale from 1 to 100 nm that enables the perception and management of problems 

at the nanoscale [14]. Because of the high surface-to-volume ratio and other novel 

physiochemical properties like tone, solvency, strength, diffusivity, harmfulness, 

attractiveness, optical, thermodynamic, and so on, it is evident that these materials possess 

interesting properties that are different from those of their macroscale partners. Both 

developed and developing countries want to invest more in nanotechnology because it has 

brought forth fresh modern transformations. 
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2.2 Properties of Nano particles-Characterization SCM, TEM 

(a) Nanoparticles: Properties, applications, and toxicities 

This survey gives an outline of the blend, properties, and utilizations of nanoparticles (NPs) 

that exist in various structures [15]. NPS are small materials having sizes going from 1 to 

100 nm. They can be grouped into various classes in light of their properties, shapes, or 

sizes. The various gatherings incorporate fullerenes, metal NPs, ceramic NPs, and polymeric 

NPs. NPs has exceptional physical and synthetic properties because of their high surface 

region and nanoscale size. Their optical properties are accounted for to be reliant upon the 

size, which grants various tones because of retention in the noticeable locale. Their 

reactivity, sturdiness, and different properties are additionally reliant upon their remarkable 

size, shape, and construction.  

(b) Synthesis and Characterization Techniques of Nanomaterials 

Nanomaterials can be metals, pottery, polymeric materials, or composite materials. Their 

central quality is a tiny element size in the scope of 1-100 nanometers. The unit of nanometer 

gets its prefix noon from a Greek word signifying "overshadow" or "tiny." One 

nnanometertraverses 3-5 molecules arranged in succession. By correlation, the distance 

across of a human hair is around 5 significant degrees bigger than a nanoscale molecule [16]. 

Combination Methods: Synthesis techniques assume a vital part to control the size and 

surface area of nanomaterials. There are a few amalgamation strategies, some of which are 

depicted in the accompanying segments. 

Precipitation Methods: Modified Emulsion Precipitation Method Hydro warm 

Synthesis/Solvo thermal Synthesis Sol-Gel Method Aerogel Methods Immobilization 

Methods Citrate Gel Methods Penchini Method Low-Temperature Combustion Synthesis 

Methods [17]. 

Precipitation Method Modified Emulsion Precipitation Method - This strategy gives the 

specific benefit of staying away from the agglomeration of the particles framed in the 

singular air pockets. This, thus, makes it conceivable resulting in handling courses at 

abnormally low temperatures. 

(c) Characterization techniques for nanoparticles 

Correlation and complementarily after examining nanoparticles properties - Nanostructures 

have drawn immense interest as a quickly developing class of materials for some 

applications. A few strategies have been utilized to describe the size, precious stone 

construction, basic organization, and an assortment of other actual properties of 

nanoparticles [18]. In a few cases, there are actual properties that can be assessed by more 

than one strategy. Various qualities and impediments of every procedure confuse the 

decision of the most reasonable strategy, while frequently a combinatorial portrayal 

approach is required. 

(d) Techniques for physicochemical characterization of nanomaterials 

Propels in nanotechnology have opened up another time of determination, anticipation, and 

treatment of illnesses and horrible wounds. Nanomaterials, incorporating those with 

potential for clinical applications, have novel physicochemical properties that affect their 



 5 

physiological collaborations, from the atomic level to the fundamental level. There is an 

absence of normalized procedures or administrative conventions for the recognition or 

portrayal of nanomaterials [19]. 

(e) Surface characterization of nanomaterials and nanoparticles: Important needs and 

challenging opportunities 

This audit inspects the portrayal challenges innately connected with understanding 

nanomaterials and the surface and point of the job of interaction portrayal strategies can play 

in gathering a portion of the difficulties. In pieces of the examination local area, there is 

developing acknowledgment that reviews and distribution give an account of the properties 

and ways of behaving of nanomaterials frequently have announced deficient or inadequate 

portrayal [20]. 

(f) Nanoparticles: Properties, applications, and toxicities 

This paper is given a nitty gritty outline of the blend, properties, and utilization of 

nanoparticles (NPs) that exist in various structures. NPS are little materials having sizes 

going from 1 to 100 nm. They can be characterized into various classes given their 

properties, shapes, or sizes. The various gatherings incorporate fullerenes, metal NPs, 

ceramic NPs, and polymeric NPs. NPs’ have one-of-a-kind physical and synthetic properties 

because of their high surface region and nanoscale size [21]. Their optical properties are 

accounted for to be reliant upon the size, which confers various varieties because of ingestion 

in the apparent locale. 

(g) Green Nanobiotechnology: Factors Affecting Synthesis and Characterization 

Techniques 

Nan biotechnology is acquiring a huge driving force in this period inferable from its capacity 

to tweak metals into their nano size, which proficiently changes their compound, physical, 

and optical properties. As needs are, extensive consideration is being given to the 

improvement of novel methodologies for the amalgamation of various types of nanoparticles 

of explicit structure and size utilizing natural sources. Be that as it may, the majority of the 

now accessible methods are costly, earth destructive, and wasteful concerning materials and 

energy use. A few factors, for example, the strategy utilized for amalgamation, pH, 

temperature, pressure, time, molecule size, pore size, climate, and vicinity significantly 

impact the quality and amount of the integrated nanoparticles and their portrayal and 

applications [22]. 

(h) Metallic Nanoparticles 

Metallic nano molecule is nano-measured metals with aspects (length, width, thickness) 

inside the size scope of 1-100nm. In 1857, Faraday previously examined the presence of 

metallic nanoparticles in an arrangement. In 1908, Mie gave a quantitative clarification of 

their variety. Today these nanomaterials can be ready and changed with different synthetic 

utilitarian gatherings which permit them to tie with antibodies, ligands, and medications 

[23]. Metallic nanoparticles give a wide scope of use in helpful regions, biotechnology, 

vehicles for quality, and medication conveyance. This audit sums up the properties, benefits, 

hindrances, and qualities of metal nanomaterials. 
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2.3 Coating of Nanoparticles on the base material  

(a) Nanocomposite Coatings: Preparation, Characterization, Properties, and   

Applications 

A nanocomposite covering is a material made out of somewhere around two immiscible 

stages, isolated from each other by an interface area. The material should contain the 

nanometre scale in no less than one aspect in which the significant part is called the 

framework in which fillers are scattered. 

i. Characterization. The characterization of nanocomposite coatings is given different 

techniques for managing the kind of nanostructure fillers or sort of network where 

filler nanostructures are scattered. 

ii. Type of Nanostructured Fillers. There are 3 fundamental gatherings of 

nanocomposite covering as follows [24]. 

iii. 0D nanocomposite coatings: the filler is nanoparticles (3 aspects on a nanometer 

scale). 

iv. 1D nanocomposite coatings: the fillers are nanotubes or stubbles (2 aspects on a 

nanometer scale). 

v. 2D nanocomposite coatings: the filler is nanolayers (1 aspect in nanometer scale). 

(b) Type of Matrix: which are natural and inorganic networks can be found. 

Subsequently, there are 4 principle gatherings of nanocomposite covering as follows 

(grid/nanofiller) 

i. Organic/inorganic nanocomposite coatings (O/I nanocomposite coatings) 

ii. Organic/natural nanocomposite coatings (O/O nanocomposite coatings) 

iii. Inorganic/natural nanocomposite coatings (I/O nanocomposite coatings) 

iv. Inorganic/inorganic nanocomposite coatings (I/I nanocomposite coatings). 

(c) Materials for Matrix 

For a natural grid, called polymer-based nanocomposite, the most involved polymers for the 

arrangement of nanocomposite covering can be recorded as follows: 

epoxy, polyurethane, Chitosan, polyethylene glycol (PEG), polyvinylidene fluoride 

(PVDF), Pains, PPy, polystyrene, polyamide corrosive and polyimide, elastic altered 

polybenzoxazine (PBZ), polymers containing receptive trimethylsilyl (TMOS), pullulan, 

fluoro acrylic polymer ethylene tetrafluoroethylene (ETFE), polyacrylate, poly(N-vinyl 

carbazole), polycarbonate, fluorinated polysiloxane, polyester, polyacrylic, polyvinyl liquor 

(PVA), polydimethylsiloxane polyamide, and UV-treatable polymers[25]. For inorganic 

framework, like metal network or amalgam grid, these nanocomposite coatings could be 

ready by different strategies, including substance fume affidavit (CVD), powder metallurgy, 

actual fume testimony (PVD), warm plasma shower, sol-gel, epitaxial development, cold 

spray, and electrode position. Metal network composite coatings that scattered a second 

phase have pulled in broad consideration inferable from special properties, for example, 

oxidation and consumption opposition wear obstruction and attractive properties [26]. 

2.4 Nanomaterials Thickness 

Nanomaterials allude to materials estimated between 0.2-100 nm. Those materials' 

properties contrast as their size comes to the nanoscale. The general wealth of surface 
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molecules influence the properties of such materials. Also, nanomaterials have a high 

surface region which brings about huge surface-to-volume proportions. Therefore, the 

condition of electrical energy is particular, which results in uncommon physical, attractive, 

optical, and mechanical properties [27]. 

The exceptional physical and synthetic properties of nanomaterials have permitted them to 

get a ton of Education in the clinical area. Since they are comparative in size to most organic 

particles, there has been broad utilization of NPs in the biomedical examination. Moreover, 

most nanomaterials were found to have antimicrobial action against different pathogenic 

bacterial and viral creatures. Nanomaterials have likewise shown fair biocompatibility when 

utilized in the assembling of framework materials. Accordingly, nanomaterials in designated 

drug conveyance, fake inserts, biocompatible platform materials, and detecting, imaging, 

and antimicrobial materials have been carried out in clinical fields [28]. The nanomaterials 

enjoy two benefits and inconveniences, and evaluating their general pertinence in both 

clinical fields is significant. 

Since their fantastic antimicrobial exercises, nanomaterials have been utilized in numerous 

wellbeing-related modern products, for instance, Ag NPs are utilized in clinical items, for 

example, gauzes and catheters to forestall contamination during twisted healing. Since of 

their solid photograph catalytical and antimicrobial exercises, zinc oxide NPs have been 

utilized in sunscreens, coatings, paints, backdrops, beauty care products, salves, and balms 

[29]. 

3. USE OF NANO PARTICLES IN INDUSTRY 4. O 

Nanotechnology has many uses in similar sectors. It system has a wide variety of everyday 

life. 

3.1 Textile Industry 

The utilization of nanotechnology in materials has quickly risen in light of its commitment 

to service administration. It has colossal rewarding potential for applications in silk and 

cotton ventures. Financially, it Extends the significance of material and material properties 

[30]. Nanotechnology is used in an article about the clothing industry expanding the life 

span of textures dramatically. Nanoparticles of silver and copper are remembered for 

textures and the future apparel movement. In the expansion, the specialists utilized nano 

titanium dioxide For self-cleaning materials and UV-hindering properties (Duran and others, 

2007). They can utilize zinc nanoparticles in materials for UV assurance. The nano-silica is 

utilized for further developing cotton wrinkle obstruction and silk [31]. 

3.2 Paper and Pulp Industry 

This examines a considerable lot of the ongoing cycles and innovations to affect the 

meanings of miniature and nano peculiarities that integrate the ideas genuinely in the initial 

time. Woodland trees containing agro-deposits and reused fiber miniature designs have 

driven significant work nano cellulose along. That discusses a considerable lot of the arising 

cycles and innovations to affect ideas of miniature and nano-phénomènes the first time that 

coordinates the ideas [32]. Woods Arbore with agro-build-ups and reused fiber miniature 

designs have fuelled huge examination nano cellulose. 
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3.3 Nano Technology in Defence 

Security is a significant field where nanotechnology can be utilized be summoned. Explicit 

executions of protection Nanotechnology. The blinds are intended to have persevered 

through cruel conditions. The nano-arms are utilized for security Detection and Growth. 

Surprisingly enough nanotechnology will assist us with saving money on fuel, and trooper 

development for protection and secrecy [33]. One of the essential regions of the prosperity 

of the litigants is guard. In pathology, nanotechnology, treatment of patients, and the 

conveyance of the drugs. 

3.4 Nano Technology in Automobile Industry 

In transport, nanotechnology has been applied for quite a long time, for example, working 

on the strength and perseverance of autos over a more extended time of time. 

Nanotechnology might be applied to various pieces of the body like the casing, tires, 

windows, motors, and so forth. There are, in any case, other well-being and ecological perils 

related to the use of nanotechnology in transport vehicles that need significant consideration 

[34]. Consequently, this investigation of assessment is separated into two segments. First 

and foremost, it presents the nanotechnology applications in vehicles and also, it 

distinguishes the nanotechnology-related EHS concerns, so this study will be introduced in 

ongoing advancements Nanotechnology is utilized as a valuable instrument to give 

insurance against consumption and scraped spot protection from car bodies [35]. It 

incorporates the "should do" segment, which includes upgrading the nanotechnology for 

lighter weight, enhancing nanomaterials for self-cleaning and self-recuperating, and 

hardware with high detecting and high goal. 

 

Figure 1. Use of nanocomposite in various fields Reproduced with permission  

 

3.5 Coating, Packing, Papers, and Printing  

Nanotechnology is utilized in the fields of printing, bundling, paper and brilliant wood and 

bundling fabricating security, fake, and microbial materials utilization of various 

assortments of antibacterial material, paper towel and as of late, newsprint was created in 

nanotechnology [36]. Extensive further improvement has been made to the surface change 



 9 

nano strands and movies of cellulose, and screen the Industrial and PFI adventures 

accomplices showed they can produce nano cellulose economically, in huge scope (1.5 

tonnes/day) and with low energy utilization (1600 kWh/ton). That implies the Nan cellulose 

content, created broadly from wood amount is monstrous. Creation and use sufficient more 

compressive view of the medication science for nano cellulose, (for example, utilization of 

paper and mash industries) [37]. The worldwide aggregate is worth all nanotechnologies in 

2010. The paper business use was projected to be more including $3.2 billion. By 2015, the 

venture is supposed to be in this market is supposed to ascend to more than $3.7 billion, 

Reflecting the expected yearly development pace of the compound (CAGR) for the general 

interest of 2.8 percent [38]. 

3.6 Nano Technology in Pharmaceutical Industries 

The study is focused on drug organizations on malignant growth, new and arising 

cardiovascular illnesses, and causes like ebola, HIV, Tuberculosis, and so on. 

Nanotechnology is utilized to control and orchestrate medications, and as a symptomatic 

development instrument [39]. One is scaling down and the Most Important Tools are natural 

union mechanization and bio-screening on a nanometer (Kumar 2011). Most nanomedicines 

are perhaps more grounded than current prescriptions, and a lot more drug firms have begun 

to utilize this to support the conveyance and focus of medications (Jain et al, 2015) [40]. 

Drugs taking a look at the capacity to hit cell limits had more conventional medications, for 

example, magnet escaped which find itself in some piece of the layer where it ruins the 

amount of design or position [41]. 

4. CONCLUSION 

Nanotechnology exhibited exceptional potential will the lovely world shift decisively by age 

of a fresh out-of-the-box new transformation. Nanotechnology application has a huge impact 

on the world we live in. It's numerous interdisciplinary or alliance applications, like 

biotechnology, purchaser items, media communications, computers, textiles, food, aviation, 

guard, and so forth. This impact sets up issues for the scholarly local area and teaches 

understudies in design and science with the essential mindfulness, and ability to convey and 

give driving the arising nanotechnology local area. 

Nanomaterials, particularly inorganic metals and metal oxides, at present assume an 

essential part in the re-foundation of different fields of exploration including biomedical. 

From a natural perspective, its antimicrobial and biocompatible properties are two 

fundamental parts of most nanomaterials. Nanomaterials are mostly found to have 

antibacterial, antifungal and viral properties, and nanomaterials target organisms either 

straight by connection to their cell layer followed by protein and DNA annihilation or by 

calculation advancing toward smaller nanomaterial aspects has shown a few exceptionally 

interesting properties of a far greater than mass materials The survey featured the effect of 

different sorts. This is accordingly inferred that nanomaterials have a wide degree of natural 

properties profoundly reliant upon their size, design, amount, and sort of cell receptor. 
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Abstract 
 

The homogeneity ranges and crystal structures for the binary substitutional solid solutions, 

Mg2Ca, Mg41Nd5, and MgNd extending to the ternary system were discovered using X-ray 

diffraction and scanning electron microscopy. Mg2Ca and Mg41Nd5 undergo linear 

substitution where Ca and Nd replace each other, whereas, MgNd generates a complicated 

substitutional solid solution where Ca replaces both Mg and Nd. Rietveld analysis in 

conjunction with Pearson's crystal database and XRD were used to determine the solid 

solubility ranges of the phases present in the main alloys The lattice parameters and site 

occupancies were studied for these solid solutions. The experimental investigations were 

carried out using key alloys annealed at 400°C for four weeks. The solubility limit of Nd in 

Mg2Ca is 9.0 at.%. The extended solid solubility of Ca in Mg41Nd5 was determined as 3.9 

at.% while that of Ca in MgNd was obtained as 8.9 at.%. The phase Mg3Nd was found to 

have negligible solubility and further confirmed by Fourier mapping. 

Keywords. Mg-Ca-Nd system, SEM, XRD, Rietveld analysis, solid solutions. 

1. INTRODUCTION 

The two main processes that help magnesium alloys acquire better mechanical 

characteristics are solid solution hardening and age hardening. Age hardening becomes 

possible through precipitation from the supersaturated solution if the solubility of the 

alloying element decreases with a decrease in temperature. Mg content in precipitates should 

be high. This enables the increase in volume fraction of precipitate thereby reducing the 

amount of alloying elements [1]. The alloying element should be selected such that it shows 

sufficient solubility in Mg at high temperatures and shows considerable improvements in 

mechanical properties as well. Ca is a low-cost, low-density (1.55 g/cm3) element with the 

potential for precipitation hardening [2]. Ca has been reported to be effective in promoting 

the creep resistance of Mg alloys. Through the refining of grain size, the addition of Ca 

increases ductility [3], and it also increases strength, castability, creep resistance, and 

corrosion resistance [4]. The addition of Ca has been discovered to make magnesium more 

resistant to oxidation at temperatures exceeding 480 °C [5] and to raise the ignition 

temperature of magnesium [6], making magnesium safer for use in aerospace and 
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automotive applications [7]. The Mg-Ca-based alloys have also lately discovered a wide 

range of intriguing uses in the realm of biodegradable implant materials [8–11]. 

One drawback of alloying Mg with Ca alone is that Mg ignition cannot be avoided during 

melting. Additionally, the Mg-Ca alloy becomes more brittle as the Ca percentage rises [12]. 

Therefore, the third element, Nd was considered to be added to the Mg-Ca binary system. 

The addition of Nd is beneficial in the strengthening of Mg alloys. It purifies the alloy melt 

thus improving castability. According to Xin et al. [13], adding Nd to magnesium results in 

a more refined solidified microstructure, which enhances the material's mechanical 

properties by increasing yield strength, tensile strength at high temperatures [13], and 

oxidation resistance. The addition of rare earth elements such as Nd also improves ductility 

and corrosion resistance [14] and creep resistance [15]. Furthermore, Mg-Nd based alloys 

have many applications as biocompatible materials, such as, bioabsorbable implant devices 

[16,17], cardiovascular implants [17], and orthopedic applications. [18] . 

There hasn't been enough research on the Mg-Ca-Nd ternary phase diagrams in the literature 

as of yet. Recently, Fei et al. [19] studied this system at 400°C in the Mg-rich corner using 

equilibrated alloys. The partial isothermal is re-drawn as shown in Figure 1. Six samples 

were used to map this section and the locations for these samples are shown in Figure 1. 

They identified two three-phase triangulations in this region, Mg + Mg2Ca + Mg41Nd5 and 

Mg41Nd5 + Mg2Ca+ Mg3Nd. They also reported the solubility limit of Ca in Mg41Nd5 to be 

3.57 at.%. and that of Nd in Mg2Ca to be 1.24 at.%. 

The present investigation describes the extended homogeneity ranges of the binary 

compounds in the ternary Mg-Ca-Nd system. Knowledge of phase relationships and 

solubility limits is important to understand the microstructure and mechanical properties 

such as tensile strength and ductility of the resulting alloys. The increased homogeneity 

enables the easier synthesis of the compound. Moreover, properties such as lower density 

and higher specific strength could be obtained by tailoring the composition.  

 

Figure. 1 Partial isothermal section of Mg-Ca-Nd system at 400°C as per Fei et al [19]  
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2. EXPERIMENTAL PROCEDURE 

Key alloys were prepared using high purity Mg ingot of 99.8%, Ca with 99%, and Nd with 

99.6% all supplied by Alfa Aesar® Company.  These samples were initially made using a 

non-consumable tungsten electrode in an arc-melting furnace that was water cooled in a 

copper crucible. To ensure uniformity, the samples were crushed and remelted three to four 

times.  Later, the samples were melted at least three times in an induction furnace using 

Tantalum crucible. To make up for the evaporation losses, extra magnesium (approximately 

10 percent) was added. Utilizing an Ultima2 inductively coupled plasma optical emission 

spectrometer, the exact global composition was discovered (ICP-OES). By averaging the 

composition of three separate parts from each sample, the true composition was calculated. 

The deviation the from original composition was found to be negligible in most cases. The 

actual compositions of the key alloys are shown in Figure 2. The alloys were wrapped in 

tantalum foils, encapsulated in an argon-purged quartz tube and annealed for four weeks at 

400°C. Using a Hitachi S-3400N SEM with EDS, the phase compositions, phase relations, 

and homogeneity ranges were investigated. With a 2 m probe size, 15 kV accelerating 

voltage, and 50 nA probe current, samples were analysed. 

The XRD patterns were obtained using a PAN analytical X’pert Pro powder X-ray 

diffractometer with CuKα radiation. The XRD spectrum was acquired from 20 to 90° 2θ 

with a 0.02° step size. X-ray diffraction study of the samples was carried out using X’Pert 

High Score Plus Rietveld analysis software. Si was used as an internal calibration standard 

for correcting the zero shift and specimen surface displacement which are the most serious 

systematic errors in x-ray powder diffraction patterns. The crystal structure data of the 

binary compounds were taken from Pearson's crystal structure database [22]. 

 

Figure 2. critical alloys' actual compositions and the locations of solid solutions in Gibb's 

triangle for Mg-Ca-Nd system at 400°C. 
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3. RESULTS AND DISCUSSION 

To study the solubility ranges of the binary compounds, several alloys were prepared and 

annealed at 400°C for four weeks. The annealed alloys were then quenched in cold water to 

maintain the microstructure present at the annealing temperature. In the current research, six 

selected alloys prepared in the ternary system are discussed. The locations of these alloys 

are shown in Figure 2. The actual composition obtained from ICP and phase identification 

of the key alloys determined by SEM/EDS and XRD are summarized in Table 1. Figure 3 

(a-c) shows the backscatter electron (BSE) images of the sample #1, #2 and #4. To determine 

the composition of the equilibrated phases and to identify them, the alloys underwent 

SEM/EDS spot analysis. XRD analysis was performed to identify and to verify the crystal 

structures of the phases contained in the alloys. The unit cell parameters, lattice volume and 

phase, composition determined by XRD results are presented in Table 2. The phase relations 

obtained by SEM/EDS shows great consistency with those obtained by XRD. 

Table 1. Actual sample compositions with phase composition determined by XRD results 

3.1 Solubility study of Mg2Ca phase 

The binary Mg2Ca has the C14 type hexagonal structure [22] with P63/mmc (194) space 

group and the Pearson symbol is hP12. It has a MgZn2 prototype with 12 atoms in the 

primitive unit cell where Ca atoms in the 4f Wyckoff position and Mg atoms on 2a and 6h 

Sample 

No. 

Actual 

composition 
identified by 

ICP 

(at %) 

Phase identification Composition of phase 

by SEM/EDS (at.%) 

Composition of phase 

by Rietveld analysis 
(at.%) 

 M

g 

C

a 

N

d 

By SEM By XRD Mg Ca Nd Mg Ca Nd 

1 90 5 5 

Mg Mg 100 0 0 100 0 0 

Mg2(Ca,Nd) Mg2(Ca,Nd) 66.67 31.7

3 

1.6 66.6 31.6

4 

1.7 

Mg41(Nd,Ca

)5 

Mg41(Nd,Ca

)5 

88.85 3.83 7.32 88.6 3.85 7.47 

2 65 30 5 

Mg41(Nd,Ca
)5 

Mg41(Nd,Ca
)5 

89.14 2.01 8.85 88.5 1.8 9.7 

Mg2(Ca,Nd) Mg2(Ca,Nd) 65.57 31.6

3 

2.8 66.6 30.6

7 

2.66 

Mg3(Nd,Ca) Mg3(Nd,Ca) 75.0 1.0 24.0 75.0 1.0 24.0 

3 42 45 13 

Mg(Nd,Ca) Mg(Nd,Ca) 47.62 8.69 43.70 48 8.5 43.5 

Mg2(Ca,Nd) Mg2(Ca,Nd) 65.46 25.5

8 

8.96 66.6 24.3

3 

9.0 

Ca Ca 0 100 0 0 100 0 

    Mg(Nd,Ca) Mg(Nd,Ca) 49.13 8.60 42.27 48 8.5 43.5 

4 50 30 20 Ca Ca 0 100 0 0 100 0 

    
Mg2(Ca,Nd) Mg2(Ca,Nd) 66.67 24.6

3 

8.7 66.6 24.3

3 

9.0 

    Mg(Nd,Ca) Mg(Nd,Ca) 47.76 7.48 44.76 48 7.5 44.5 

5 20 40 40 Ca Ca 0 100 0 0 100 0 

    (Nd) (Nd) 0 0 100 0 0 100 

6 40 20 40 Mg(Nd,Ca) Mg(Nd,Ca) 47.66 7.50 44.85 48 7 45 

    Ca Ca 0 100 0 0 100 0 
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Wyckoff sites. The atomic coordinates are 4f (0.333,0.667,0.562), 2a (0,0,0) and 6h 

(0.169,0.338,0.250). The EDS spot analysis revealed the substitution of Ca by Nd at constant 

Mg concentration of 66.67 at. %.  Rietveld analysis of the samples annealed at 400°C for 

four weeks also shows that, Mg2Ca forms a linear substitutional solid solution where Nd 

replaces Ca in 4f position and the Mg concentration remains constant.  In order to understand 

this mechanism of substitution and the maximum and minimum solubilities of Nd in Ca, key 

alloys #1, #2 and #3 were prepared. The XRD patterns of these alloys are presented in Figure 

4. The key alloy #1 is in a three-phase region consisting of Mg+Mg2Ca+Mg41Nd5. Figure 

3(a) shows the SEM micrograph of this sample. The solubility of Nd in Mg2Ca for sample 

#1 was obtained as 1.6 at.%. This value is consistent with those reported by Fei et al. [19], 

who reported the solubility value as 1.24 at.%. SEM micrograph of the key alloy #2 is 

presented in Figure 3 (b). This alloy is also located in a three-phase region: Mg41Nd5 + 

Mg2Ca+ Mg3Nd. The solubility of Nd in Mg2Ca was determined to be 2.8 at.%. Figure 3 (c) 

shows the BSE image of sample #3. The key alloys #3 and #4 are present in the same 

triangulation Mg2Ca+Ca+MgNd and show consistent solubility values. The solubility limit 

of Nd in Mg2Ca is found to be 8.56 at. % by SEM and 9.0 at.% by Rietveld analysis and is 

given by key alloys #3 and #4.  The values of unit cell parameters and lattice volume are 

presented in Table 2.  

The characteristics of the unit cell are reduced by replacing Ca with Nd, which has a slightly 

smaller atomic radius. This is clearly indicated by the shifting of peaks towards higher 2θ 

values from sample 1 to 3 following the Bragg's Law (Figure 4). In addition, the values of 

lattice parameters are compared with the standard values of the lattice parameters of Mg2Ca 

binary compound taken from Pearson's crystal database [22].  The linear variation of lattice 

parameters of Mg2Ca and occupancy of Ca with decreasing concentrations of Ca is presented 

in Figure 5. Least square approximation was used to establish the relations between unit cell 

parameters and Ca concentration. The substitution of Ca by Nd is found to be linear obeying 

the Vegard's Law, thereby clearly indicating the formation of substitutional solid solution. 

Table 3 describes the refined crystal structure parameters, the occupancies and the reliability 

factors of all the solid solutions present in the system. The decrease in the value of the 

reliability factors is also in favour of the well refined unit cell parameters. The coordination 

spheres and dynamic atomic substitution of Ca by Nd in the 4f Wyckoff position is shown 

schematically in Figure 6.  

Table 2. Actual sample compositions with unit cell parameters, lattice volume and phase 

composition determined by XRD results. 

Sample 
No. 

Actual composition 
identified by ICP 

(at.%) 

Phase identification Unit cell parameters and lattice volume 

 Mg Ca Nd  a(Å) c(Å) Vol.(Å3) 

1 90 5 5 
Mg 3.223 5.219 46.950 

Mg2(Ca,Nd) 6.24 10.123 341.357 

Mg41(Nd,Ca)5 14.803 10.422 2283.96 

2 65 30 5 
Mg41(Nd,Ca)5 14.789 10.411 2276.72 
Mg2(Ca,Nd) 6.228 10.037 333.485 

Mg3(Nd,Ca) 7.399 7.399 405.060 

3 42 45 13 Mg(Nd,Ca) 3.884 3.884 58.592 



 

 

 

 

 

 

 

 

6 

 

Figure 3. (a-c). BSE images of alloy  #1, #2 and #3 all annealed at 400°C for four weeks. 

 

Figure 4. XRD pattern of key alloy  #1, #2 and #3 all annealed at 400°C for four weeks. 
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Figure 5. Variation of lattice parameters and occupancy for Mg2Ca with Ca concentration 

where progressive substitution of Ca by Nd decreases the cell parameters a, c and volume 

and Occupancy of Ca. 

* Values obtain by Mg2Ca binary compound from Pearson's Crystal structure database [21] 

 

 

Figure 6. The coordination spheres of dynamic atomic substitution of Ca by Nd in the 4f 

atomic coordinates 
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Table 3. Refined crystal structure parameters of the solid solutions. 

*
Reliability factors: s is the goodness of fit, Rwp is the weighted summation of the residuals 

of the least-squares fit and Re is the statistically expected value. 

3.2 Solubility study of Mg41Nd5 phase  

In the Mg-Nd binary system, Mg41Nd5 is the richest binary compound in Mg content. Like 

other Mg41RE5 phases, it has a tetragonal structure (tI92-Ce5Mg41 type) [1]. Mg41Nd5 has 92 

atoms in the unit cell as presented in Table 2. Key alloy #1 and #2, which were used for the 

solubility study of Mg2Ca could also be used for the study of solubility limits of Mg41Nd5. 

Sample 

No. 
Phase 

Wyckoff position 

 
Occupancy (%) 

Reliability Factors* 

Re Rwp s 

1 

Mg2(Ca,Nd) 

Mg1 2a 100 

11.84 16.68 1.98 

Mg2 6h 100 
Ca 4f 94.9 

Mg41(Nd,Ca)5 

Mg1 16i 100 

Mg2 16i 100 

Mg3 16i 100 

Mg4 8h 100 

Mg5 8h 100 

Mg6 8h 100 
Nd1 8h 100 

Mg7 8f 100 

Mg8 2a 100 
Nd2 2a 34.4 

2 

Mg2(Ca,Nd) 

Mg1 2a 100 

12.38 13.47 1.18 

Mg2 6h 100 
Ca 4f 92 

Mg41(Nd,Ca)5 

Mg1 16i 100 

Mg2 16i 100 

Mg3 16i 100 
Mg4 8h 100 

Mg5 8h 100 

Mg6 8h 100 
Nd1 8h 100 

Mg7 8f 100 

Mg8 2a 100 

Nd2 2a 50 

3 

Mg2(Ca,Nd) 

Mg1 2a 100 

11.69 13.25 1.28 

Mg2 6h 100 
Ca 4f 73 

Mg(Nd,Ca) 
Nd 1b 84 

Mg 1a 96 

4 

Mg2(Ca,Nd) 
Mg1 2a 100 

15.31 16.46 1.16 

Mg2 6h 100 

Ca 4f 81 

Mg(Nd,Ca) 
Nd 1b 90 
Mg 1a 96 

5 Mg(Nd,Ca) 
Nd 1b 90 

15.25 16.52 1.17 
Mg 1a 96 

6 Mg(Nd,Ca) 
Nd 1b 94.7 

13.01 21.84 2.82 
Mg 1a 95.5 
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Similar to Mg2Ca, Mg41Nd5 also undergoes linear solid substitution, where Ca substitutes 

Nd in the 2a (0,0,0) position. 

The key alloy #1 was determined to be in a three-phase region Mg + Mg2Ca + Mg41Nd5. 

The maximum solubility of Ca in Mg41Nd5 is found to be 3.83 at. % by SEM and 3.85 at.% 

by Rietveld analysis. This value of solubility was found consistent with that of Fei et al. 

[19], who reported the value to be 3.57 at.%. The key alloy #2 also belongs to a three-phase 

region Mg41Nd5 + Mg2Ca + Mg3Nd as discussed previously, yielding a solubility value of 

Ca of 2.8 at.%. The XRD pattern for the two key samples is shown in Figure 4. In this case, 

there is a slight shifting of peaks towards lower values of 2θ with the increase in Ca content. 

This could be explained from the fact that, since Ca atoms are slightly larger than Nd, their 

substitution results in increasing the interplanar distance, hence resulting in peak shifts 

towards lower values of 2θ in accordance with Bragg's Law. The values of lattice parameters 

are presented in Table 2 and their variation with Nd concentration is shown in Figure 7. The 

dynamic substitution of Nd by Ca in the 2a Wyckoff position is presented in Figure. 8. 

 

Figure 7. Variation of lattice parameters and occupancy with Nd concentration where 

progressive substitution of Nd by Ca decreases the cell parameters a, c and volume and 

increase the occupancy of Nd. 

* Values obtain by Mg41Nd5 binary compound from Pearson's Crystal structure database 

[21] 
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Figure 8. The coordination spheres of dynamic atomic substitution of Nd by Ca in the 2a 

atomic coordinates 

 

3.3 Solubility study of MgNd phase  

The MgNd phase has a ClCs prototype with cubic crystal structure and Pm-3m (221) space 

group [1]. It has Mg in 1a position with coordinates (0,0,0) and Nd in 1b position with 

coordinates (0.50,0.50,0.50). This is the only binary phase in this ternary system which 

undergoes complex substitution, where Ca replaces both Mg of 1a position and Nd of 1b 

position. Key alloys #4, #5 and #6 were used to study this complex solid solution. Figure 9 

shows Rietveld analysis of key alloy #4, #5 and #6 all annealed at 400°C for four weeks.  

The key alloy #4 is located in a three-phase region of Mg2Ca + MgNd + Ca. From this key 

alloy, the maximum solubility limit of both Nd in Mg2Ca and Ca in MgNd were established. 

The maximum solubility limit of Ca in MgNd in this region was found to be 8.6 at. % (Table 

1). The key alloy #5 also represents a three-phase region MgNd + Ca + (Nd). This alloy 

gives the solubility limit of Ca in MgNd to be 6.8 at.% in the Nd rich side of the ternary 

phase diagram. In addition, the key alloy #6 is in a two-phase region of Ca and MgNd. The 

solubility of Ca in this region is obtained as 7.5 at. % showing tie-line relationship of the 

two phases: Ca and MgNd. From the SEM/EDS results and Rietveld analysis of key alloys 

#4, #5 and #6 (Table 1), it could be verified that with the addition of Ca atoms, the 

concentrations of both Mg and Nd decrease.  Since the atomic size of Ca is larger than both 

Mg and Nd, there is an increase in volume and lattice parameter a with an increase in Ca 

concentration. The dynamic substitution of Mg and Nd are represented in Figure 10.  

 

Nd – 2a Nd, Ca – 2a
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Figure 9. XRD pattern of key alloy #5, #4 and #6 all annealed at 400°C for four weeks 

 

Figure 10. The coordination spheres of dynamic atomic substitution of Ca by Nd with 

different atomic coordinates 
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3.4 The Mg3Nd phase 

The Mg3Nd phase has a BiF3 prototype with cubic crystal structure and Fd-3m (225) space 

group [1]. It has Mg1 in 4b position with coordinates (0.50,0.50,0.50), Mg2 in 8c position 

with coordinates (0.25,0.25,0.25) and Nd in 4a position with coordinates (0,0,0). The phase 

Mg3Nd was found to have negligible solubility of Ca in it. For example, in key alloy #2, the 

solubility of Ca was found to be 1.0 at.% in Mg3Nd (Table 2), which is within the 

instrumental error of SEM/EDS. These results are in confirmation with those of Fei et al. 

[19], who found the solubility of Ca in this phase at 0.24 at.%. XRD patterns of key alloy 

#2 also confirms that there is no shifting of peaks or changes in lattice parameters for this 

phase. The sliced section of Fourier difference map of Mg3Nd at all possible atomic 

coordinates at [0 1 0] plane for key alloy #2 is presented in Figure 11. The Wyckoff position, 

section and coordinate details are presented in table 4. The Figure 11a shows the Mg1-4b 

atomic site which was sliced at y = 0.50 level, where the electron density for this position 

was expected to be maximum. Similarly, the Mg2 and Nd sites were sliced at y = 0.25 

(Figure 11b) and y = 0.0 (Figure 11c) levels, respectively.  The uniform distribution of 

electron densities at these positions clearly indicated the absence of any substitution.  

Table 4. Wyckoff position, coordinates and slicing levels for Fourier maps of Mg3Nd  
Wyckoff position coordinates slicing level  

x y z 

Mg1-4b 0.50 0.50 0.50 y = 0.50 

Mg2-8c 0.25 0.25 0.25 y = 0.25 

Nd-4a 0 0 0 y = 0.0 

 

 

Figure 11. (a-c). Fourier maps of Mg3Nd at (a) Mg1 (b) Mg2 and (c) Nd atomic 

coordinates. 

4. SUMMARY 

SEM/EDS and XRD were used to investigate the homogeneity ranges of three binary 

compounds in the Mg-Ca-Nd system, extending to ternary. The XRD pattern of the six 

annealed alloys was carried out by Rietveld analysis. In case of Mg2Ca and Mg41Nd5, linear 
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substitutions were formed and their lattice parameters were found to obey the Vegard's law. 

MgNd was found to form complex substitutional solid solution, while Mg3Nd had negligible 

solubility. The extended solubilities of the binary compounds as obtained from the 

SEM/EDS spot analysis were found consistent with those obtained from the Rietveld 

analysis. The dynamic substitution at different atomic coordinates by the substituting atoms 

in the coordination spheres is also presented. Based on these results, the solubility limits of 

these compounds extending to the ternary are established.  
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Abstract 
 

Today’s law enforcement personnel are regularly spotted with body protection vests. These 

vests assist them in coping with a variety of threats like from small firearms and others 

originating from the edge of a sharp metal piece. Light weight and ability to offer better 

mobility to the wearer, have made soft body armour a preferred choice. The work here 

presents a numerical study of low velocity impact response on one such soft body armour, 

prepared as a woven fabric. A multi-layered dimension-wise graded woven fabric is 

developed using CAD software SolidWorks 2020 and its performance against stab threats is 

investigated using impact simulations on commercially available FE tool ABAQUS CAE 

2019. The investigation involved subjecting the fabric to the standardized energy level E1 

(24J) - defined as per the National institute of justice (NIJ) standard 0115 - for a range of 

attack angles and observing dissipation of energy brought in by the impactor into different 

forms. The material for yarns is Kevlar 29 while the impactor is considered as a perfect rigid 

body. There are three key observations: first, in case of oblique angle impacts, stress and 

strain distributions are observed to be asymmetric as compared to normal impacts and with 

increase in obliquity, tendency of yarn slippage increased. Second, for energy dissipation, at 

higher oblique angles, lower plastic dissipation of energy is observed whereas for frictional 

energy dissipation, higher oblique angles resulted in higher frictional energy dissipation. 

Third, the frictional dissipation energy has a non-linear relationship with inter-yarn 

coefficient of friction. The simulation depicted that the frictional dissipation energy rose 

with smaller µ, reached a peak value, in this case, at µ = 0.45, and then decreased with 

further increase in µ. This is attributed to the fact that high inter-yarn friction could lead to 

premature yarn breakage, reducing the energy absorption capacity of the fabric. This highlights 

the importance of administering the inter-yarn coefficient of friction, especially for refining 

the energy dissipation. 

Keywords. Graded woven fabric, Body protection vest, Low-velocity impact, NIJ standard 

0115.00, ABAQUS/Explicit 

1. INTRODUCTION 

Wars have been around since the beginning of the humankind, trying to protect oneself and 

to keep others at bay, humans looked towards weapons. Initially the weapons were made 

from wood clay and stones, but as the time progressed and other materials started to surface, 

mailto:sahilkashyap.nr@gmail.com
mailto:vivekmnnit01@gmail.com
mailto:ashutosh@mnnit.ac.in
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humans started using them in upgrading their weapons like after discovery of metals, the 

spearheads and arrowheads which were made from stones were upgraded to one’s made 

from metals, similar upgradation happened throughout. With wars and weapons evolving, 

the need for a body protection shield was felt. 

Initial body protection clothing was made from basic materials like wood, clay etc., it all 

changed once the metals were discovered. With properties like malleability, the metals could 

be rolled and hammered into body armour suits which provided decent protection to the 

wearer. It all again changed when gunpowder was discovered, all the earlier developments 

made for protection against threats like swords, spear and arrows were left useless against 

these new high-speed firearms. Now the body protection industry again pivoted, the armour 

developed were in shape of a vest which supplemented the protection by guarding the 

ribcage and back, by a solid metal plate. This continued till the 1970’s until p-aramid 

materials like Kevlar were developed. These newly developed synthetic fibres showed 

strength to weight ratio 4-5 times higher than that of steel. So, because of all these properties, 

also coupled with light weight, these became an epicentre of body protection research 

industry(Nayak et al., 2017). 

Protection clothing can be classified in 2 categories, hard body armour and soft body armour. 

Hard body armours are supplemented using metal or other ceramic material plates, which 

comprise different piles in protective clothing. They are used by personnel in operations for 

protection where high-speed high-calibre bullets are involved. These are bulky and hinder 

the wearer's mobility. On the other hand, soft body armour is developed by bringing together 

different plies formed of p-aramid fabric, making it light and comfortable for the wearer, 

these soft body protection vests compliment mobility of the person wearing it. Police 

personnel, prison guards etc., prefer these soft armours against threats from small firearms 

like handguns or from any edged object. Soft body armour can be developed using various 

techniques like knitted, woven, non-woven etc, and each technique can be implemented with 

help of different patterns. The study here focuses on stab resistant behaviour of one such 

soft body armour prepared as woven fabric. Woven fabrics are widely accepted for body 

protection clothing. Woven fabric provides, when compared to non-woven and knitted 

structure, better packing of yarns. With their advantages, they also possess certain 

shortcomings, as they are formed due to interlacing arrangement of warp and weft yarns 

because of this arrangement crimp is formed. This crimp is the wavy nature of yarns, because 

of this crimp, yarns develop buckling tendencies when put under compressive loads such as 

during the action of stabbing, it may happen that the yarns might slip during such an event 

and can result in injury to wearer. This problem of slipping can be overcome by tightly 

stacking the yarns into the weave, when the weave is finer it improves the stab resistance 

behaviour but also can’t be too tight as flexibility will be compromised. Soft body armour 

prepared as woven fabric have shown to be implemented with many techniques like with 

modification of yarn surface and using different weave patterns (Usman Javaid et al., 2019; 

Hameed et al., 2021), but Abhijit majumdar et al., (2014) research work focused on the 

impact performance of soft composite with Kevlar-STF. It was noted that the STF coating 

improved the energy absorption of the soft composite. Similar findings were made by M. J 

Decker et al. (2007), this research work focused on Kevlar fabric and nylon cloth, 

impregnated with shear thickening fluid of equal area density for stab resistance. The 

standard drop tower test was performed and it was noted that the STF addition significantly 

boosted the stab resistant performance of fabric. Rajesh Mishra et al. (2014), prepared a 
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model of woven Fabric in SolidWorks and then simulated the impact on Ansys workbench, 

the parameters of deformation, strain and stress were noted on the fabric it was observed 

that the deformation in the 3D Kevlar epoxy composite was maximum when compared to 

others. The literature available on protection against threats be it low or high velocity, clearly 

indicates the body protection clothing available for protection against ballistic impacts may 

not necessarily perform when subjected to stab threats or vice versa (Nayak et al., 2017).  

After going through the literature, factor influencing stab resistant behaviour can be listed 

under following categories as below. 

a. Impactor related characteristics like geometry, size, point of impact, angle of 

impact etc.,  

b. Fabric related characteristics like material property, friction, weave pattern, fabric 

density etc.  

Upon going through the literature, it was observed that most of the research carried out 

related to this low velocity impact study, has been done with impactor positioned to attack 

at perfectly normal to the target area, but in actual scenario the probability of perfect normal 

impact is very slim. Also, it was noted that even though a lot of research is available on 2D 

fabric weaves but the performance a multi-layered fabric is yet to be explored in details. In 

the study here, an attempt has been made to address these, the study focuses on development 

of a multi-layered plain-woven fabric and a P1 knife impactor according to the National 

institute of Justice (NIJ) standard 0115.00, and investigation of the stab resistant behaviour 

of the prepared woven fabric when subjected to oblique angles of attack by the knife at E1 

energy level according to the NIJ standard 0115.00. It was also noted that friction between 

yarn-yarn and knife-yarn plays an important role in dissipation of kinetic energy brought in 

by the impactor, an attempt has been made here to study the change in frictional energy 

dissipation by varying coefficient of friction in model. 

2. PREPARATION OF MODEL 

2.1     Preparation of geometry of woven fabric and knife 

The geometry of both the woven fabric and knife were prepared on commercially available 

CAD tool SolidWorks 2020. Impactor was developed in accordance with the specifications 

provided in NIJ standard 0115.00 for single cutting-edge impactor (i.e., P1 type). 

Figure 1. P1 type impactor 

Preparation of woven fabric was done with fabric thread density of 7.5 per centimetres for 

both weft and wrap and linear density is taken as 158 tex. For calculation of strength 
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parameters, a single yarn is taken and tested experimentally. It is important to note that when 

the yarn is tested it has a circular shaped cross section but when this same yarn is weaved 

into a fabric the compression forces make the cross section into lenticular shaped. For this 

study same arcs of curvature are assumed for lenticular cross section. All geometrical 

parameters are calculated using equations.  

 
𝐿 =

2

𝑡ℎ𝑟𝑒𝑎𝑑 𝑑𝑒𝑛𝑠𝑖𝑡𝑦
 (1) 

 
𝑏 =

𝐹𝑎𝑏𝑟𝑖𝑐 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠

4
 (2) 

 

𝑥 =
𝐿

4
 (3) 

 Rm=
𝑥2+𝑦2

2𝑏
 

 

(4) 

 𝑅𝑖 = 𝑅𝑚 - b 

 
(5) 

 a = (2𝑏𝑅𝑖 − 𝑏2)1⁄2 

 
(6) 

Where L is yarn path wavelength, Rm is radius of the arc of yarn path, Ri is radius of the 

arc of yarn cross section, a is half of the width and b is half of the height of cross section of 

yarn. Based on equation 1- 6 following geometrical parameters are calculated for 

development of woven fabric geometry. 

Table 1. Geometrical parameters for woven fabric development 

 

Kevlar 29 is considered for the material assignment of the yarns with properties listed in 

Table 3. The yarns are modelled with the assumption that they are comprised of homogenous 

material and rather than being orthotropic, they are considered to be isotropic in nature, the 

reason behind this is that when energy absorption was considered, there was only a slight 

difference due to orthotropic nature and this difference was incomparable with other 

energies being absorbed upon impact.  

 

Layer 

no. 

L b x 𝑅𝑚 𝑅𝑖 a 

1 6 0.255 1.50 4.4400 4.1850 1.40 

2 6 0.235 1.50 4.8129 4.5779 1.40 

3 6 0.215 1.50 5.2383 5.0233 1.40 

4 6 0.195 1.50 5.7707 5.5757 1.40 

5 6 0.175 1.50 6.4468 6.2718 1.40 
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2.2   Description of Finite element model  

The geometric model created as described above, was imported into ABAQUS CAE 2019 

for further analysis. The problem was solved using the explicit dynamic solver of the 

ABAQUS 2019. The fabric (yarns) was meshed with the help of a user defined mesh (Fig 

4) with 8 node brick C3D8R type elements whereas the knife was considered as a discrete 

solid and was meshed using R3D4. 

 

Figure 2. Iso-metric view and cross section of prepared Woven fabric 

A) Impactor 

It’s important to note that this study is carried out at E1 energy level according to the NIJ 

standard 0115.00, which is 24 ±0.5 Joules. Now the kinetic energy can be considered as 

𝐾. 𝐸 = 0.5 𝑚 𝑉2             (7)                         

 Where m is the mass of the P1 type knife used here, which is considered to be 1.8 kgs and 

V is magnitude of velocity, which upon simple calculation comes up to be nearly 5.164 

m/s.The knife is assumed to be rigid solid and since this analysis involves oblique impacts, 

the velocity is defined as a vector as shown below 

�⃗� = 𝑉𝑥𝑖̂ + 𝑉𝑦𝑗̂ + 𝑉𝑧�̂�                          (8) 
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Where Vx, Vy and Vz are components in x, y and z axis respectively. 

 

Figure 3. Orientation of components of velocity vector 

Where θ is angle of obliquity, based on above orientation, values of components of velocity 

for different oblique angles of impact is listed below  

Table 2. Components of velocity of impactor 

θ Vx Vy Vz |𝑽| 

0° 0 -5163.98 0 5163.98 

15° 0 -4988.02 1336.54 5163.98 

30° 0 -4472.11 2581.99 5163.98 

45° 0 -3651.49 3651.49 5163.98 

*All values are in mm/s    

(B) Fabric 

Friction plays an important role in energy dissipation in these kinds of woven fabrics, two 

kinds of friction are considered in the above model, 1 between yarn and yarn the other being 

between yarn and knife surface, this study also carries out an investigation with variation of 

coefficient of friction to see how the energy absorption is affected by this variation. This 

study proceeds further by ignoring inter fibre friction because, as generally yarns are made 

of multiple fibres but in this study the yarn is considered to be made up of a continuous and 

isotropic material, also the inter fiber friction contributes to very negligible amount of energy 

being absorbed, so it is not considered here. For plastic behaviour of yarns and failure 

modelling, Johnson-cook model is considered after ignoring the effects of temperature 

softening on material with total elongation being 4%, along with tensile strength of 3.5 GPa 

taken as a failure criteria for a yarn. All parameters of J-c model are listed in table 3. 

Table 3. Material properties 

volumetric density 1440 kg/m
3
 

Young’s modulus 93.5 GPa 
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Poisson ratio 0.35 

A 3500 MPa 

B 3560 MPa 

n 1 

m 0 

Melting temperature 0 K 

Transition temperature 0 K 

Fracture strain 0.04 

Stress triaxiality -0.333 

Strain rate 2000 s
-1

 

Fracture energy 74.674 N/mm 

To facilitate the friction between yarn-yarn and knife-yarn, a penalty-based contact 

algorithm is provided by ABAQUS/Explicit finite element package and effect of friction on 

stabbing performance of woven fabric using analysed by different coefficient of friction. 

Referring to boundary condition of the problem, all degrees of freedom are constrained at 

all the four edges of the fabric and a fixed edge boundary condition is modelled, in ABAQUS 

this is done using encastre condition. 

. 

Figure 4. Represents the meshed view of yarn with C3D8R element 

3. RESULTS AND DISCUSSIONS 

3.1 Effects of obliquity of stabbing impact on woven fabric  

When knife is attacked normal to fabric, the deformation shape XYZ, surrounding the 

impact area stay symmetrically. This deformation leads to strains which in turn leads to 

stresses, it’s easy to conclude both stresses and strains in case of a normal impact would be 

same on both the sides i.e., XY and YZ sides. But in case of angle of attack being at any 

oblique angle the deformation shape becomes X’Y’Z’. It can be noted that X has moved to 

X’, Y to Y’ and Z to Z’, it can be easily understood that with high oblique angle the 

asymmetry will also be higher.  
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Figure 5. Comparison of knife attack on a yarn at normal and oblique angles of impact 

In case of a normal impact, strains on both sides will be symmetric hence would cause a 

normal reaction to pass through knifes reference axis. This will not be the case when angle 

of attack is anything expect normal, because with obliquity some asymmetry in deformation 

will be observed. It can be understood that ƐX’Y’ < ƐY’Z’, where Ɛ represents strain. This 

translates to a stress asymmetry with side Y’Z’ experiencing higher stress when compared 

to X’Y’, finally this induces a non-uniform force which is experienced by the knife. 

(A) Effect on displacement (slippage) of warp and weft yarns with changing θ 

The investigation performed here focuses on considering different angles of attack i.e., θ, to 

study the slipping of warp and weft fibres. This was done by selecting surrounding nodes of 

both warp and weft yarns in close proximity of impact zone and tracing their path throughout 

the simulation. The results obtained (Figure 6) show that with higher obliquity angle θ the 

slipping increases, as discussed earlier when the impactor impacts the yarn vertically, the 

strains generated in the surrounding of the impact point are symmetric and the reaction force 

experienced by the knife is along its axis of travel, but when the impact angle changes the 

strains are no longer symmetric, which create different stresses in nearby by region. 

 

 

                                          

 

 

 

 

 

 

Figure 6(a). Slippage of warp and weft yarns 
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.                                    Figure 6 (b). Slippage of warp and weft yarns 

Moreover, initially the primary yarns do not perforate immediately they try to move in the 

direction of the projectile. This creates a tendency in the secondary yarns present underneath 

the primary ones to slip, which is countered by the presence of friction between the yarns. 

As the angle of attack that is the angle of obliquity is increased, the strain and stress 

distribution’s asymmetric character increases, so at high oblique angles knife drives yarns 

without perforating, causing them to slip by overcoming inter-yarn friction, and hence it can 

be concluded that, if obliquity is increased the tendency to slip will also increase. 

(B) Effects on energy dissipation 

The kinetic energy brought in by the impactor has to be dissipated as soon as possible to 

improve performance of the fabric, dissipation of energy is a phenomenon which involves a 

lot of variables. Here energy dissipation in fabric is mainly categorised as Elastic Strain 

energy absorbed by the fabric, the plastic strain dissipated and energy dissipated because of 

friction. 

• Effect of elastic strain energy absorbed and plastic energy dissipated 

During impact the primary yarns experience a stretching because of this stretching elastic 

strain energy starts getting absorbed by the fabric, when this phenomenon continues there 

comes a point when the yarns enter plastic deformation and depending upon the material 

property, the fracture happens. The amount of strain energy stored within the fabric is 

majorly decided by the number of yarns participating in the impact.  

It can be noted that plastic energy dissipation in the beginning would be zero (Fig 7) it would 

continue to be zero for some time, until the yarn enters plastic deformation zone once the 

yarn enters plastic deformation zone the plastic energy dissipation starts rising it will 

continue to rise until the yarns fail. Upon failure the plastic energy becomes constant. It can 

be noted that the plastic energy dissipation is lowest for high oblique angles like 30° and 45° 

this is because plastic energy dissipation will be higher if the impact involves more number 

of yarn in impact, as more yarn to store energy,  as discussed in the previous section where 

the displacement of warp and weft yarn is shown, it was evident that at impact angle of 45°, 

the maximum displacement (slippage) of warp and weft occurred, so those yarns got away 

from the zone and were not strained till later and hence the plastic dissipation is lower. 

Similar reasoning can be applied for others to understand the trend of graph (Fig 7). 
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Figure 7. comparison of plastic dissipation at various θ 

 

• Effect of frictional dissipation energy 

When the impact occurs in the primary yarns longitudinal wave fronts and transverse wave 

fronts are generated longitudinal wave travel within that same plane and transverse wave 

travel out of the plane i.e., in the direction of impactor. Because woven fabric is formed due 

to interlacing arrangements of yarns at crossovers, frictional contact is higher and in 

ABAQUS, tangential contact and hard normal contact properties are given in interaction 

section to accommodate this. Majorly in this model two types of friction are responsible for 

frictional energy dissipation  

a) yarn and yarn and b) between yarn and impactor.  

When angle of attack θ is 0° the chances of impactor sliding over yarn are very slim, but 

when the obliquity is introduced this changes. In the plot (Fig 8) it can be seen that for 45° 

the frictional energy dissipation is maximum this can be attributed to the fact that was 

explained earlier frictional energy depends upon yarn-to-yarn friction and also on yarn to 

and knife fiction so as 45° impact involves slipping of yarn at maximum, this shows the 

friction induced will be higher that is why frictional energy dissipation can be seen as 

maximum. 

 

Figure 8. Comparison of frictional energy dissipation at various θ 
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(C) Knife travel and penetration into the fabric 

The knife travel and penetration into the fabric is the most important parameter in 

determining the stab resistant property of the fabric. The knife travel here was calculated by 

selecting a node at the tip of the knife and plotting its journey through the entire simulation 

process. Knife penetration is a complex phenomenon and is dependent on a lot of factors 

like the energy dissipation, yarn slippage discussed in previous sections. 

Because of the minimum dissipation of energy in the case of 45°, it is quite evident that 

fabrics performance at an obliquity of 45° impact of the knife is the poorest. The results 

obtained (fig 9) after plotting of the curve are in accordance with our hypothesis. 

 

 

Figure 9.  Comparison of Knife travel  

3.2   Effect of coefficient of friction on energy dissipated by fabric 

The performance of a protective clothing is substantially affected by its frictional behaviour. 

Factors influencing textile friction behaviour can be divided into fiber friction, yarn friction 

and fabric friction. As discussed earlier the fibre friction is not considered here, the other 

two factors are explored here.  

Upon impact in woven fabric two kinds of wavefronts are generated longitudinal and 

transverse, the longitudinal wavefront is the fast-travelling wavefront, travelling in primary 

yarns, is responsible for stretching of yarns and it travels away from the impact zone i.e. 

within the plane, at a wave speed √(𝐸/ƿ), where E is young’s modulus and ƿ is the density 

of material, it can be noted it is independent of speed of the impactor whereas the transverse 

wavefront travels along the projectile, it is the slower wavefront and takes impact out of the 

plane. Now as woven fabric is formed because of interlacing arrangement of the yarns, there 

are crossover regions present, where warp and weft yarns overlap, this is where inter yarn 
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friction comes into play majorly. When the impact occurs, primary yarns are stretched and 

tensile stresses are induced in them, at crossover region these interact with secondary yarns, 

present orthogonal to these, secondary yarns are deformed and are subjected to stresses and 

strains, which results in stress distribution to a large extent and more energy is dissipated. In 

ABAQUS tangential contact and hard normal contact properties are given in interaction 

section to accommodate this frictional contact. This study used the developed woven fabric 

with impactor positioned at θ=0° for observing the changes in frictional dissipation energy 

when coefficient of friction is varied between yarn-yarn. The simulation results (Fig 10) 

shows that initially frictional dissipation energy rose with smaller µ, reached a peak value 

and then came down with further increase in µ. This can be attributed to the fact that, high 

inter-yarn friction can lead to premature yarn breakdown, reducing the energy absorption 

capacity of the fabric. So as a result, good control of inter-yarn frictional coefficient is crucial 

to improve the energy dissipation capability of the fabric. When the µ between yarns 

surpasses a certain level, the energy dissipated by the fabric will come down, in this case the 

peak value for max dissipation is µ = 0.45 

 

Figure 10. Frictional dissipation for different value of coefficient of friction 

4. CONCLUSION 

The stab resistant behaviour of the fabric was simulated and studied for effects of impact at 

oblique angles, the material assigned during simulation was Kevlar 29 for yarns, while 

impactor was considered as rigid. Along with effects at oblique angle impacts, the stab 

resistant behaviour of the fabric was also closely observed with variation of inter yarn 

coefficient of friction. It was noted that in case of oblique angle impact, stresses and strains 

were not symmetrically distributed as they were in case of normal impact. For different 

angles of impact, the phenomena of warp and weft yarn slippage was examined, it was noted 

that higher oblique angles caused higher slippage. The energy coming in through the 

impactor was considered as kinetic and its dissipation was mainly observed as elastic strain 

energy absorbed, plastic energy dissipation along with frictional energy dissipation. It was 

noted that for higher obliques angles plastic dissipation of energy was lower whereas for 

frictional energy dissipation, it was seen that for high oblique angles frictional energy 
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dissipation was higher. It was also concluded that among all the cases of oblique angle 

impacts simulated here, highest knife travel within the fabric i.e., penetration, was observed 

at θ=45°, yarn slippage was considered a major factor for it. Similarly, when the frictional 

dissipation energy was observed, with different inter yarn coefficient of friction, simulation 

results showed that initially frictional dissipation energy rose with smaller µ, reached a peak 

value and then came down with further increase in µ. This was attributed to the fact that, 

high inter-yarn friction can lead to premature yarn breakdown, reducing the energy absorption 

capacity of the fabric, in this case the peak value for maximum dissipation was µ = 0.45. 

This stressed the importance for good control of inter-yarn frictional coefficient to improve 

the energy dissipation capability of the fabric. It is important to note that this work was 

carried out during covid 19 lockdown on a relatively limited capable workstation, improved 

results maybe obtained on a highly capable workstation. 
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Abstract 
 
Several past earthquakes study suggest that earthquake have had a significant impact on the 

network system as well as considerable catastrophic effects on human life, buildings, bridges 

and economy. Hilly buildings are more susceptible to severe damage under lateral forces 

(earthquake ground motion) as compared to buildings in plains, as they are irregular and 

unsymmetrical in horizontal and vertical planes and torsionally coupled. Past earthquakes 

like Kangra (1950), Tokachi-Oki-Japan(1968) and Uttarkashi-India(1991) have proved that 

the buildings located near the edge of stretch of hills or sloping ground suffered severe 

damages. In this paper, the seismic behaviour of a G+4 Reinforced Concrete (RC) building 

is being compared considering two conditions viz. (i) resting on plain terrain and (ii) resting 

on sloping ground. The seismic design of the building has been performed as per IS 1893 

(Part I): 2016 and the ductile detailing provisions have been considered as per IS 13920: 

2016. The modelling and analysis of the buildings have been done in ETABS. Plastic hinges 

have been assigned to the frame elements to incorporate the nonlinear behaviour. A 

nonlinear static pushover analysis has been performed for the buildings and the capacity 

curve and ductility demand have been determined. It has been observed that there is a change 

in the dynamic characteristics and increase in the vulnerability along with variation in 

ductility demand of the buildings resting on slope. The results obtained from the present 

study will help in evaluating the seismic performance and risk of failure of the hilly 

buildings. 

Keywords. RC building; pushover; ductility; seismic; performance. 

1. INTRODUCTION 

The rapid urbanization and economic growth in hilly region has accelerated the real estate 

development, as an impact of this population density increased enormously in hilly region, 

which leads to the construction of multi-storeyed buildings on sloping ground [1]. The 

scarcity of plain terrain compels the construction activities to be done on sloping ground [2]. 

Varied configurations of buildings in hilly areas results the buildings to be highly irregular 

and asymmetric, due to the variation in mass and stiffness distributions on different vertical 

axis at each floor [3,4]. In this study the main focus is the comparison of the seismic 

behaviour of a G+4 RC building having two different conditions viz. (i) resting on plain 

terrain and (ii) resting on sloping ground [6]. All the seismic design considerations are being 

considered as per the IS 1893 (Part I) [5]: 2016 and the ductile detailing provisions have 

been considered as per IS 13920: 2016 [7]. The modelling and analysis of the buildings have 
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been done in ETABS [10]. Models are being compared on the basis of their time periods, 

mass participation ratios, base shear, column forces, storey drifts, capacity curve and 

ductility demand [8,9,11]. The results obtained from the present study will help in evaluating 

the seismic performance of the hilly buildings. 

2. OBJECTIVES OF WORK 

• To study the comparison of the seismic behaviour of a G+4 RC building having 

two different conditions viz. (i) resting on plain terrain and (ii) resting on sloping 

ground on the basis of their time periods, mass participation ratios, base shear, 

column forces, storey drifts. 

• A nonlinear static pushover analysis has been performed for the different models 

and the capacity curves and ductility demands have been determined. 

3. DESCRIPTION OF BUILDING 

Plan area- 16m X 16m                                                                Number of storey-5  

Height of bottom story- 4m and all other 

stories- 3m                  

Total height of building- 16m  

 

Cross-section of the column- 300mm X 

300mm               

Cross-section of the beam- 230mm X 

300mm  

Thickness of the slab- 150mm                                            Grade of Concrete- M25  

Grade of Steel- HYSD500                                                      Weight density of brick - 20kN/m3 

Roof Live load- 1.5kN/m2       Live load- 3kN/m2 

Sloping ground angle-15o  

SEISMIC DATA  
 

Seismic zone-V                                                                             Zone factor-0.36 

Importance factor-1                                                                       Response reduction factor-5 

Function damping ratio- 0.05                                                        Soil type- II (Medium Soil) 

4. MODELLING 

MODEL 1: G+4 Reinforced Concrete (RC) building resting on plain terrain. (Figure 1) 

Figure 1. Plan, Elevation and 3D (Model 1) 
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MODEL 2: G+4 Reinforced Concrete (RC) building resting on sloping ground with one 

extra slab at the plinth level so that the space can be utilized (Figure 2). 

Figure 2. Plan, Elevation and 3D (Model 2) 

5. ANALYSIS AND RESULTS 

5.1. Time Period 

Building acts as an inverted pendulum and has been considered as lumped mass system. One 

lumped mass get increased with increase in the storey. When earthquake occur building start 

vibrating under forced vibration and when earthquake completes then building vibrates as 

free vibration and vibrates at natural frequency. The time required to complete one complete 

cycle of oscillation when it was disturbed and left free is called natural time period. Natural 

time period is inverse of natural frequency. It depends on mass and stiffness of the building. 

Time period for Model 1 and Model 2 is presented in Table 1.     

Tn = 2𝝅√m/k 

Table 1. Time period for model 1 and model 2 

Mode Time Period(sec) 

Model 1 Model 2 

1 1.124 1.58 

2 1.124 1.578 

3 0.984 1.397 

4 0.354 0.492 

5 0.354 0.491 

6 0.311 0.437 

5.2. Mass Participation Ratio 

The percent of structural mass that is participating in a given direction and mode is known 

as the mass participation ratio. The ration for Model 1 and Model 2 is given in Table 2 and 

3 respectively.  
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Table 2. Mass participation ratios for model 1 

 

Mode UX UY RZ 

1 0.894 0.00001354 0 

2 0.00001354 0.894 0 

3 0 0 0.8958 

4 0.0805 0.00001162 0 

5 0.00001162 0.0805 0 

6 0 0 0.0794 

Table 3. Mass participation ratios for model 

 

 

 

 

 

 

 

 

5.3. Base Shear 

The total amount of shear acting in a lateral direction on all the storeys of a building is known 

as the Base Shear of the building. Base shear plays a crucial role while selecting the type of 

foundation. Stronger foundations are required when the base shear of a building is as high 

as compared to low base shear. The following expression is used for the calculation of base 

shear: 

Vb = Ah x W 

Where Ah= Design horizontal seismic coefficient for structure.  

W= Seismic weight of the building. 

Table 4. Base shear for model 1 and model 2 

Model Base Shear 

X-direction (kN) Y-direction (kN) 

Model 1 468.65 468.65 

Model 2 240.64 238.13 

Mode UX UY RZ 

1 0.0075 0.893 0.0088 

2 0.9017 0.0075 0.00000429 

3 0.00004003 0.0086 0.9011 

4 0.0021 0.0688 0.0002 

5 0.0692 0.0021 0 

6 0.000004542 0.0005 0.0705 



 5 

5.4. Column Forces 

Comparison of forces on 5 exterior columns of both the models is presented in Table 5. 

Table 5. Column forces in exterior columns of model 1 and model 2 

Colum

n 

Model 1 Model 2 

P 
(kN) 

M2 

(kN-m) 

M3 

(kN-m) 

P 
(kN) 

M2 

(kN-m) 

M3 

(kN-m) 

1 334.7348 46.137 46.7623 342.7071 51.1434 58.0688 

2 611.6728 44.2977 57.172 810.923 38.466 23.2983 

3 609.6403 44.3312 56.4659 818.2662 41.7977 20.6865 

4 607.8509 44.4752 56.8283 820.5263 38.5937 17.6855 

5 334.7239 46.4941 53.8438 443.8706 31.4064 15.9027 

5.5. Storey Drift 

As we have discussed in this paper, the building acts as a spring mass system. In which the 

floor level acts as a mass and the columns impart stiffness to the structure. When a seismic 

load acts on the structure, each mass vibrates differently depending on the location and 

amount of its mass value. The relative displacement between two adjacent storeys is known 

as storey drift. Storey drift for Model 1 when response spectrum in X and Y-direction is 

presented in Figure 3 and Table 6 and in Figure 4 and Table 7 respectively. Storey drift for 

Model 2 when response spectrum in X and Y-direction is presented in Figure 5 and Table 8 

and in Figure 6 and Table 9 respectively.  

For Model 1 

 

 

 

 

                       Storey Elevation Location X-Dir Y-Dir 

 M    

Roof 16 Top 0.000518 0.000008 

Storey4 13 Top 0.000882 0.000008 

Storey3 10 Top 0.001185 0.000007 

Storey2 7 Top 0.001434 0.00001 

Story1 4 Top 0.001415 0.000009 

Base 0 Top 0 0 

 
Figure 3. Storey drift for model 

1 when response spectrum in    

X-direction 

 

Table 6. Storey drift values for model 1 when 

response spectrum in X-direction 
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For Model 2 

   

 

 

 

 

Story Elevation Location X-Dir Y-Dir 

 M    

Roof 16 Top 0.000008 0.000518 

Story4 13 Top 0.000008 0.000882 

Story3 10 Top 0.000007 0.001185 

Story2 7 Top 0.00001 0.001434 

Story1 4 Top 0.000009 0.001415 

Base 0 Top 0 0 

 

Table 7. Storey drift values for model 1 when 

response spectrum in Y-direction 

 

Figure 4. Storey drift for model 

1 when response spectrum in    

Y-direction 

 

 

 

Storey 
Elevation Location X-Dir Y-Dir 

 M    

Roof 20.288 Top 0.000833 0.00016 

Storey4 17.288 Top 0.001553 0.000259 

Storey3 14.288 Top 0.002142 0.000312 

Storey2 11.288 Top 0.002668 0.000364 

Storey1 8.288 Top 0.003011 0.000441 

Base 4.288 Top 0 0 

4 3.216 Top 0 0 

3 2.144 Top 0 0 

2 1.072 Top 0 0 

1 0 Top 0 0 

 
Figure 5. Storey drift for model 

2 when response spectrum in    

X-direction 

 

Table 8. Storey drift values for model 2 when 

response spectrum in X-direction 
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5.6. Capacity Curve 

The non-linear behaviour of the structure can be shown by the Capacity Curve or Pushover 

Curve. It is the load deformation curve of the base shear and the horizontal roof displacement 

of the building. Capacity curve for model 1 when response spectrum in X and Y-direction 

is presented in Figure 7 and 8 respectively. Capacity curve for model 2 when response 

spectrum in X and Y-direction is presented in Figure 9 and 10 respectively. 

For Model 1 

 

 

Storey Elevation Location X-Dir Y-Dir 

 M    

Roof 20.288 Top 0.000214 0.000895 

Storey4 17.288 Top 0.000374 0.001674 

Storey3 14.288 Top 0.000489 0.002316 

Storey2 11.288 Top 0.000602 0.002897 

Storey1 8.288 Top 0.000785 0.003388 

Base 4.288 Top 0 0 

4 3.216 Top 0 0 

3 2.144 Top 0 0 

2 1.072 Top 0 0 

1 0 Top 0 0 

 

Figure 6. Storey drift for model 

2 when response spectrum in    

Y-direction 

 

Table 9. Storey drift values for model 2 when 

response spectrum in Y-direction 

 

 

 

 
Figure 7. Capacity Curve for 

model 1 when response spectrum 

in X-direction 

 

Figure 8. Capacity Curve for 

model 1 when response spectrum 

in Y-direction 
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For Model 2 

5.7. Performance Point 

The intersection point between the capacity spectrum and the demand spectrum at a given 

damping ratio is termed the Performance Point. It is the maximum inelastic capacity of the 

structure. Performance point for model 1 when pushover analysis in X and Y direction is 

presented in Figure 11 and 12 respectively and for module 2 is presented in Figure 13 and 

14 respectively. 

For Model 1 

 

  

Figure 9. Capacity Curve for 

model 2 when response spectrum 

in X-direction 

 

Figure 10. Capacity Curve for 

model 2 when response spectrum 

in Y-direction 

 

 

Point 

Found 
Yes T secant 2.43 sec 

Shear 
740.7828 

kN 
T effective 2.407 sec 

Displacemen

t 
46.634 mm Ductility Ratio 1.668543 

Sa 0.029309 Effective Damping 0.0686 

Sd 42.991 mm Modification Factor 0.980907 

 

Figure 11. Performance point for model 1 when pushover analysis in X-direction 
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For Model 2 

 

 

 

Point 

Found 
Yes T secant 2.43 sec 

Shear 
743.2573 

kN 
T effective 2.409 sec 

Displaceme
nt 

46.688 mm Ductility Ratio 1.672114 

Sa 0.029313 Effective Damping 0.0688 

Sd 43.015 mm 
Modification 

Factor 
0.982096 

 

Figure 12. Performance point for model 1 when pushover analysis in Y-direction 

 

Point Found Yes T secant 2.305 sec 

Shear 756.6875 kN T effective 2.316 sec 

Displacemen

t 
37.443 mm Ductility Ratio 1.519953 

Sa 0.026431 Effective Damping 0.0617 

Sd 34.873 mm Modification Factor 1.00973 

 

Figure 13. Performance point for model 2 when pushover analysis in X-direction 

 

Point Found Yes T secant 2.323 sec 

Shear 
770.4671 

kN 
T effective 2.335 sec 

Displacement 
37.701 

mm 
Ductility Ratio 1.567648 

Sa 0.025992 
Effective 

Damping 
0.0638 

Sd 
34.843 

mm 

Modification 

Factor 
1.010133 

 

Figure 14. Performance point for model 2 when pushover analysis in Y-direction 
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6. CONCLUSION 

In the present paper, the seismic analysis of a G+4 Reinforced Concrete (RC) building has 

been done considering the building is resting on plain and hilly terrains. The seismic design 

of the building has been performed as per IS 1893 (Part I): 2016 and the ductile detailing 

provisions have been considered as per IS 13920: 2016. The following conclusions can be 

drawn. A. The time period of the building resting on hilly slope is found to be higher than 

the same resting on plain ground which might be due to additional flexibility because of 

unsymmetrical configuration in the former case. B. The base shear for the hilly building is 

found to be lesser than the same resting on plain ground which might be due to increased 

flexibility in the former case. C. The storey drift is found to be higher in case of hilly terrain 

building than the building resting on plain ground. However, for both the buildings, the drifts 

are within the desired limit as per IS:1893-2016 code. D. The ductility demand of the 

building resting on hilly terrain is higher than the same resting on plain ground which might 

be due to unsymmetrical configuration in the former case. 
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Abstract 

In rotating machinery, unbalance creates excessive vibration and causes a catastrophic or 

sudden system failure. Unbalance is produced inside the system due to shaft deformation, 

inhomogeneity in material, and manufacturing tolerance. This current study proposed an 

experimental approach to identifying unbalance in the rotor-bearing system. The dominant 

peak is obtained at the first and multiple harmonics of the shaft frequency. It is seen from 

the pilot experiments the vibration amplitude increases as speed increases. Also, defect 

frequency corresponds to the first harmonics of the shaft's rotating speed, which conforms 

to the theoretical results. The Adaptive Neuro-Fuzzy Interface System (ANFIS) is 

implemented to classify multiple fault presents in the rolling element bearing. ANFIS reveals 

good fault classification over multiple fault classes of vibration data with an accuracy of 

91.66 %. 

Keywords: Rotor Bearing System, Unbalance, ANFIS, Defect 

1. INTRODUCTION 

Rotating machines are found in a wide variety of applications, including power plants, 

marine propulsion systems, aviation engines, machine tools, vehicles, home products, and 

futuristic micro- and nano machines. In modern engineering, the design trend for such 

systems is toward lighter weight and supersonic speeds. A precise estimate of the rotor 

system's dynamic properties is critical when developing any form of machinery. In real 

machines, rotors may display many defects at the same time, such as unbalance, rotor bow, 

crack, and misalignment, either during continuous operation or at the start of manufacturing 

of the various components due to design issues or during assembly of the rotor system setup.  

Any disobedience on the part of machinery causes huge damage to the entire system as well 

as significant financial loss. As a result, researchers have focused their efforts on detecting 

defects with maximal accuracy. 

At present, different fault finding techniques have been introduced for rolling bearing, such 

Zhang et al. [1] investigated the compound faults of vibration signatures of gearbox using 

mailto:prasadshinde7174@gmail.com
mailto:ramchandra.desavale@ritindia.edu
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genetic algorithm. Also, vibration characteristics were analyzed by energy operator 

demodulating, and vibration signals of bearing and gears were effectively studied. Jing [2] 

studied vibration signals of several defects using the blind source separation approach. This 

method effectively identified the compound defects. Li et al. [3] studied a vibration response 

of compound faults in the gears and bearing uses nonlinear feature extraction with blind 

source separation. The results obtained are more effective for the multi-fault diagnosis for 

bearings and gears. Tang et al. [4] considered the compound fault of roller bearing using the 

variational mode decomposition. The compound defects are separated effectively for the 

analysis of the individual components. Also, experimental results were carried out to validate 

the results, and this shows that the technique is more reliable to study compound defects. 

Jiang et al. [5] applied empirical wavelet transform to rolling element bearing vibration 

signals to identify compound faults. Experimentation was performed on rolling bearing for 

combine faults to validate the empirical wavelet transform-duffing oscillator results, and 

this shows that the method proposed was more reliable.  

At present, number of methods and techniques are available for fault identification in rolling 

element bearing, such as Wavelet Transform-based [6-8], mode decomposition-based [9, 10] 

methods, and intelligent composite fault diagnosis methods [11, 12]. Many authors use the 

dimensional analysis approach, neural network approach, ANFIS, etc., to study the fault 

characteristics of rotor-bearing systems. [13-26]. Intelligent algorithms, such as neuro-fuzzy 

classifiers and support vector machines, are frequently used as popular methods for 

compound fault diagnosis since they can effectively classify different types of fault data. 

From the literature findings, most of the research is going on in vibration analysis with 

localized defects. But there is a comprehensive scope to study multiple faults in the rotor-

bearing system that needs to be investigated. 

The current paper proposes a duo study of unbalance response of the vibratory system and 

fault classification using the Adaptive Neuro-Fuzzy Interface System (ANFIS) for the 

rotating system.  

2. ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM (ANFIS) 

For improvement in the accuracy of complex system analysis, Jang created an ANFIS 

approach. ANFIS is a data-learning technique that transforms a given input into a desired 

output. It is based on a fuzzy inference model. This method encompasses various 

membership functions, fuzzy logic operators, and conditional rules. 

The statistical features retrieved from a vibration characteristics were used as input ANFIS 

classification models in this investigation. 

The output of the fuzzy inference system is subjected to the first-order polynomial. Using 

IF-THEN rules in human cognitive systems, the ANFIS technique creates a neural-fuzzy 

system. Membership functions can be better represented and identified using the system’s 

entry point. As a result, ANFIS has been developed to incorporate both the advantages of an 

artificial neural network and a fuzzy reasoning system. 

ANFIS architecture shows two inputs and a single output with five layers of neurons in 

Figure1. 
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The first layer denotes the fuzzyfying layer, in which each neuron is an adaptable node made 

up of premise parameters. The second layer denotes the product layer, or the implication 

layer indicates a product of inputs. The normalizing layer function is to normalize the weight 

functions indicated by layer 3. Layer 4 is defined as a defuzzyfing layer whose nodes or 

neurons are adaptive. All the input is into a single neuron representing an output or results 

represented by layer 5.  

 
Figure 1. ANFIS Architecture 

 

2.1 Feature Extraction 

The obtained data is extracted in five features: peak value, crest factor, RMS, Range, and 

standard deviation. 

The details of these features are given below, 

• Root mean square (RMS) -This function measures the total level of a discrete 

signal.  

RMS =  √
1

M
∑ 𝑓𝑛

2

M

m=1

 

• Peak value (𝝆) 

The peak value is the highest acceleration measured in its amplitude.  

P =  
1

2
[𝑓𝑛𝑚𝑎𝑥 − 𝑓𝑛𝑚𝑖𝑛] 

• Crest factor(𝝇) 

The crest factor is the contrast between peak and RMS acceleration. This 

measurement can identify accelerant bursts even though the signal RMS remains 

unchanged.  

Crest Factor =
P

RMS
 

• Standard deviation (𝛔) 

The standard deviation is a quantity that expresses the distribution’s variability or 

the divergence of signals from the mean.  

σ= (
1

N−1
∑ (𝑓𝑛 − 𝑓)2M

m=1 )
2

 

• Range (𝛄) - The difference is between the high and low extremes.  
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3. EXPERIMENTATION  

For the rotor-bearing setup, the dynamic response of the test setup is investigated by taking 

unbalanced mass and shaft speed into account. Figure 2 shows a schematic view of 

experimental. The setup consists of an unbalance disc supported by a shaft between two ball 

bearings driven at operating speed by a DC motor via a dimmer stat.  

 

 
 

Figure 2. Experimental Setup 

To measure vibration signals, Adash VAPro 4400 Fast Fourier transforms (FFT) with an 

accelerometer of the piezoelectric type was placed on the test bearing housing. The ball 

bearing specifications mentioned in Table 1 are used for experimentation. The deep groove 

ball bearing is mounted on the pedestal carrying a shaft. The mild steel shaft of 600 mm in 

length and 40 mm in diameter is used for experimentation. The unbalance disk is attached 

to the shaft, and variable unbalances are created throughout the experiment. The 1 HP DC 

motor is used to rotate the shaft with the help of a dimmer stat. Stat jaw coupling is used to 

attach the motor shaft and bearing shaft. The proximity sensor is used for the speed 

measurement of the shaft.  

The different combination of bearing speed and unbalanced mass was simulated between 

500 rpm to 1300 rpm. A total of 25 trials were conducted to acquire vibration signals and 

defect frequencies.  

 

 

 

 

 

 

Table 1. Bearing Specifications 

Bearing - SKF 6209-K 

d- Bearing Inner Dia. - 45 mm 

D- Bearing Outer Dia. - 85 mm 

No. of Balls (N)- 9 

Diameter of balls- 9 mm 
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4. RESULTS AND DISCUSSION 

4.1 Influence of Unbalance on Vibration Characteristics 

The figure 3 to 6 shows frequency response spectra of vibratory setup under the influence 

of unbalance present in system. The unbalance of 25 gm to 125 gm is considered for 

experimentation. 

 

  
 

Figure 3. Vibration response at 700 rpm 

and 25 gm of unbalance mass 

 

Figure 4. Vibration response at 900 rpm 

and 75 gm of unbalance mass 

Figure 3 shows a vibratory response at 25 gm unbalance and 700 rpm speed of shaft. The 

vibration amplitude recorded at the first harmonics of the shaft frequency is 0.898 mm/s, 

which corresponds to the first harmonic of the shaft frequency. The defect frequency is 

closely matches with the experimentally obtained frequency. Figure 4 shows a vibration 

response for trial 75 gm of unbalanced mass and shaft rotational speed of 900 rpm. The peak 

amplitude of vibration is obtained at 1×fs is 1.18 mm/s. The significant peak is obtained at 

15 Hz, matching the theoretical study. 

  
 

Figure 5. Vibration response at 1100 rpm 

and 100 gm of unbalance mass 

Figure 6. Vibration response at 1300 rpm 

and 125 gm of unbalance mass 
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This trial was conducted with a shaft unbalance of 100 gm and a 1100 rotor speed. The 

vibration plot for the above test is given in Figure 5. The dominant peak occurs around 18.3 

Hz, close to the first harmonic of the shaft frequency. Other distinct low amplitude spikes 

are also observed at different frequencies.  

The frequency response plot for unbalance mass of 125 gm and shaft speed of 1300 rpm is 

observed in Figure 6. The significant peak is observed at 21.5 Hz which is of amplitude of 

3.4 mm/s. 

 

Table 2. Vibration Response of all trials 

Speed 25 gm 50 gm 75 gm 100 gm 125 gm 

RPM Vibration Amplitude (mm/s) 

500 0.566 0.598 0.784 0.854 0.902 

700 0.898 0.927 0.997 1.09 1.29 

900 0.945 1.02 1.18 1.49 1.58 

1100 1.415 1.59 1.65 2.07 2.35 

1300 1.894 2.354 2.89 3.17 3.4 

Similarly all other trials are conducted for various speeds and unbalance mass and vibration 

amplitude is reported in Table 2.  

 

 
Figure 7 Influence of unbalance mass on vibration amplitude 

Preliminary experimentation was performed successfully in the range of 25gm-125gm and 

the speed range of 500 rpm to 1300 rpm, as shown in Table 3. It is observed from the pilot 

experiments that amplitude of vibration increases as speed increases. Also, defect frequency 

corresponds to the shaft’s rotating speed fs, which conforms to the theoretical results.  
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4.2 Fault Classification  

A five bearing faults classes are considered for ANFIS, viz. unbalance, outer race fault, 

misalignment, inner race fault, and clearance. Overall, 60 fault cases are trained and tested 

in ANFIS. 80% of data is used for training, and 20% is utilized for testing. The details of 

ANFIS parameters are provided in table 3. 

 

 

Table 3. ANFIS Parameter 

No of Membership functions 5 

Optimization method Linear 

Type of membership functions Trimf 

Table 4 compares the performance of the ANFIS using statistical measures such as root mean 

square error (RMSE) and correlation coefficient (R). These characteristics are typically 

expressed in terms of predicting error, which is defined as the difference between the 

observed and predicted values. 

Table 4. ANFIS Results 

Accuracy 91.67 

R 0.9775 

RMSE 0.4978 

 
Figure 8. Confusion Matrix 

The correlation coefficient (R) of 0.9775 and root mean square error (RMSE) of 0.4978 is 

acquired using data classification. Figure 7 shows a confusion matrix that offers an actual 

class vs. a predicted class. The 60 fault cases are considered, 55 fault cases are predicted 

correctly, and five are wrongly classified. ANFIS gives a 91.66 % of fault classification 

accuracy. 
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5. CONCLUSION 

The current study proposes a duo study of unbalance response of the vibratory system and 

fault classification using the Adaptive Neuro-Fuzzy Interface System (ANFIS) for the 

rotating system.  

The results obtained are summarized as follows,  

1. It is observed that as unbalanced mass with shaft speed increases, the amplitude of 

vibration increases.   

2. Experimental defect frequencies closely match the theoretical defect frequencies 

that validate the experimental investigation.   

3. The linear nature of vibration is observed as an increase in unbalanced mass, which 

changes the system's dynamics.   

4. Adaptive Neuro-Fuzzy Interface System (ANFIS) classified 55 fault cases out of 

60 fault cases with a 91.66 % of classification accuracy over multiple fault cases.  

The current work can be extended with the application of convolutional neural network 

(CNN), support vector machine (SVM), K- nearest neibour network (KNN).  
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Abstract 

The current work examines how input factors affect the surface quality of AISI 4340 steel 

while cutting the material with a parallel textured cutting tool. A copper electrode with a 

diameter of 500 m is used to create textures on the rake face of the tool that are parallel to 

the cutting edge. The distance between two consecutive lines is maintained at 100 m, while 

the line depth is maintained at 50 m. Cutting speed, feed rate, and depth of cut are taken into 

consideration as input parameters. The response parameter is chosen to be surface quality. 

The Taguchi L9 approach is used to optimize the parameters to enhance the quality of the 

surface. The contribution of each parameter to surface quality is determined using ANOVA. 

Results discovered that feed rate has maximum contribution on surface quality with 61.71% 

followed by depth of cut with 24.31% contribution, and cutting speed with 14.06% 

contribution. Confirmation experiment shows an improvement in surface roughness by 

19.21% when it is compared with experiment number one of Taguchi L9 OA. 

Keywords. ANOVA; Parallel Texture; Surface Roughness; Taguchi  

1. INTRODUCTION 

Nowadays, demand for materials possessing rich surfaces is rapidly increasing in market 

because of their excellent performance characteristics. Turning is a metal cutting process in 

which material is removed from a rotating surface using single-point tool to get desired 

surface quality. Turning process is shown in Figure 1. 

 

Figure 1. Turning process [1] 

Cutting tools used for this purpose are generally made up of High-speed steel, ceramics, 

carbide, diamonds, cubic boron nitride, etc. Turning of alloy steel such as AISI 4340 steel is 

mailto:manjarimalviya1997@gmail.com
mailto:sonkar.sunil@gmail.com
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a challenging task since excess friction and adhesion at tool-chip interface increases the 

temperature of cutting area leading to high tool wear, reduction in tool life, and also reduces 

surface quality. Thus, cutting tool should be modified in such a way that it produces a better-

turned surface. Surface texturing is relatively a new application that overcomes above-stated 

drawbacks by introducing different textures such as vertical, parallel, and dot at flank or rake 

face of tool inserts. Surface texturing reduces cutting forces, increases load-carrying 

capacity, and improves wear resistance and surface quality. Textured tools reduced tool chip 

contact thereby reducing cutting forces, cutting temperature, and coefficient of friction [2]. 

Gap provided between grooves in textured tools helped in reducing heat at surface of tool of 

titanium alloy, thus reducing cutting temperature [3]. Textures produced on rake face helped 

reduce friction on tool surface and also reduced cutting forces [4]. Turning was performed 

on annealed 1045 steel and 6061 aluminum workpieces using an isotropic parallel textured 

tool with a width and depth of 100µm produced on rake face and a significant decrease in 

feed rate and improvement in surface quality were found [5].  Effect of different textured 

tools on built-up edge formation and tool wear while machining carbon steel concluded that 

textured tools helped in destabilizing BUE resulting in a better surface quality [6]. Impact 

of built-up edge formation on surface quality with orthogonal cutting tests on titanium alloy 

was investigated. It was found that effect of BUE on surface roughness changes according 

to cutting speed and uncut chip thickness.  Better surface values were also found at cutting 

speed = 62m/min [7]. Influence of rake angle of milling cutter on quality of TB17 was 

investigated. Researchers concluded that surface quality increases with rake angle [8]. 

Textures produced on rake face of tool reduced friction coefficient and improved lubrication 

of tool [9]. There are no certain guidelines made for producing surface textures and thus, 

input parameters can be optimized only by trial-and-error method [10]. 

Type of surface texturing greatly influences turning parameters and surface roughness of 

hard materials and alloys. Texturing of tools helped in improving wear resistance by 

reducing cutting zone temperature and also caused a reduction in machining forces [11]. 

Less BUE was found on tool edge having texture grooves 45º inclined to cutting edge [12]. 

Textured tools improved surface quality, tool wear, and cutting zone temperature as 

compared to conventional tools [13]. Therefore, demand for textured tools is rapidly 

increasing in market as it helps in reducing manufacturing costs, yields higher productivity, 

and also safeguard health of operators and environment. In present study, surface quality of 

AISI 4340 steel is evaluated with a parallel textured cutting tool. Taguchi L9 OA is used 

with input parameters considered as cutting speed, feed rate, and depth of cut while surface 

roughness is considered as response parameter. Optimum results are verified by performing 

validation experiments. 

2. LITERATURE REVIEW  

Many researchers have found that textured tools significantly help in reducing surface 

roughness. A comparative analysis between spot and dimple textured tools at different 

cutting speeds showed that spot-textured cutting tools produced better surface quality than 

dimple and conventional tools [14]. Authors found that parallel textured tools produced 

lesser wear than non-textured tools. It was also found that textured tools produced better 

surface quality and lower cutting temperature [15]. In another study, surface roughness of 

steel was compared and analyzed by three different types of textures that were vertical, 
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parallel, and dot with a non-textured tool. It was concluded that surface quality improved at 

high values of cutting speed for all types of texturing [16].  

When cutting AISI 420 steel, the effects of changing turning parameters such cutting speed, 

feed rate, and depth of cut were examined. Results showed that feed rate, which contributed 

80.71% to surface quality, was the most important element [17]. Studying the impact of 

turning parameters on the surface roughness of AISI 4140 steel revealed that feed rate had 

the greatest influence on the quality, whilst cutting speed and depth of cut had the least. 

Additionally, it was found that increasing feed rate causes surface roughness to rise [18]. It 

was found that with cutting speed = 350m/min and feed rate = 0.15mm/rev, surface quality 

improved. It was also revealed that surface quality deteriorates at a higher feed rate [19]. 

Optimum condition for reducing surface quality of AISI 1045 steel was found as cutting 

speed = 116m/min, feed rate = 0.06mm/rev, and depth of cut = 0.25mm. Authors also 

inferred that surface roughness improves at a lower feed rate [20]. 

For obtaining high productivity and low manufacturing costs, industries need to operate in 

perfect conditions. Taguchi methodology is very useful for optimizing machining 

parameters and producing good quality and cheaper products. It is the most effective 

approach for solving complex problems as it makes use of an orthogonal array that studies 

parametric space with less experiments. Therefore, researchers utilized this approach in 

many research papers and optimal results provided by this approach showed a significant 

improvement in all types of responses. When Taguchi L9 OA was utilized during turning of 

AISI D3 steel, it was found that feed rate had maximum contribution on surface roughness 

[21].  Taguchi L9 OA was used on turning parameters like cutting speed, feed rate, and depth 

of cut during machining of SS-304 steel with carbide tools. After result analysis, best 

combination was found at cutting speed = 350m/min, feed rate = .12mm/rev, and depth of 

cut = .40mm [22]. Based on Taguchi optimization technique, at cutting speed = 90m/min, 

feed rate = .15mm/rev, and depth of cut = .5mm, improvement in surface roughness was 

seen to be 244% when compared with initial setting [23].  Minimum value of surface 

roughness of 52100 hardened alloy steel was achieved at optimum condition of cutting speed 

= 140m/min, feed rate = .08mm/rev, and depth of cut = .19mm [24]. 

3. EXPERIMENT DETAILS 

3.1. Materials 

AISI 4340 steel is selected as a workpiece for experiment. AISI 4340 steel is widely used in 

manufacturing industries as it possesses high hardness and can be machined by all 

conventional techniques. Dimensions of workpiece are taken as diameter = 25mm and length 

= 78mm. Composition of workpiece in terms of weight% is shown in Table 1.  

Table 1.  AISI 4340 steel composition 
Component C Mn P S Si Ni Cr Mo Fe 

Weight (%) .38-.43 .6-.8 .035 .035 .15-.35 
1.65-

2.00 
.7-.9 .2-.3 Bal. 
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3.2. Machine tool and cutting tool 

All experiments are performed on a lathe machine. Its specification is listed below: 

Range of spindle speed: 45-800 rpm 

Height of centers: 200mm 

Diameter of a hole through spindle: 41mm 

Required H.P.: 2 HP (1.5 KW) 

Cutting tool inserts used for experimentation are carbide with ISO designation of E10-TH20. 

A ZNC 25 EDM machine with a capacity of 250L is used for making parallel textures on 

rake face of tool as shown in Figure 2. Copper electrode with a diameter of 500µm is used 

for making lines parallel to cutting edge. Distance between two successive lines is kept at 

100µm and depth of lines is kept at 50µm. Parallel textures produced by EDM are depicted 

in Figure 3(a) and dimensions of parallel textures are depicted in Figure 3(b). These textured 

inserts are then brazed on a left-hand cutting tool holder. A TR200 surface roughness is used 

to measure the surface roughness of workpiece. To minimize variation in surface roughness, 

each experiment is performed three times and average surface roughness is considered.  

Experimental setup in actual condition is shown in Figure 3(c). A minimum of three 

experiments at each level are performed to minimize variability. Pilot experiments are 

performed and a range of machining parameters is identified. Factors and their levels (Table 

2) are selected and Taguchi L9 OA is used (Table 3). Degree of freedom (DF) is calculated 

by equation (3.2) [25]  

DF =  [(level −  1)  +  (level −  1)  ×  (level –  1)  +  1]     (3.2) 

Surface roughness values obtained for all nine experiments are then converted into S/N ratio 

which is further utilized for obtaining optimum level as well as to perform ANOVA analysis. 

Taguchi L9 OA and surface roughness values are provided in Table 3. S/N ratio (Table 3) is 

solved by equation (4.1). 

   

Figure 2. Texturing performed on EDM 
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                       (a)                                          (b)                                              (c) 

Figure 3: (a) Parallel textures produced by EDM; (b) Dimensions of parallel 

texture (c) Turning performed on AISI 4340 by parallel textured cutting tool 

 

Table 2. Factors and levels 

Factors Symbols 1 2 3 

Cutting speed (m/min) V 80 100 120 

Feed rate (mm/rev) f .16 .20 .24 

Depth of cut (mm) t .25 .50 .75 

Table 3. Experimental results for L9 OA on parallel-texture 

Trial No. Input Conditions Parallel-textured S/N ratio 

V (m/min) f (mm/rev) t (mm) Ra(µm) 

1 1 1 1 2.732 -8.7296 

2 1 2 2 1.784 -5.0278 

3 1 3 3 3.997 -12.0346 

4 2 1 2 1.213 -1.6772 

5 2 2 3 2.468 -7.8469 

6 2 3 1 3.784 -11.5590 

7 3 1 3 1.171 -1.3711 

8 3 2 1 2.214 -6.9035 

9 3 3 2 2.512 -8.0003 
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4. RESULT AND DISCUSSION 
 

In this section, results obtained from Taguchi L9 OA are analyzed in form of ANOVA and 

average value of S/N ratio. Confirmation experiments are performed to verify feasibility of 

the experiments. 

4.1. Taguchi Method  

Taguchi is a method of optimization in which parameters are optimized by using S/N ratio. 

It is calculated by using equation (4.1) [13] and values obtained are presented in Table 3. 

𝐒/𝐍 =  −𝟏𝟎 𝐥𝐨𝐠 [
𝟏

𝐧
 ∑ 𝐲𝐢

𝟐

𝐧

𝐢=𝟏

] (4.1) 

Here, yi = observed response, n = number of trials. 

4.2. ANOVA analysis 

S/N ratio (Table 3) is used for calculating ANOVA in sum of squares (SS), their adjusted 

values, F-ratio, and percentage contribution. ANOVA results are shown in Table 4. 

Graphical representation of percentage contribution is shown in Figure 4. Variation of S/N 

ratio for each level is shown graphically in Figure 5.  

Table 4. ANOVA analysis 

Parameters DF Adj SS Adj MS F-ratio PC (%) 

V 2 15.10 7.548 1 14.06 

f 2 66.25 33.127 4.387 61.71 

t 2 26.01 13.00 1.722 24.31 

Pooled error# -- 15.10# 7.548 -- -- 

Total 6 107.36 -- -- -- 

Table 5. Average S/N ratio at each level 

Mean V f t 

Level 1 -8.5973 -3.9259* -9.0640 

Level 2 -7.0277 -6.5927 -4.9017* 

Level 3 -5.4249* -10.5313 -7.0842 
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Figure 4. Percentage contribution of each factor 

 

Figure 5. Variation of S/N ratio for each level 

4.3.   Validation of optimal level 

Optimal level obtained after the analysis is V3-f1-t2 (V = 120m/min, f = .16mm/rev, and t = 

.50mm). Experiments are conducted at optimal condition and then compared with initial 

setting. From analysis of Table 6, it is observed that surface roughness, Ra improves by 

19.21% from initial setting parameters.  

Table 6. Confirmation experiment 

Response 

Initial Setting 

V1-f1-t1 

Optimum results 

Predication 

V3-f1-t2 

Experiment 

V3-f1-t2 

%Improvement 

Ra 2.732 − 2.207 19.21% 
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5. CONCLUSION  

In present work, optimum level of textured tool is experimentally tested and verified. It is 

concluded that: 

1. Percentage contribution of each factor on response is, cutting speed = 14.06%, feed 

rate = 61.71%, and depth of cut = 24.31%.  

2. Optimal level of input parameter using Taguchi L9 technique is, cutting speed = 

120m/min, feed rate = .16mm/rev, and depth of cut = .50mm. 

3. ANOVA analysis indicates that feed rate has maximum contribution on surface 

quality. 

4. Improvement in response obtained during confirmation experiment is, Ra = 

19.21%. 
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Abstract 

Laser cladding (LC) is a novel manufacturing process that can be used for coating and 

prototyping, among other things. In most situations, complex processing processes and the 

development and growth of thin clads in the micrometer to millimeter range remain 

unsolved. A thermo-mechanical finite element model with a Gaussian moving heat source 

and an element birth and death technique has been developed to describe powder injection 

laser cladding of CPM9V over H13 tool steel. The temperature distribution over the clad 

material is determined using Ansys software and a finite element analysis. During the FEA 

change of laser power and scanning speed, I discovered a temperature gradient. I also 

discovered a correlation between temperature gradient and laser power, as well as a 

correlation between temperature gradient and scanning speed. This understanding should 

come in useful when it comes to repairing structures that are subjected to cyclic thermo-

mechanical loads. 

Keywords. — Heat transfer, FEA, Laser Cladding Process, Simulation. 

1. INTRODUCTION 

The laser cladding is a weld forming process and is costing technology that complements 

thermal spray. It is gradually used as an alternative to the Plasma Transferred Arc (PTA) 

welding and simply outperforms conventional welding methods as the Tungsten Inert Gas 

(TIG) designed for advanced weld repairing applications1. The heat source's laser beam is 

dimmed on the workpiece with a predetermined spot size during the LC process. A powder 

nozzle deli vers the powder coated material into the melting area with inert gas. Single 

grooves, entire layers, or even huge agglomerates are deposited by moving laser beam and 

powder nozzles over the workpiece surface. LC process is a material deposition method in 

which a wire or powder material is melted and consolidated using a laser to clad part of the 

substrate or to fabricate a shape close to the array. It has ability to mix two or more powders 

and control the feed rate of each powder stream makes laser coating a versatile process for 

manufacturing heterogeneous components or functional grade material2. 
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Figure 1. Laser Cladding Process3 

2. FINITE ELEMENT MODELLING OF LC PROCESS 

To determine simulation results of temperature dispersion, a FEM-based transient thermal 

model was constructed. Different materials Such as the clad material CPM9V vanadium 

carbide steel and substrate material H13 tool steel are used such as the work material with a 

size of the clad material 6 × 3 × 0.6 mm and substrate material 6 × 6 × 6 mm for performing 

the FEM analysis4. The model is further discredited into smaller size elements for more 

obtain more precise results. Standard ANSYS software was used to estimate the temperature 

distribution inside the work material during the laser cladding process. 

 

2.1 Three-dimensional (3-D) Model 

A semi-symmetric model measuring 6 mm 6 mm 6 mm was designed for simulation. It is 

intended to conduct a combined investigation of these thermal and mechanical processes. 

Eight nodded coupled temperature distributions were used to calculate the influence of the 

thermal stress generated throughout this operation. 

 

Figure 2. Geometry of the 3-D model  

In 3-D model 8- Nodded Fine Meshing of the both clad and substrate body.  The node has 

9790 elements, and the total number of elements is 1968. 
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Figure 3. Meshing of 3-D Model 

 

2.2 Loading and boundary condition 

With a linear decrease in heat input with depth of penetration, the source is predicted to emit 

a Gaussian moving heat source distribution of laser power. Heat transfer via convection with 

a heat transfer coefficient of 15 W/m2K is one of the thermal boundary conditions and heat 

transfer by radiation with emissivity of 0.3 lead to thermal damage of the surfaces5. 

 

Figure 4. Geometry of 3-D model showing with thermal loading and boundary conditions 

In the laser cladding process, the powder injection procedure is adopted to clad over the 

surface of the substrate material. It's used to model the effect of powder deposition, along 

with the element birth-death methodology. 
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Figure 5. The element birth methodology is used to model powder deposition on the 

surface of the substrate material during the LC process5. 

3. MODEL VALIDATION 

The present model was compared with the previously developed model. The Nodal 

temperature plots over the work material surface in depth were compared for  clad material 

CPM9V vanadium carbide steel and substrate material H13 tool steel. Even though there 

were some different temperature values but the trend was quite similar to the previous model. 

It was observed that the previous model was based on constant the laser power: 1700 Watt, 

feed rate: 5 gram/min, beam diameter of laser: 3 mm and scanning speed: 200 mm/min5.  

This model was based on the empirical relationship of nodal temperature over depth.  Also 

the previous model took into consideration a varying he figures below predict the difference 

of nodal temperature with depth distance for materials and a comparison is made between 

the present data. 

 

3.1 Nodal temperature changes with depth 

 

Figure 6. Variation of nodal temperature vs. Depth5 
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1) Nodal temperature changes with depth (input parameter in Ansys) 

 

Figure 7. Nodal temperature vs. Depth with input parameter in Ansys. 

 

2) Comparison of nodal temperature with depth 

 

Figure 8. Comparison of nodal temperature vs. depth 

Where: Nodal Temperature (0C) taken from literature and Nodal Temperature (0C) (y’) input 

parameter is Ansys. 

When comparing the clad height predicted by the 3-D model during the LC process via 

Ansys simulation to the experimental data, there was a 14 percent variation in the clad height 

forecast. 
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4. STUDY OF PARAMETER VARIATION OF TEMPERATURE WITH INPUT 

PARAMETER 

With the laser power (1500–2000) watt input parameter, Ansys software was utilized to 

model the LC process. The laser beam has a diameter of 3 mm and a scanning speed of 2–4 

mm/sec. During the LC process, determine the correlation between thermal and material 

properties, as well as the thermal gradient. 

1) The coupled thermo-mechanical 3-D model predict the coating value for the Beam 

diameter of laser 3 mm, scanning speed of 240 mm/min, feed rate of 5 gram/min and the 

laser power of 1200 Watt. 

 

Figure 9. Contour plot of nodal temperature 

2) The coupled thermo-mechanical model input parameter for simulation the beam diameter 

of laser 3 mm, scanning speed of 240 mm/min, feed rate of 5 gram/min and the laser power 

of 1500 Watt. 

 

Figure 10. Contour plot of nodal temperature 
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5. RESULTS 

In this chapter I have to show the improvement in the performance and parameters obtain 

by Finite element analysis of LC process. 

 

5.1 Convection 

Table1: Transient thermal analysis (Convection) 

 

 

 

Figure 11. Convection during laser cladding 
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1) Temperature Distribution 

 

 

Figure 12. Global maximum temperature by FEM 

                   

Figure 13. Variation of temperature by FEM 

 

2) Transient Heat Transfer Analysis 

1) With increasing laser intensity, the temperature gradient increases, with the largest 

gradient in the vertical Z direction, followed by the X and Y directions. The thermal gradient 

in the X and Y directions is smaller in the present FEA results as compared to the Z direction. 
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Figure 14. Changes in the simulated thermal gradient as a function of laser power 

2) It is computed how scanning speed affects the thermal gradient. The temperature gradient 

is clearly minimized as the scanning speed increases. 

 

Figure 15. Scanning speed affects the calculated thermal gradient.  

Thermal gradients in the x, y, and z directions are represented by Gx, Gy, and Gz, respectively 

due to LC process clad over the surface of the substrate materials. 
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6. DISCUSSION 

It is observed that temperature gradient of work material increases with increases when the 

laser power increases. The thermal gradient decreases as the scan speed increases. 

• In the present FEA results when the laser power increases 1500Watt - 2000Watt the 

total temperature gradient increases between 1200 0C/mm – 5200 0C/mm. the 

temperature gradient in X direction and Y direction are obtained on the lower side as 

compared with Z direction (depth). 

• When the scanning speed increases 120 mm/min – 240 mm/mm the total temperature 

gradient reducing between 7000 0C/mm – 3200 0C/mm. 

In the LC process, clad material (CPM9V) provides decreased heat distortion, reduced 

dilation, low porosity levels, and greater surface uniformity over the substrate material 

(H13). It can be used to create a protective layer as well as restore broken or damaged 

surfaces. 

7. CONCLUSIONS 

The cladding process' combined thermo-mechanical analysis is built on the concept that the 

temperature profile produced from thermal analysis may be utilized to predict the 

temperature distribution across the LC process' duration. A thermal analysis of a process can 

yield temperature profiles, which can be used to calculate dilution and heat affected zones. 

In the current FEA results, the temperature gradient in the Z direction is larger than in the X 

and Y directions. The influence of scanning speed on temperature gradient is greatly reduced 

as scanning speed increases. 

REFERENCES 

[1]  Gu ST, Chai GZ, Wu HP, Bao YM. Characterization of local mechanical properties 

of laser-cladding H13-TiC composite coatings using nanoindentation and finite 

element analysis. Mater Des. 2012;39:72-80. doi:10.1016/j.matdes.2012.02.028 

[2]  Parekh R, Buddu RK, Patel RI. Multiphysics Simulation of Laser Cladding Process 

to Study the Effect of Process Parameters on Clad Geometry. Procedia Technol. 

2016;23:529-536. doi:10.1016/j.protcy.2016.03.059 

[3] Nazemi N, Urbanic J. A FINITE ELEMENT ANALYSIS FOR THERMAL 

ANALYSIS OF LASER CLADDING OF MILD STEEL WITH P420 STEEL 

POWDER.; 2016. 

http://proceedings.asmedigitalcollection.asme.org/pdfaccess.ashx?url=/data/confer

ences/asmep/90978/ 

[4] Vundru C, Paul S, Singh R, Yan W. Numerical analysis of multi-layered laser 

cladding for die repair applications to determine residual stresses and hardness. In: 

Vol 26. Elsevier B.V.; 2018:952-961. doi:10.1016/j.promfg.2018.07.122 

[5] Paul S, Singh R, Yan W. Thermo-mechanical modelling of laser cladding of 

CPM9V on H13 tool steel. Proc 5th Int 26th All India Manuf Technol Des Res Conf 

(AIMTDR 2014). 2014;(Aimtdr):10-16. 

 



 11 

Biographies 

Devendra Kumar Gautam is from Prayagraj, Uttar Pradesh, India. He 

has completed his Bachelor's degree in Mechanical Engineering from 

Rajkiya Engineering College Azamgarh in 2018, Master's degree in 

Computer Aidded Design and Manufacturing from MNNITA, Prayagraj 

in 2021, and Pursuing  philosophy of doctorate degree from MNNITA, 

Prayagraj. His research interests lie in Fatigue damage analysis of alloys 

and composites. 

Dr. Audhesh Narayan is an associate professor in the Department of 

Mechanical Engineering at Motilal Nehru National Institute of 

Technology Allahabad, Prayagraj, India. He received his Ph.D. degree 

in Mechanical Engineering in 2012 from Motilal Nehru National 

Institute of Technology Allahabad, Prayagraj, India. His current 

research interests include Conventional and Advanced Machining 

Processes, Deep Grinding Processes, Hybrid Machining Processes, 

Micromachining Processes and FEM Applications in Manufacturing. 

Dr. Satish Kumar is currently working as an Assistant Professor at 

Applied Mechanics Department, Motilal Nehru National Institute of 

Technology Allahabad, Prayagraj, India. He has completed his B. Tech 

from NIT Jalandhar, M. Tech, and Ph.D. from IIT Roorkee. His research 

interests lie in the design, fabrication, and mechanical characterization 

of adaptive membrane-based lightweight structures for space 

applications, which he plans to study using a combined experimental 

and numerical approach. He has published seven peer-reviewed journal articles, seventeen 

international conference papers, and filled two Indian patents. He has successfully 

completed one research project and three consultancy projects. 

Dr. Ajaya Bharti is an associate professor in the Department of Applied 

Mechanics at Motilal Nehru National Institute of Technology 

Allahabad, Prayagraj, India. He received his Ph.D. degree in Applied 

Mechanics in 2014 from Motilal Nehru National Institute of Technology 

Allahabad, Prayagraj, India. His current research interests include 

Fatigue and Fracture Mechanics, Wear, Corrosion, Powder Metallurgy, 

Physical Metallurgy, Synthesis and Characterization of Advanced 

Materials, Biomaterials, Severe Plastic Deformation (SPD), Structural Health Monitoring. 

 

 

 

 

 

 

 

 



 

Dynamic Analysis and Shape Control of Membrane 

Structures 

1Amiy Chandraul, 2V. Murari, 3Satish Kumar 

Motilal Nehru National Institute of Technology Allahabad, Prayagraj, India 

1chandraul.amiy@gmail.com,2vmurari@mnnit.ac.in, 3satistme@mnnit.ac.in 

  

Abstract 

This research examines the dynamic analysis and shape control of membrane structures 

designed to function as space structures under a variety of loading conditions. The finite 

element method was used in commercially available software to perform the analysis. 

Square membrane structures have been analyzed under on-orbit loading conditions. The 

present analysis gives the results of various dynamic properties of membranes such as 

natural frequencies, mode shapes, etc. PVDF and PZT smart materials were used at 

optimized locations of membranes to minimize shape error. It has been observed that the 

shape error of the membrane is minimized significantly after using smart materials. 

Keywords: Membrane Structures, Pre-Stressed, FEM, Natural Frequency, Mode Shape, 

Shape Error, Finite Element Method, Smart Materials. 

1. INTRODUCTION 

Membrane structures play a vital role in the fields of architecture, civil engineering, and 

space technology. In space, these structures are widely used as communication satellite 

antennas, space telescopes, solar arrays, etc. [1]. Membrane structures have the capability to 

play an advanced role in space-borne structures due to their inherent characteristics like ultra 

light weight, ability to stow in small volume, demanding small space requirements, high 

flexibility to change their shape etc. These structures show very similar properties to 

conventional materials like Aluminium, Carbon Fiber, etc. These membrane structures are 

very thin and possess negligible bending and compressive stiffness. So these thin structures 

need to be pre-tensioned to function as an engineering structural element [2, 3]. For the 

current study, an ultra-lightweight inflatable space-based membrane structure made of 

Kapton, Mylar, and Kevlar was used. Inflatable structures, often known as gossamer 

structures and are inflated with gas, usually air [4]. In space, ambient conditions are perilous 

and unpredictable. As a result, the challenges for the long-term survival of space-borne 

structures are complex. Space-borne structures like inflatable antennas and solar arrays are 

subjected to thermal distortion, bombarding particles (meteoroids) and huge vibrations while 

being launched. These unwanted elements reduce the performance of these structures. That’s 

why dynamic properties calculation is paramount for safety and accuracy of the system. 

Huge vibrations create large amount of out-of-plane displacement which affects the shape 
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accuracy and the main concern with these structures is how they keep their shape intact. 

Shape accuracy creates the new opportunities in the field of space exploration and structures 

with high performance. One such technique is using smart materials, for instance, Lead 

Zirconate Titanate (PZTs), Polyvinylidene Fluoride (PVDFs), etc [5]. These materials will 

behave as sensors and actuators. These smart materials will help to reduce large 

deformations by controlling them and maintaining the shape as smoothly as possible. So 

PVDF and PZT are going to be used at optimal locations. This paper deals with FEM based 

numerical analysis of square membrane structures at various on-orbit loading conditions. 

Natural frequencies, mode shapes, and out of plane displacement have been calculated using 

the finite element method in ABAQUS. Out-of-plane displacement with and without using 

smart materials (PVDF and PZT) was also compared.  

2. MEMBRANE MATERIALS PROPERTIES 

For exploring space at a level of admiration with minimal cost and the utmost possible 

performance, researchers must use materials that possess high mechanical and thermal 

stability over a long period of time in their proposed orbital environment. All space-borne 

structures are comprised of a light and very thin film-based material that would be amenable 

to compact stowage volume and deployment in space. The achievement of light-weight, 

large-deployable, and compact launch volume structures poses a great challenge to the 

scientific community. Numerous thin polymeric films have been used in space applications. 

Table 1 lists the properties of the membrane. 

Table 1. Membrane material properties [6] 

Materials Kapton  Mylar  Kevlar  

Density[ρ](Kg/m3) 1430 1390 1400 

Young’s Modulus[E](MPa) 2000 5000 100000 

Poisson’s ratio[μ] 0.34 0.35 0.30 

Thermal conductivity(w/mk) 0.12 0.14 0.04 

3. MATHEMATICAL MODELLING OF MEMBRANE STRUCTURE 

A membrane assumed as a thin plate loaded with tension. It cannot sustain bending 

resistance and restoring forces arises only when subjected to tensile loading [7]. Membrane 

behaves similarly to a plate, while string behaves similarly to a beam. The perfect example 

of membrane is a drumhead. 

The membrane structures are analyzed by considering the following assumptions; 

1. The effect of gravity is insignificant. 

2. Displacement is small and takes place only in z-direction. 

3. Membrane is very thin. 

4. Pre-stress and mass density is considered to be uniform throughout the membrane 

structure. 
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5. The transverse shear stresses are insignificant. 

A flat curve S bounds a region in xy plane to formulate the equation of motion for membrane 

structures, as shown in Fig. 1. Pressure loading acts normal to the plane surface of membrane 

(z-direction) denoted by f(x, y, t) and p is the tension at a point. 

 

 
Figure 1. A membrane under uniform tension [7] 

The magnitude of tension p typically remains invariable at every point of the membrane, 

making it completely visible in the drumhead. A very small elemental area dxdy is 

considered in the x-y plane, forces of magnitude pdx and pdy will act on the sides that are 

parallel to the x and y-axes, respectively, as shown in Fig. 1. A resultant force in the z 

direction emerges as a result of these two forces. 

       











dxdy

y

w
p

2

2

       and           











dxdy

x

w
p

2

2

 

The pressure force acting normal to the plane surface of membrane is f (x, y, t) dx dy, and 

the inertia force is 

  (x, y) 

2

2

w
p dxdy

t




 



 4 

where  (x, y) is the mass of membrane per unit area. The following is the equation of 

motion for the membrane's forced vibration 
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Eq. (1) gives the equation of free vibration if force f (x, y, t) = 0 
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Equations (1) and (2) can be written in the following way 
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Equation (5), with c representing wave velocity, is sometimes known as the 2-D wave 

equation. Variable separable method is going to be used for free vibration condition. A 

square membrane with side a along x and y direction is considered. w(x, y, t) is assumed to 

be 

                                  iw(x, y, t) = W(x, y) T(t) = X(x) Y(y) T(t)                                   

(E.1) 

By using Eq. (E.1), we obtain 
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Using variable separable method, we obtain 
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We get the solutions of Equations by solving Equations (i), (ii) and (iii) 

cktccktctT sincos)( 21 +=                                  (A) 
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yjkcyjkcyY 22

6

22

5 sincos)( −+−=                                 (C) 

The boundary and initial conditions can be used to determine the constants
61tocc . 

3.1 Initial and Boundary Conditions-  

Initial and boundary conditions are required to determine a unique solution. Typically, the 

displacement and velocity of the membrane at time t = 0 are ),(0 yxw , ),(0 yxw . Hence 

the initial conditions are specified by 

),()0,,( 0 yxwyxw =  

),()0,,( 0 yxwyx
t

w
=




 

The boundary conditions are as follows: 

1. If the square membrane is hinged at the all four corners, the boundary conditions 

will be- 

(0,0, ) 0; ( ,0, ) 0; (0, , ) 0w t w a t w a t= = = and ( , , ) 0w a a t =       0t  

4. RESULTS AND DISCUSSIONS 

The finite element method (FEM) in ABAQUS is used to analyze free and forced vibrations 

of single-layer flat square-shaped membranes. The square membrane has a thickness (t) of 

0.05 mm and side length of 200 mm. It is supported on knife edges, which essentially implies 

that all four corners are hinge supported. As shown in Fig. 2, all membrane models are pre-

stressed by 10 N/m in the x-y plane. For meshing of the configuration, Quadrilateral 

membrane elements have been used (the M3D4 membrane element, which is a 4 node 

quadrilateral element). A membrane element is a surface or 2D element that transmits only 

in-plane forces. So it is necessary to pre-stress these elements to carry out the vibration 

analysis. According to the assumption, the modulus of elasticity of the membrane will be 
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equal to E when the membrane is in tension and will be very small when subjected to 

compression. This explains why the membrane elements cannot endure any in-plane 

compressive loads. Static and linear perturbation analyses with pre-stress effects have been 

performed in ABAQUS. The effects of various parameters, such as pre-stress, boundary 

conditions, thickness, and materials behavior, are analyzed using FEM. The analysis has 

been performed on several models whose results are exposed below; 

 

Figure 2. Meshed square membrane showing BCs 

4.1 Square membrane with free vibration 

Table 2 presented the computational results of natural frequencies obtained by the finite 

element analysis. The analysis is performed for various space materials. The graph between 

mode number and natural frequency is plotted for all three materials and shown in Fig. 3. 

Fig. 4 shows the various mode shapes of kapton membrane. 
Table 2. Comparison of Natural frequencies of various square membranes 

Mode No. Kapton (Hz) Myla r(Hz) Kevlar (Hz) 

1 1.573 2.523 11.246 

2 1.573 2.523 11.246 

3 2.477 3.973 17.704z 

4 2.477 3.973 17.704 

5 2.477 3.973 17.704 
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Figure 3. Graphical representation of natural frequencies for different membrane materials 

 

 i) Mode 1              ii) Mode 2             iii) Mode 3            iv) Mode 4           v) Mode 5  

Figure 4. Different mode shapes of the Kapton square membrane 

4.2 Square membrane with forced vibration 

The forced vibration analysis will focus on the steady-state behavior of the kapton 

membrane due to transversely applied periodic loading at the centre of the surface. The 

applied load is in the form of; 

F= Fo*sin (ωt) 

The magnitude of loading is 10 N and 500 Hz is the frequency applied. Fig. 5 shows the 

various mode shapes of kapton membrane. Fig. 6 shows the plot between transverse 

displacement (units in cm) and mode number. 

         

       i) Mode 1                ii) Mode 2              iii) Mode 3         iv) Mode 4                v) Mode 5  

Figure 5. Different mode shapes of the Kapton square membrane during periodic loading 
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Figure 6. Displacement response with mode number 

4.3. Square membrane with forced vibration attached with one smart material 

PVDFs and PZTs are smart materials that are linked to the membrane near the centre (Node 

No.85), as shown in Fig. 7.  Loading conditions will be similar to those in the prior scenario. 

The smart material’s shape deforms as a result of the voltage applied to it. PVDF and PZT 

undergo induced deformation, which aids membrane recovery from a damaged state. Fig. 8 

shows a plot of transverse displacement (units in mm) vs. mode number for kapton coupled 

to PVDF and PZT. As seen in Fig. 8, PVDFs are substantially more efficient than PZTs 

since PVDFs have less transverse displacement. 

 

Figure 7. Meshed square membrane showing node 85 
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Figure 8. Out-of-plane displacement corresponding to mode numbers 

4.4 Square membrane attached with eight smart materials 

This model is the same as the previous one. The only change is the placement of PVDF 

materials into the membrane structure. PVDFs are tied at eight locations, as shown in Fig. 

9. 

 

Figure 9. Square membrane coupled with eight PVDFs 

Fig. 10 evidently shows that the use of smart materials at optimum locations minimizes the 

out-of-plane displacement substantially. 
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Figure 10. Out-of-plane displacement using PVDF and without PVDF 

 

5. CONCLUSION 

Kapton, Kevlar, and Mylar have emerged as the most viable prospects as space materials, 

replacing traditional materials such as aluminum, carbon fiber reinforced plastic (CFRP), 

and so on, due to their ultra-lightweight and flexibility. FEM analysis has been carried out 

on square membrane with the help of ABAQUS. Free and forced vibration condition applied 

on membrane. At these loading conditions, various natural frequencies, mode shapes and 

out-of-plane displacement was collected.Membrane structures are flexible and this inherent 

property of membrane structure makes it incompetent to abide bending or compressive 

stresses and this leads to shape deformation (wrinkle formation). At this stage, membrane 

structure needs to recover its original smooth shape for proper signal transmission. Thanks 

to PVDF and PZT for controlling the shape exceptionally well. Smart material PVDF and 

PZT have enough capability to improve the surface accuracy. 
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Abstract 

Framed buildings built on hill slopes exhibit structural behaviour that differs from those built 

on flat ground. Because these structures are unsymmetrical in nature, they draw a high 

quantity of shear pressures and torsional moments, and their distribution is uneven owing to 

different column lengths. Because analysing complex structures takes a significant amount 

of time and effort. The aim of this paper is to create a model to predict seismic analysis 

parameters using machine learning methods and evaluate the outcomes of various 

techniques utilised. 

Keywords. Seismic Analysis, Sloping Ground, Machine learning, Artificial Intelligence. 

1. INTRODUCTION 

Structures are typically built on level land however, due to a paucity of level ground, 

construction activities have begun on sloping terrain. The mountainous region's economic 

prosperity and fast urbanisation have hastened real estate development. As a result, 

population density in the hilly terrain has skyrocketed. As a result, there is a need for multi-

story structures on hill slopes in and surrounding cities [1]. It is extremely difficult and 

expensive to dig or level in such conditions. Structural Engineers face the difficulty of 

achieving the most efficient and inexpensive design with precision in solution while 

guaranteeing that the final design of a building is serviceable for its intended purpose during 

its design lifetime. Previous studies attempted to analyse the behaviour of these frames 

located on sloping ground with various software available and given the value of critical 

seismic parameters like base shear, storey drift, and fundamental time period [2-4]. Also, on 

hills various configuration of buildings are possible for instance step back and step back-

setback so researchers have also tried to predict most suitable configuration [5- 9].  But these 

processes are time-consuming and require a lot of effort. Researchers have used modelling 

techniques in various processes to make them easy to use [10-12]. Therefore, present paper 

aims at use of machine learning tools and their comparison to predict the seismic behaviour 

of building, constructed on hilly regions. The model developed using these techniques, will 

be capable of prediction of base shear in step back configuration. Thereby, resulting in 

saving of multiple use of various software and manual calculations for the design of these 

buildings.  
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2. METHODOLOGY  

2.1 Artificial Neural Network  

An ANN is a mathematical model that is driven by the organisation and functioning 

characteristics of biological brain networks in humans. Many applications have been done 

in this sector from the discovery of ANN in 1943 and till today. The main idea is to use 

computers to simulate complex problems in order to produce accurate estimates or facts 

using arithmetic operations, reasoning, and past knowledge, especially when the 

relationships between variables are not known or non-linear, and to recognise correlations 

between certain relevant features. ANN may be used to solve a variety of issues, including 

multivariate regression, categorization, control systems, associative memory, simulation 

forecasting etc. 

 Learning in ANN may be done in a variety of methods. For example, supervised learning 

makes use of a dataset made up of numerous characteristics and their related output values. 

The neural network learns over numerous iterations, adjusting its weights repeatedly while 

taking prior deviations into account in order to estimate the outputs. The most popular 

supervised learning model is the multilayer perceptron (MLP), which is made up of multiple 

layers of neurons with information moving feed-forward from inputs to outputs through 

various layers of neurons and a back-propagation (BP) method connecting back to the 

network. 

MLP is made up of three layers, each of which is made up of clusters of neurons that execute 

similar jobs. The Input Layer, which accepts input from the user application, is the initial 

layer. The second sort of layer is Hidden Layer(s), in which neurons are only linked to other 

neurons and never interact directly with the end user. Finally, the neurons in the Output 

Layer provide data to the user application. Processing may happen at any layer in the neural 

network (i.e., the input and output layers aren't merely interface points), therefore every 

neuron in a neural network can do it. Weights play a part in the establishing relation between 

neurons in determining the relative intensity of the signal; when the weight varies, the 

network produces varied results. As a result, choosing the right weight values is crucial to 

constructing a good neural network. This is accomplished through the training phase in the 

learning process. 

Figure 1 shows the artificial neural network model developed in this research. This is the 

multilayer perceptron of a single-layer feed-forward Neural Network, in which there are 

twelve main parameters that are mentioned in the previous section. Total 6 neurons were 

employed for the hidden layer and 1 neuron for the output layer, and the output layer neuron's 

final value represents the Base Shear value. 
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                                       Figure 1. ANN model for base shear evaluation 

2.2 Decision Tree 

Decision Tree is extremely popular and widely used classification prediction tool. It is a tree 

structure that look like a flow chart, in which each internal node represents a test on an 

attribute, each branch represents the test’s conclusion and each leaf node (terminal node) 

holding class label    

 

                                   Figure 2. Decision Tree for tennis play 

 

Decision Tree in Figure 2 categorises a particular morning based on whether it is suitable 

for playing tennis and returned the classification linked with specific leaf 
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2.3 Data set used  

The experimental dataset of 101 sample set has been collected from various literature 

available, this dataset includes twelve input variables i.e. (no of bay (X), no of bay (Y), bay 

length (X), bay length (Y), zone, no. of storey, storey height, column depth, column width, 

beam width, degree beam depth,). Bay length are in meter (m) but cross section dimensions 

are in millimetre (mm). The minimum, maximum and average value are shown in Table 1 

                                 Table 1. Range of various input parameters used. 

Name of input Maximum value  Minimum value Average value 

no of bay (X) 11 3 4.19 

    no of bay (Y) 7 1 2.71 

 bay length (X) 7 3 5.39 

 bay length (Y) 5 3 4.44 

zone 5 2 3.92 

no. of storey 19 4 7.84 

storey height 3.66 3 3.27 

 column width 600 230 395.54 

column depth 1000 300 534.65 

beam width 550 230 308.71 

 beam depth 750 350 516.83 

degree 45 0 22.49 

To compare the outcomes of the random tree and ANN models, statistical measures such as 

root relative square error (RRSE), coefficient of correlation (CC), mean absolute error 

(MAE), relative absolute error and root mean square error were determined. The 

performance of the models is affected by user-defined parameters in both models. As a 

result, choosing the best settings for these parameters is critical. The optimised values of 

user defined parameter in both the modelling approaches are given in Table 2. 

Table 2.  Statistical parameters used in the predictive models. 

3. RESULT AND DISCUSSION 

Base shear with varied parameters was predicted and compared to the actual results using 

MLP and RT models. The fitness level of anticipated Base Shear values was calculated using 

Modeling Technique Parameters 

Multilayer perceptron (ANN) L-0.1, M-0.21, N-1000 

Random Tree M-1 



 5 

statistical metrics such as CC, MAE, RMSE, RAE, and RRSE. Figure 3 depicts the statistical 

characteristics of Base shear predicted by both modelling Techniques. 

                         

Figure 3. Statistical parameters of MLP and Random Tree 

   

                          Figure 4. Actual Vs Predicted value from ANN model 

CC MAE RMSE

ANN 0.9836 406.4596 1022.474

Random tree 0.9701 607.3235 2342.2898
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                             Figure 5. Actual Vs Predicted Value for Random Tree 

Scattered graph between the observed and predicted values of Base shear obtained from 

MLP and RT model with dataset is presented by Figure 4 and Figure 5.  According to the 

graphical results, the projected Base shear values by both models are in excellent agreement 

with the Base shear values gathered in the data set, while the ANN model predicts negative 

Base shear values against low Base shear values. Based on statistical metrics (Figure 1), the 

ANN model performs somewhat better than the Random Tree model in forecasting Base 

shear values due to higher CC and lower errors (CC- 0.9836, MAE- 405.4596, RMSE- 

1022.474). 

For validation part dataset was randomly divided into 70/30 ratio and 70 percent was used 

to train the model and remaining 30 percent was used to test it. Statistical parameters thus 

obtained were recorded but it was observed that these parameters were better in case of cross 

validation. 

4. CONCLUSION 

In this paper, ML approaches like ANN and RT is used to predict the model for Base shear 

value. We can conclude following points from the result 

• The ANN model developed in this paper showed its capability to predict the base 

shear value based on various input parameters mentioned earlier. This will help in 

predicting the value of base shear in similar type of building hence will save lot of 

effort and time. 

• Among both ANN and RT models ANN performed better on the taken dataset due 

to higher correlation coefficient and lesser error values obtained. 
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Abstract 

 
Shear wall is a RC structural element that resists lateral loads, majorly due to wind and 

seismic loads. The aim of the given study is to know the responses of shear walls for 5 to 

40 story RC frame structures provided with different percentages of openings. Equivalent 

static method of seismic analysis in staad pro is performed to collect the data set for 240 

models in terms of Maximum Story Displacement (MSD). Also, Machine learning (ML) 

techniques is being applied to predict the similar model within the given range. The analysis 

data can be further used directly as modelling of shear walls in staad pro requires a lot of 

effort, time, and practice, so this predicted model will simply help us to predict the seismic 

response of any similar RC Frame structures provided with shear walls and various 

percentages of openings. 

Keywords. Shear walls, Equivalent static method, Machine learning, Seismic analysis, 

Maximum storey displacement 

 

1. INTRODUCTION 

In a building structure, along with slabs, beams, and columns, reinforced concrete buildings 

frequently contain vertical plate like structure made of RCC called shear walls. These RC 

walls usually began at the foundation and continue to the building's top storey. In high-rise 

buildings, the thickness can be as low as 150mm or as thick as 400mm. Shear walls are 

typically installed along the breadth and length of structures. Shear walls resemble vertically 

oriented wide beams that transport earthquake loads to the base. 

To resist the stresses due to seismic hazards, shear walls must have sufficient lateral strength. 

Also, Shear walls provide lateral rigidity to avoid excessive sway movement of the roof or 

the floor above. Shear walls that are sufficiently rigid will keep floor and roof framing 

members from shifting off their supports. In addition, buildings that are sufficiently rigid 

are less likely to sustain non-structural damage. 

Buildings having RC shear walls and those were properly designed and constructed have 

performed well in past earthquakes. "We cannot afford to build concrete buildings built to 

withstand severe earthquakes without shear walls," a quote by Mark fintel, sums up the 

effectiveness of RC structures with shear walls in resisting the strong earthquakes. Mark 

Fintel is a well-known consulting engineer in the United States. In earthquake prone areas, 

shear walls demand special attention. Buildings that were not designed for seismic 
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activities but as they consist of enough number of walls with well-distributed reinforcement 

were also protected from damages in previously occurred earthquakes. Shear wall structures 

are common in seismic prone countries such as New Zealand, Chile, and the United States. 

Shear walls are easier to construct since detailing of reinforcement is straightforward and 

hence simple to execute on site. Shear walls are also useful for reducing earthquake damage 

caused to both structural and non-structural materials in terms of cost of construction as well 

as effectiveness for the building [1]. 

Shear wall provided in apartment complexes will be perforated by rows of openings that are 

necessary for exterior windows or interior entrances or corridors. The position and size of 

openings may have a negative impact on the seismic reactions of frame-shear wall 

constructions. Because lateral forces are transferred to individual shear walls considering 

their relative stiffness and it plays a significant role in shear walls. Several design guides 

offer simplified approaches for shear walls with openings for analyzing stiffness. As a 

designer, you must understand the impacts of opening in shear walls on stiffness, as well 

as seismic reactions and behavior of the structure, to select an appropriate configuration 

of openings in the shear wall [2]. 

 
In this study shear walls are considered as major earthquake resisting member, and location 

of shear walls majorly affects the behavior of the buildings. Researchers Studied for different 

opening conditions for story drift and diaphragm displacement and they concluded that 

provision of opening in shear wall ultimately helps to achieve the economy [3].So, it is 

important to provide the shear walls in proper position as it will minimize the effect and 

damages due to earthquakes, and thus Researchers has concluded that shear walls should be 

placed symmetrically on the periphery of the buildings [4, 5, 6]. The openings in shear walls 

also affects the maximum story displacement, on providing shear walls displacement is 

reduced [7], but on increasing the area of openings Displacement increases [8, 9]. Also, 

comparison of shear walls with openings with shear wall and without shear walls is done 

for seismic parameters for twelve storied structures. [10] 

Artificial intelligence can be used as a tool in civil engineering for analysis and design of 

structures, it may be for pavement design, structural damages, Risk analysis etc. [11]. 

Various ML models for ANN and Decision trees is being analyzed for prediction of strength 

parameters [12, 13]. Also, A model of prestress concrete is predicted for time in seismic 

analysis using Machine learning models [14]. 

 

2. DATA SET 

The data used for this study were recorded using staad pro software by modelling of building 

models for 5, 10, 15, 20, 25, 30, 35 and 40 stories. The data were analyzed for earthquake 

zones i.e., III, IV and V. The RC structured shear walls and various sizes of square openings 

in meters (0, 1, 1.5, 1.75, 2, 2.25, 2.5, 2.7, 2.85, 3) were considered. The dataset collected 

comprises a total dataset of 240 models out of which 168 randomly selected were used for 

training of models and the rest 72 models used for Testing. Based on the obtained data, six 

input variables were considered to predict the dependent variable i.e., Maximum story 

displacement. The analytical parameters of the variables are provided in Table 1 and 2 for 

training and testing dataset respectively. 
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Table 1: Details of statistical parameters of training data set 
 

   
Minimum 

 
Maximum 

 
Mean 

Standard 

Deviation 

 

 

 

 
INPUT DATA 

PARAMETERS 

Stories 5 40 22.55 11.68 

Elevation 

(m) 

 
20 

 
160 

 
90.2 

 
0.924 

Size of 

openings (m) 

 
0 

 
3 

 
1.9 

 
0.92 

Openings % 0 45 22.8 14.87 

Zone 3 5 4 0.87 

Zone factor 0.16 0.36 0.25 0.08 

 
OUTPUT 

DATA 

Max 

Displacement 

(m) 

 

 
3.453 

 

 
351.233 

 

 
99.042 

 

 
92.528 

 

 
Table 2: Details of statistical parameters of testing data set 

 

   
Minimum 

 
Maximum 

 
Mean 

Standard 

Deviation 

 

 

 

 
INPUT DATA 

PARAMETERS 

Stories 5 40 22.36 11.511 

Elevation 

(m) 

 
20 

 
160 

 
89.44 

 
46.04 

Size of 

openings (m) 

 
0 

 
3 

 
2.01 

 
0.845 

Openings % 0 45 23.544 14.15 

Zone 3 5 4.01 0.93 

Zone factor 0.16 0.36 0.25 0.086 

 
OUTPUT 

DATA 

Max 

Displacement 

(m) 

 

 
3.524 

 

 
349.962 

 

 
96.633 

 

 
77.33 

 

 
3. METHODOLOGY 

The maximum story displacement of RC Frame shear wall systems is a critical parameter 

to consider while analyzing and designing the structure. As we know the value of MSD 

varies with variation of different structural parameters. Hence in this study, the effect of 

parameters like earthquake zone, height of buildings, size of openings in shear walls for 5 to 

40 stories has been observed assuming the other parameters to be constant. 
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The unique properties of ML modelling as artificial neural network (ANN) and M5P Tree 

model have been used to develop and correlate the models and identify the factors 

influencing the parameter to predict the model for the same. These machine learning 

techniques can learn from any complex problem's input output relationship, avoiding the 

need for any predefined equation form. The ability of model to predict the MSD based on 

the trained data that determines whether it has been accepted or rejected. To evaluate the 

performance of the computational approach in predicting displacement, the mean absolute 

error (MAE), root mean square error (RMSE) and correlation coefficient (CC) are used. The 

statistical method for non-linear relationships is complicated. In contrast, the modelling 

approach is more straightforward because mathematical relationship cannot be established 

between theoutput and input variables. 

3.1 Artificial neural network (ANN) 

The artificial neural networks using Multilayer perceptron technique is a computational 

system that models it in the way the brain of a healthy human analyses and operated the 

information. The model is also a machine learning process that is being utilized in 

construction engineering for different types of numerical predictions and issues. The input 

layer, hidden layers, and the output layer constitute an ANN model. Transfer function, 

weight, and bias helps to connect the hidden layer to the other layers. The inputs for the 

multi-layer feed forward network were stories, stories heights, seismic zones, and the size 

and percentages of openings, and the output was maximum story displacement. A standard 

approach for developing or selecting a network architecture does not exist. As a result, the 

trial-and-error test was used to determine the optimum number of hidden layers and neurons 

considering the criteria for lowest average squared error. The second phase in the network 

design procedure was to determine the optimum number of epochs to use during training to 

achieve the best mean absolute error (MAE), Root mean square error (RMSE), and 

Correlation coefficient (CC). The obtained data set (total of 240 data) was divided into two 

parts after the ideal architecture was designed: the first portion that is 

(168) used for training the model was 70% of the overall data set, and the rest part was 30% 

of the total data set (72) for testing the model. To generate the best structure to predict the 

maximum storey displacement, various transfer functions and ANN models with varying 

numbers of neurons and hidden layers were tested. One hidden layer modelled on three 

neurons was employed in each network, as illustrated in Figure 1. The ANN model was 

utilised in this phase of the study to calculate the maximum storey displacement in various 

seismic zones for various shear wall models and different percentages of openings. 
 

 

Figure 1. ANN Model 
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3.2 M5P-tree model (M5P) 

The M5P tree model focuses on regression issues using genetic algorithms. The strategy of 

tree models in M5P adds linear regression characteristics to the nodes at the end and fits into 

a multivariable model like linear regression at every sublocation by separating various sets 

of data into numerous sublocations. Instead of discrete segments, the M5P-tree method is 

used to solve continuous issues of class, and it can handle functions with many dimensions. 

It shows the result component of every linear model that was developed to represent the non-

linear relationship between the datasets. The M5P-tree model tree division criteria, as well 

as the error estimation, are displayed on each node. To determine the mistakes, the variance 

of the default value of the class entering the node is used. The parameter at which the 

expected error reduction is maximised is being considered for evaluation of any function of 

that node. The M5P-tree model tree division criteria are determined using error computations 

per node [15] . 

The optimized parameters concluded for the ANN and M5P models are- 

 
 

Modeling Technique Parameters 

Multilayer Perceptron L-0.3 M-0.2 N-500 

M5P model tree M-4 

 

 
4. RESULTS 

Maximum displacement with varied parameters was predicted and evaluated using the ANN 

and M5P models. Statistical measures such as correlation coefficient (CC), Mean absolute 

error (MAE), and Root mean square error (RMSE) were used to determine the fitness level 

of predicted Maximum storey displacement (MSD) values. Figure 2 depict the statistical 

parameters for training and testing dataset of both the models. Figure 3 shows the scatter 

line graph between the actual and predicted values of MSD derived from the ANN model 

and Figure 4 for M5P models with training and testing datasets. According to the 

representation of data in graphical format, Testing models predicted MSD values 

correspond linearly with the Trained data, although the M5P model predicts lower values for 

CC, MAE and RMSE compared to ANN model. Thus ANN (Multilayer perceptron) model 

shows slightly better performance with CC=0.998, MAE= 11.5, RMSE= 14.79. 
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 CC MAE RMSE 

ANN Training data  0.9998 11.5081 14.793 

ANN Testing data  0.9999 11.3884 14.8238 

M5P Training data  0.9961 6.0778 8.3008 

M5P Testing data  0.9957 5.674 7.3368 

 

Figure 2. Comparison of statistical parameters of ANN and M5P models 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.  Actual v/s Predicted values of MSD for ANN Model 
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Figure 4. Actual v/s Predicted values of MSD for M5P Model 

 

 
5. CONCLUSION 

In this research, Machine learning approach like ANN and M5P is used to predict the model 

of Maximum storey displacement. The results obtained from this paper lead us to the 

following conclusions: 

 
1. The ANNs model proposed in this current study showed its ability to predict the 

MSD based on storey heights in different seismic zones of earthquake. This study 

will help in predicting the similar model type and thus it   will reduce time, cost and 

labour. 

2. The statistical parameters obtained shows good results, but ANN model shows 

more Correlation coefficient (CC), MAE and RMSE for both training and testing 

models, Thus ANN gives better performance as compared to M5P for MSD results. 

3. The actual and predicted results are satisfactory and are varying linearly for ANN 

as well as M5P Models in training and testing datasets, but ANN is again showing 

more precise graphs as compared to M5P. Thus, the ANNs model is a powerful tool 

for predicting the Maximum storey displacement of shear walls. 

4. RC Shear wall have been proved to perform good in earthquakes, the effect of 

opening provided for architectural aspects considering MSD is being observed in 

various seismic zones. 

5. It is concluded that on increasing zones of earthquakes, MSD increases. Also, on 

increasing opening percentages and number of storeys the MSD values again 

increases. 
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Abstract 

When an earthquake strikes a region, most of the RC buildings collapse. As a result, 

selecting a lateral load resisting system that is effective is critical. The safety of the structure 

against lateral loads is prioritised in RCC frames. Steel bracings of various types are used to 

withstand lateral loads operating on the structure. The structural performance is greatly 

influenced by the bracing scheme. Steel bracing offers a potential benefit over alternative 

bracing because it allows for a substantial increase in stiffness with a little increase in weight, 

making it ideal for existing structures with weak lateral stiffness. Thus, the natural frequency 

is increased while the lateral displacement and drift are generally reduced. Steel bracing is 

inexpensive, easy to install, takes up less space, and may be customised to meet particular 

strength, stiffness, and stability requirements. With the aid of the Etabs software, the impact 

of steel bracing on the seismic behaviour of RC frames was investigated. In a G+7-story 

reinforced concrete skyscraper, many models were built with various types of bracing 

systems. Using E-TAB software, the models were examined for different seismic zones, 

characteristic strength, location of bracing, and type of bracings in accordance with IS 

1893:2016. The results (maximum story displacement) of several CBF bracing system such 

as X bracing, V bracing, Inverted-V, Diagonal bracing were gathered through seismic 

analysis by response spectrum method. In this comparison between two AI techniques were 

discussed using Weka software on maximum story displacement data obtained through 

Etabs models. The results showed that Random Forest is more reliable than M5P technique. 

 

Keywords. Seismic analysis, steel Bracings, Maximum story displacement, Random forest 

(RF), M5P, Etabs. 
 

1. INTRODUCTION 

 

In order to strengthen and stiffen multi-story structures, which are more sensitive to 

earthquake and wind stresses, the cross sections of the members rise from top to bottom, 

making the construction uneconomical due to structural safety. As a result, unique 

procedures and/or techniques to strengthen the lateral stability of the structure are required. 

Braced frames create their lateral force confrontation through the bracing action of diagonal 

elements. Frames that are fully braced are more rigid. Arbitrarily braced ones have the least 

forces produced in the structure while producing maximal displacement within set 

limitations. 

mailto:shubhamku530@gmail.com
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In past many studies were carried out to find which type of bracing is suitable for RC 

building having different story height and symmetric or non-symmetric plan subjected to 

seismic analysis through various softwares [1-3]. But this process is time consuming and 

uneconomical. Therefore, the main aim of this study is to develop a trained model (AI) which 

can predict the output with the help of various input parameters available. 

Steel bracing for reinforced concrete buildings has several advantages, including the fact 

that it is relatively inexpensive, does not considerably increase structural weight, is simple 

to install, and can be designed with the required strength and stiffness. The fundamental 

advantage of this technology is that no foundation system rehabilitation is required. 

Considering the usage of tree - based regression in many civil engineering applications [4], 

two such techniques (I) RF regression and (II) M5P model tree-based modelling approaches 

[5-6] are employed in this research work to estimate the maximum story displacement of a 

building structure. Data set obtained through seismic analysis (Response spectrum analysis) 

of models in Etabs- structural analysis and design software for modelling purpose. 

2. METHODOLOGY 

Seismic analysis of models were done using Response spectrum method in Etabs. 

Using this method of analysis, multiple modes of response may be considered Except for 

exceptionally complicated or basic structures, many building codes require such technique. 

The structure reacts in a way that may be described as a hybrid of several special modes. 

Dynamic analysis is used to figure out these modes. A response from the design spectrum is 

examined for each mode, taking into account the modal mass and modal frequency, and then 

combined to offer an assessment of the structure's overall reaction. In order to do so, we 

must first determine the magnitudes of the forces in all directions (X, Y, and Z) and then 

look at the repercussions for the structure. The following are a few different ways to combine 

things: 1) CQC, 2) SRSS, 3) Absolute-peak values are summed together. 

2.1 AI Techniques 

Random Forest Technique 

The supervised learning approach is used by Random Forest, a well-known machine 

learning algorithm. In machine learning, It may be used for both classification and regression 

problems. It's based on ensemble learning, which is a method for merging several classifiers 

to solve a complex problem and improve the model's performance. Based on the decision 

trees' projections, the RF algorithm decides the outcome. It anticipates the production of 

numerous trees based on an average of their output. M and k [9] are the only user-defined 

variables. According to Breiman [7], the number of trees used enhances the accuracy of the 

result. The limitations of a decision tree algorithm are eliminated by using a random forest 

technique. It enhances accuracy while reducing dataset over fitting. It can provide forecasts 

without a significant number of package configurations (like scikit-learn). Random forests 

can generate non-linear relationships between input and output variables. Class labels are 

translated into numerical values throughout the regression procedure [7].  

M5P Technique:  
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M5P is an enhanced version of Quinlan's M5, in which a conventional decision tree is 

merged with linear regression functions at the nodes. The M5 model's construction is divided 

into three major phases. To begin, a tree model is constructed using a splitting criterion to 

divide the data into subgroups. Then, in order to overcome data over fitting that occurred 

during tree creation, tree pruning is undertaken to delete or combine unnecessary sub trees. 

Finally, a smoothing procedure is carried out to compensate for the severe discontinuities 

that occur between consecutive linear models at the clipped tree leaves. The decision tree is 

created using a divergence metric known as Standard Deviation Reduction (SDR). Pruning, 

evacuation, and tree substitution are all part of the process. As a result, a final tree model is 

created. 

The M5P algorithm produces accurate classifiers, especially when the majority of the 

characteristics are numerical. To evaluate the proposed model, the M5P method measures 

both MAE and MASE. The M5P has been utilised in a variety of disciplines, like predicting 

soaked CBR value of stabilized pond ash. 

3. DATASET 

For the modelling, Input parameters were type of bracing [x- bracing (1), v-bracing (2), 

inverted v-bracing (3) and diagonal bracing (4)], Fck (30, 40, 50), zone (III, IV, V) and 

location of bracing (model type) as shown in Figure 1. Data was obtained by keeping one 

parameter varying and other parameter constant in a model. A total of 369 data sets were 

gathered and seismic analysis of models were done in Etabs software. Using the WEKA 3.9 

software [8], the maximum story displacement was estimated using random forest regression 

and the M5P model. In both models, 70 percent of the data was randomly picked for training, 

while 30 percent was utilized to test the models. Type of bracing, seismic zone, characteristic 

strength (Fck), and placement of bracing are all input parameters/dependent variables in 

models. The maximum story displacement, on the other hand, was used as an output 

parameter.  

To compare the outcomes of the RF and M5P models, statistical measures such as coefficient 

of correlation (CC), mean absolute error (MAE), root relative square error (RRSE), root 

mean square error (RMSE), and relative absolute error (RAE) were discovered. The 

performance of both models is influenced by user-defined parameters. As a result, picking 

the correct choices for these parameters is crucial. Table 1 shows the statistical properties of 

various analytically obtained data. Table 2 shows the ideal values of the needed user-defined 

parameter in both modelling techniques.  
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Figure 1. Data values of parameters with model number of full data set (Training-Testing) 

Table 1. Predictive models' details of statistical parameters over training data 

Used Parameters 

Training dataset 

Min. Max. Avg. Standard 

deviation 

Input 

data 

zone 3 5 - - 

Fck 30 50 - - 

Output 

data MSD 4.9629 36.127 14.083 5.799 
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Table 2. Predictive models' details of statistical parameters over testing data 

Utilized parameters 

Testing Dataset 

Min. Max. Avg. Standard 

deviation 

Input 

data 

zone 3 5 - - 

Fck 30 50 - - 

Output 

data 

MSD 4.9704 33.4819 13.781 5.3064 

Table 3. Details of numerical parameters in predictive models of RF over training and 

testing data 

Methodology (RF) Training  Methodology (RF) Testing 

Parameters CC Parameters CC 

I-1, M-1, K-3 0.9769 I-1, M-1, K-3 0.8972 

I-10, M-1, K-2 0.9917 I-10, M-1, K-2 0.9516 

I-50, M-1, K-1 0.9903 I-50, M-1, K-1 0.9001 

I-100, M-1, K-2 0.9944 I-100, M-1, K-2 0.9429 

I-100, M-1, K-3 0.9967 I-100, M-1, K-3 0.9642 

Optimized I-100, M-1, K-3 0.9967 Optimized I-100, M-1, K-3 0.9642 

Table 4. Details of numerical parameters in predictive models of M5P over training and 

testing data 

Methodology (M5P) Training Methodology (M5P) Training 

Parameters M-4 M-3 M-2 Parameters M-4 M-3 M-2 

CC 0.9443 0.9433 0.9433 CC 0.8352 0.8352 0.8352 

Optimized 0.9443 Optimized 0.8352 

Table 3 and 4, depicted the implementation of AI technique i.e. RF and M5P. The variation 

in the performance criteria of correlation coefficient (CC) is given in Table 3, 4 and finally 
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summarized in Table 5, 6 based on the optimization of various factors like I, M and M in 

RF and M in M5P models.  

4. RESULTS AND DISCUSSIONS 

The maximum story displacement with varied parameters was predicted using the RF and 

M5P models and compared to the analytically determined results. The adequacy level of 

anticipated MSD reading was determined using statistical metrics such as CC, MAE, RMSE, 

RAE, and RRSE. Tables 5 and 6 demonstrate the statistical parameters of MSD predicted 

by both modelling techniques. Figures 2, 3 show a scatter graph of the actual and predicted 

MSD values derived from the RF and M5P models using training and testing datasets, 

respectively. 

The graphical results indicate that the projected MSD value by both models is in good 

accordance with the actual MSD value, although the M5P model predicts more error in both 

training and testing values. In comparison to the M5P model in predicting MSD values, the 

random forest model performs somewhat better than the M5P model due to greater CC and 

lower errors values (CC- 0.9642, RMSE-1.4467, MAE-1.1823, RAE-27.6024, and RRSE-

27.3412). 

 

Table 5. Details of numerical parameters over training data using prediction models 

Methodology 

used 

Data set for training 

Coefficient 

correlation 
MAE RAE (%) RMSE RRSE (%) 

RF 0.9967 0.3276 6.8518 0.5081 8.7772 

M5P model 0.9443 1.4467 30.2583 1.9547 33.774 

 

Table 6. Output data of testing data using prediction models 

Methodology 

used 

Data set for testing 

Coefficient 

correlation 
MAE RAE (%) RMSE RRSE (%) 

RF 0.9642 1.1823 27.6024 1.4467 27.3412 

M5P model 
0.8352 2.4086 56.234 3.0583 57.8013 
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Figure 2. Predicted VS Actual MSD value using M5P with training and testing data set 

 

 

Figure 3. Predicted versus Actual MSD value calculated with RF utilising training and 

testing data sets 

5. CONCLUSION 

The present work models the analytically obtained MSD value of frames utilising two 

modelling methodologies (i) Random Forest and (ii) M5P. Figures 2 and 3 clearly show that 

the dispersion of data from the trend line is greater in M5P than in RF. Statistical parameters 
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are used to assess the fitness of models. Random Forest performs better than M5P because 

to larger CC and smaller errors in Tables 5 and 6. RF has the following advantages over 

other machine learning tools: (a) It takes less time to train than other methods, (b) It estimates 

output with great precision, even for big datasets, and (c) It can retain accuracy even when 

a significant amount of data is absent. 
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Abstract 

The optimal use of supplementary cementing materials (SCMs) in Portland cement blends, 

such as limestone filler (LF), fly ash (FA), and silica flume (SF), has produced numerous 

environmental and technical benefits, including enhanced physical properties, increased 

concrete industry sustainability, and decreased CO2 emissions. Artificial neural networks 

(ANNs) have been utilized in civil engineering to handle a number of issues, including 

forecasting the compressive strength of self-compacting concrete. A good correlation was 

found between the results of earlier studies and the impacts and advantages of limestone 

filler (LF), fly ash (FA), and silica flume (SF) on the hardened qualities of self-compacting 

concrete, such as compressive strength. The outcomes showed that the created ANNs model 

was indeed a workable and effective tool for simulating the compressive strength prediction 

of self-compacting concrete for LF, FA, and SF. 

Keywords:  Self compacting concrete (SCC), limestone filler, fly ash (FA), silica flume, 

compressive strength (CS), prediction, artificial neural networks (ANN) 

1. INTRODUCTION 

Prof. Hajjim Okamura developed self-compacting concrete three decades earlier in Japan 

[1] . SCC is a highly flowable concrete that can fill forms without the usage of mechanical 

vibration. It's a self-consolidating, non-segregating concrete that's deposited down by 

gravity. Self-compacting concrete (SCC) is important since it maintains all the concrete's 

durability and properties while achieving performance standards. As a result, SCC is capable 

of self-consolidation without the use of external or internal vibrators. Therefore, bleeding 

and segregation are avoided while maintaining stability. According to, changing the 

production process and aggregate type due to variations in mineral additives or cement can 

have a significant impact on the characteristics of fresh SCC, therefore having a robust 

combination with minimal influence from external sources is crucial. Scholars are taking 

priority the use of powder industries by products and waste as mineral additives in this 

direction because of the environmental benefits. Fly Ash (FA), Silica fume(SF), limestone 

filler(LF) and a new generation of super plasticizers (SP) have all been proposed to be 

incorporated into the mix . The type of admixture used is determined by the properties of 

the concrete. In past few years, silica, fly ash, lime powder, and have been the most 

commonly used admixtures in civil engineering research.  

SCM’s can be used in Portland cement replacement for these reasons: (1) their cost is 

significantly lower than that of Portland cement; (2) some of SCM’s increases the early-age 

mailto:gulshance2@gmail.com
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mechanical properties and reduces the aggressive environmental impacts of concrete; (3) 

improve the long-term performances of concrete. 

Artificial neural networks (ANNs), a type of soft computing, are intended to mimic how the 

human brain system learns from training patterns or data. They are capable to solve 

extremely complex problems, such as highly non-linear problems, using interconnected 

computing elements to approximate the non-linear input-output relationship for a variety of 

applications. In the field of civil engineering, neural network technology is being used more 

and more to predict or improve more or less complex phenomena, such as the effectiveness 

of slag and fly ash concrete, the design of concrete mixes incorporating natural pozzolans, 

the characteristics of self-compacting concrete (SCC) containing fly ash, and the carbonation 

depth of fly ash concrete. Some have used self-compacting, high-performance concrete with 

large volume fly ash to improve the compressive strength (CS) of concrete including cement 

additives of silica fume. This study's objective is to develop an accessible ANNs model for 

foretelling the mechanical characteristics (compressive strength) of concrete incorporating 

fly ash, silica flume, and limestone filler. The ANN model was trained using a set of 

experimental data that included input parameters such as binder content (B), limestone filler 

(LF), fine aggregate (FA), coarse aggregate (CA), fly ash (FA), silica flume (SF), 

water/binder ratio (W/B), superplasticizer (SP), and compressive strength (CS) that were 

determined through experimentation.In addition, for evaluating the performance of the 

developed ANNs model, the analysis is done based on parameters and a comparison were 

conducted between the experimental and predicted results.  

2. METHODOLOGY  

A soft computing technology called "ANNs" operates on the idea of neural networks that 

are modeled after the biological nervous systems of living things. It is capable of learning 

from data instances, including each of the intelligence models. The architecture of ANNs is 

typically made up of a collection of interconnected, numerous simple computational nodes 

that operate in parallel and are referred to as neurons. These neurons are typically arranged 

into groups systematically to form layers in the network and provide a response, or output, 

in response to a series of inputs. Thus, neural networks can be single or multilayered, with 

an input layer that does not do any computations while it distributes data from the outside 

world to one or more hidden layers of the network that then process it to produce the desired 

output. With the exception of input layers, the hidden and output layers make up the 

activation function, and the number of neurons in each is equivalent to a model variable. 

The hidden and output layers of the neural network are where all information processing for 

this purpose takes place. Links channels carrying so-called weights, which are initially set 

to a random value and modifiable throughout the training process, are used to reflect the 

strength of connections between the layers. As seen in Figure 1, the incorporation of 

nonlinear activation functions in hidden layers enhances ANNs' capacity to learn nonlinear 

correlations between collections of input and output data. The modelling with ANNs 

required five main stages:  

(a) Acquisition and analysis the data, (b) determining the architecture of model, (c) learning 

process determination, (d) training of the networks and (e) testing and validation of the 

model proposed for generalization evaluation. 
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Therefore, Inputs, weights, sum function, activation function, and outputs are the five 

fundamental components of an artificial neuron. The weighted sums of the input component 

(𝑛𝑒𝑡)𝑗 are found by using Eq. (1) as follow:  

 (𝑛𝑒𝑡)𝑗 = ∑ 𝑤𝑖𝑗𝑥𝑖 + 𝑏                                                                                           (1) 

Where 𝑥𝑖 is the input data; 𝑤𝑖𝑗  is the weight of the neural model; b is the bias.  

 

 Figure 1. Typical neural network architecture 

Experimental database collections and normalization  

The major goal of this work is to build an ANNs model to forecast the mechanical properties 

(compressive strength) of self-compacting concrete using a large database. The first stage in 

achieving this goal is to gather and select a wide range of pre-existing experimental data and 

build a trustworthy database for training and testing samples as well as ANN modeling. 

Numerous datasets with 179 cases were gathered and chosen from sixteen different 

independent literary sources {20 data [2], 6 data [3], 28 data [4], 8 data [5], 12 data [6],42 

data [7], 8 data [8],4 data [9], 3 data [10], 4 data [11], 4 data [12],11 data [13], 5 data [14], 

11 data [15], 12 data [16] ,6 data [17]}, were used to construct the ANNs model. The testing 

data must be used to evaluate the performance of the best model produced by ANNs. After 

the training and testing phases are complete, the network must use the validation data to 

improve network generalization and to determine the generalization capability of the 

selected model on data that was not used during training and just in the input data range. The 

data sets are randomly separated into three subsets in order to achieve a consistent division: 

A total of 149 data sets, or about 83% of the database, were allotted for the training stages, 

and the remaining 30 data sets, or about 17% of the database, were allotted for the testing 

phases. Table 1 provides a summary of the various input and output variables from the 

complete data sets utilized to create the ANNs model. 
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Table 1. Model input and output parameter range 

    

Cem

ent* 

Wat

er*  

Silica

*   

SP 

% FA* CA* Filler* 

Compre

ssive 

strength 

(MPa) 

Mean 

Trainin

g data 

386.

78 0.36 26.52 1.13 

915.7

4 

763.8

3 103.69 59.62 

Testing 

data 

384.

77 0.37 25.58 1.06 

935.4

4 

701.3

5 99.95 58.41 

Maxi

mum 

Trainin

g data 

600.

00 0.50 

150.0

0 6.00 

1180.

00 

986.0

0 420.00 101.00 

Testing 

data 

513.

00 0.50 

100.0

0 4.00 

1160.

00 

917.0

0 390.00 85.30 

Mini

mum 

Trainin

g data 

146.

88 0.28 0.00 0.00 

407.5

5 

578.0

0 0.00 40.30 

Testing 

data 

180.

00 0.30 0.00 0.15 

407.5

5 

578.0

0 0.00 43.10 

* Kg/𝑚3                   

Test for Mechanical properties - Compressive strength test 

Figures 2 (before failure) and 3 show the results of compression strength tests on 

150mmX150mmX150mm cubes using a compression testing apparatus (Sample after 

failure). The specimens were thoroughly cleaned and dried with care after being taken out 

of the curing tank. Afterward, the cube was put into the testing device with the cast faces 

contacting the platens. The cube received tension at a consistent pace. The compressive 

strength was assessed after 28 days to compare the strength of various SCC blends. 

            Figure 2. Sample before failure                         Figure 3. Sample after failure 
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Figure 4. SCC mix specimen 

Table 2. Experimental data sheet 

3. RESULTS 

ANNs model Development 

Table 3. ANN model Learning Parameters 

Parameters 
 

Number of hidden layers 2 

No. of hidden neurons in left and right 8(left),7(right) 

Learning rate 0.03 

Momentum 0.5 

Iterations 10000 

 

Table 1 provides the statistics of data which was used for modelling. To examine the 

accuracy of result a line and bar chart graph is plotted between actual and predicted value in 

Figure 6-8. The results of performance evaluation parameters shows that ANN based model 

is R2=0.9642, MAE=2.9501, RMSE=3.7021, RAE(%)=25.1982, RRSE(%)=26.5630 for 

training and R2=0.9049, MAE=3.8729, RMSE=4.6531, RAE(%)=54.6531, 

Sr. 

No. 
Cement* w/b Silica* 

SP 

(%) 
FA* CA*  Filler* 

Compressive 

strength 

(MPa) 

1 350 0.4 20 1 960 600 220 60.15 

2 250 0.35 18 1 1000 650 250 55.21 

3 225 0.4 20 1 1050 650 200 47.73 

4 300 0.35 60 1 950 600 240 78.76 

5 400 0.3 10 1 950 670 150 63.52 

* Kg/𝑚3                                  
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RRSE(%)=51.8477 for testing and R2=0.9891, MAE=3.8195, RMSE=6.6269, 

RAE(%)=47.8989, RRSE(%)=63.6111 for validating given the result best in using two 

hidden layer [left neuron(8),Right neuron(7)]. So the actual and predicated strength are 

obtained with minimum error. 

 

Figure 5. ANN with two hidden layers 

The interpretable ANN model for 28 days compressive strength prediction as obtained for 

two [left neuron (8), Right neuron (7)] of the nodes in the hidden layer is- 

 

Figure 6. Training set 

 

Figure 7. Testing set 
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Figure 8. Validating set 

Study of literature/research already published shows that generally the modal development 

using ANN involves the data obtained from another research [18] [19] . The novelty of the 

present study involves the actual data obtained from experimental work. The validation of 

the experimental data was also carried out keeping the various input parameters within the 

range for the model development. 

4. CONCLUSIONS   

In this Paper, Compressive Strength model using ANN is predicted for SCC including 

limestone powder, silica flume, and fly ash filler. Thus, following conclusions can be 

observed:  

➢ The ANNs model proposed in this current study showed its ability to predict the 

CS of limestone powder, silica flume and fly ash filler self-compacting concrete 

and the best ANN’s architecture of the proposed model is 7-8-7-1.  

➢ To forecast the CS of self-compacting concrete while related the concrete mixes, a 

back-propagation ANN model can be trained. 

➢ The modeling results are excellent and closely match the experimental values in all 

phases of training, testing, and experimental validation, proving the proposed 

ANNs model's accuracy. As a result, the ANNs model is a useful tool for estimating 

the compressive strength of self-compacting concrete. 

➢ A parametric study was carried out to see the effect of each parameter considered 

in the proposed model on compressive strength. The results agreed with the 

literature. 

➢ There are a lot of potential avenues for further works. In the future, the work can 

be extended by applying the ANN’s for predicting several proprieties of SCC with 

limestone powder, silica flume and fly ash filler such as the workability, elasticity 

module, durability etc. 

 

 

0

50
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Abstract 

Austenitic stainless steel 304L high temperature applications steel used for different power 

plants, boilers, oil and gas industries etc. This paper investigates the FEM based thermal 

analysis of Nd-YAG Laser welding for 1 mm thick 304L stainless steel. FEM based thermo-

elastic-plastic model is developed for thermal analysis of Laser welding using SYSWELD. 

Two different Gaussian distribution heat source models are used for heat source distribution. 

Initially heat source fitting of bead-on-plates was carried using two different models conical 

and combined Goldak double ellipsoidal plus conical heat source models then transient 

analysis of square butt joint was carried out using same models.  

 

Keywords. 304L, SYSWELD, Laser welding, Thermal analysis. 

1. INTRODUCTION 

Laser beam welding using laser as the energy source is used to weld a variety of materials 

and composites available today. Laser beam welding can be precisely controlled in intensity 

and position for joining of metals. The laser beam focus to a small spot size to perform 

welding. Based on the power intensity and the resulting weld bead profile the laser welding 

can be classified as conduction mode and deep welding. The advantage of laser compared 

to Electron Beam (EB) welding process is that the laser can be welded in atmospheric 

condition whereas the latter needs a complicated vacuum environment. 

M. Zubairuddin studied the FEM based analysis of Grade 91 steel using SYSWELD. Author 

studied the Heat Source Fitting (HSF) analysis on different bead-on-plate, further thermo-

mechanical analysis of predicted results validated with measured values of residual stresses 

and distortion [1-5].  J. Chakkan studied the thermal plus mechanical analysis of 304L and 

316L laser welding. Author compared the FEM based calculated residual stresses and 

distortion with experimental measured values [5-6]. Goldak et al discussed double 
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ellipsoidal model for GTA welding [7]. Various authors discussed thermo-mechanical 

analysis of Mod 9Cr-1Mo steel, Al and austenitic stainless steel for different welding 

processes like GTA, EB and Laser welding analysis [8-15].  

In this paper, stainless steel AISI 304 is selected for laser welding as this material has wide 

application. FEM analysis was carried out using SYSWELD. In this analysis two different 

heat source models were selected later predicted models were compare with experimental 

measured width. In second stage, FEM based transient analysis of square butt joint 304L 

steel plate was carried out. 

2. EXPERIMENTAL WORK 

The material selected for this experiment is AISI 304L thickness 1 mm. Initially bead on 

plate experiment was carried out using given below parameters later dimension of each 304L 

Stainless steel is 150 x 100 x 1 mm is welded using butt joint. The power parameters of 

Laser Welding, TruPulse 556 is as been given in Table. 1. Experimental setup of Laser 

welding is shown in Figure 1. 

 

Figure 1. CNC based Laser welding machine 

3. WELDING HEAT SOURCE MODEL 

Selection of heat source model is a first criterion for finite element analysis and must be 

calculated to explain the practical physical phenomena in laser welding. Based on literature, 

it can be seen that defining a reliable and simple model for welding processes is very 

important step. Heat transfer is the main phenomena happening while welding. Modelling 

of heat source model for laser welding is a very challenging in finite element method. In this 

work, two different models have been selected as beam source model by investigating the 

bead cross section of bead on plate welding.  
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Table 1. Laser Welding Parameters 

Parameters Value 

Peak Power 1.3k W 

Average Power 240 W 

Velocity 3 mm/s 

Pulse Energy 15.1 J 

Pulse Width    11 ms 

Shielding Gas (Ar) 10l pm 

Frequency 14 Hz 

3.1. 3D Conical model 

3D Conical model as shown in Figure 2 is reliable heat source model used for high depth of 

penetration of laser welding modelling. Heat power density is higher at the top surface of 

plate and lower at the bottom surface. The power density at any plane is expressed in Eq. 1. 

𝑄𝑟 = 𝑄0exp(
−3𝑟2

𝑟0
2 )                                   

                                                                                                                                (1) 

Where r and r0 is given by 

 𝑟 = √𝑥2 + 𝑦2 

 𝑟0 = 𝑟𝑒 −
(𝑟𝑒−𝑟𝑖)(𝑧𝑒−𝑧)

(𝑧𝑒−𝑧𝑖)
 

Where Qr is heat source intensity, Q0 is the maximum intensity, re and ri are surface radius 

in planes z=ze and z=zi respectively. 

 

Figure 2. Conical heat source model 

3.2. Combined Goldak’s double ellipsoidal plus conical heat source model 

Laser welded bead cross section shows an elliptical upper portion like a nail head. In order 

to account for that nail head shape a Goldak double ellipsoidal heat source is attached on top 
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of 3D conical heat source. The power for each heat source is then distributed according to 

HSF. Figure 3 shows the combined double ellipsoidal plus conical model. 

 

Figure. 3 Combined Goldak’s double ellipsoidal plus conical model 

4. GEOMETRICAL MODEL 

For butt weld experiment, two plates dimensions 150 mm x 100 mm x 1 mm are used. 

Throughout meshing 8-node hexahedron elements of varying size has been used. Total 

number of nodes and element are 92123 and 113512. FZ and HAZ will be having a very 

high thermal gradient; hence, mesh in this zone is very fine. Element size in HAZ and FZ 

are 0.5 mm x 0.5 mm x 0.5 mm. Since temperature gradient is low in next to HAZ hence 

mesh is coarser. Visual Mesh, a sub package in SYSWELD has been used for creating the 

plate model and meshing. The meshed model used for simulation is shown in Figure 4. 

 

Figure 4. Meshing of butt joint plate 

5. THERMAL ANALYSIS OF LASER WELDING 

Heat flux distribution decides the accuracy of FEM analysis, based on right choice of model. 

HSF tool is used for predicting fusion zone. In SYSWELD software, HSF tool is used to 
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calculate the parameters, based on number of trial close to predicted FZ nearby arc energy 

input to give the values of heat power density. Experimental based weld profile of bead on 

plate at 15.1 Joule heat input power is shown in Figure 5. FZ and HAZ of weld profile is 

measured using microscope. 

 

Figure 5. Weld profile of 1 mm thick 304L plate 

The HSF analysis of considering conical and combined double ellipsoidal plus conical 

model heat source model keeping same heat input as bead on plate is shown in Figure 6 (a-

b). Predicted FZ width size using conical model shown in Figure 6 (a) is 0.8 mm and depth 

of penetration is 1 mm, where experimentally measured value is 0.75 mm with 1 mm depth. 

In case of combined double ellipsoidal plus conical model predicted FZ width is 1.2 mm, 

where as experimental FZ width is 0.75. HAZ width in case of conical model is 1.3 mm 

while in case of combined double ellipsoidal plus conical model is 1.9 mm, where as 

experimental measured using optical microscope is 1.25 mm.  

 

(a) Conical Model 
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(b) Conical and Goldak’s combined Model 

Figure 6. Heat Source fitting Analysis 

 Based on above results, it is observed that conical model is more accurate as 

compare to combined double ellipsoidal plus conical model, conical model shows 0.04 mm 

only, where as combined model shows 0.44 mm error. Transient analysis of butt joint plate 

considering same heat input parameters is carried put in welding advisor. Figure 7 (a-b) 

shows the thermal analysis of butt joint at the mid of weld plate. Peak temperature reached 

during welding analysis shows1450ºC in case of conical model as shown in Figure 7 (a), 

whereas in case of combined double ellipsoidal plus conical model as shown in Figure 7 (b) 

temperature is reached 1740ºC, above melting point of 304L (1410ºC value). 

This high temperature is the main attribute in the formation of the FZ and converting solid 

to liquid and immediate vicinity of FZ (i.e. weld zone) is defined as HAZ.  

 

 

(a) Conical Model 
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(b) Double ellipsoidal plus conical model 

Figure 7. Thermal Analysis of laser welding of 304L butt Joint 

6. CONCLUSION 

In this study, initially work bead on plate welding is carried out in the next stage same heat 

input parameters was used for transient analysis. 

• Comparison of predicted FZ and HAZ showed that conical model predicts more 

accurate as compare to combined double ellipsoidal plus conical models. 

• FEM based steady state analysis of HAZ and FZ of bead on plate of 304L carried 

out using two different heat source models, results shows 0.8 and 1.3 mm, which 

is nearer to measured value 0.76 mm. 

• Second stage of FEM analysis shows maximum temperature reached in case of 

conical model is 1450ºC as compare to combined model double ellipsoidal plus 

conical model is 1740ºC. 
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Abstract 

In the present paper, a review of design methodologies for reconfigurable manufacturing 

systems is discussed, with a focus on different combinations of interchangeable designs in 

alignment with symmetric and asymmetric combinations of the system are analyzed. With 

the different combinations of the crossover and without crossover it was concluded that 

machine reliability and gantry reliability of RMS with crossovers have higher degree of 

productivity. It can be said, that better the machine average reliability, larger is the solution 

of parallel line configuration or the vice versa. It can be concluded that in a larger system, 

the RMS has an extended degree of capability in comparison to parallel line combinations. 

Keywords: Reconfigurable Manufacturing System, Reliability, Productivity, 

Maintainability 

1. INTRODUCTION 

The beginning of the mass production era marked in 1913 with the introduction of the 

moving assembly line. It has significant contribution towards the possibility of the 

emergence of the dedicated machining line (DML), which further led to the development 

of advanced production for engines, transmissions, and major components contributing 

towards the automotive sector. The introduction of DML provided the capability of high 

production rates for the specific part types, which drastically enhanced production time as 

well as the entire cycle time of the product. Furthermore, NC and CNC systems were 

introduced which again acted as a revolutionary trend change in the entire manufacturing 

scenario of the world, facilitating the entry of the flexible manufacturing system in the early 

1980s [7]. Stecke and Solberg [16] who previously introduced the operation policies of 

FMS, again developed the concept for the mathematical modelling of flexible systems, 

easing the ideal objective of a manufacturer, that is flexibility, productivity and quality, to 

enhance the capability of the entire system in 1980s and 1990s. In the forthcoming era, the 

changing pace of the globalization and the increasing competitiveness in the manufacturing 

scenario FMS also found to be a partial solution for the economic prospects. Therefore, 

rising need for the rapid change in the production capabilities in responsive acts towards 

the sudden market demands the concept for reconfigurable manufacturing systems are 

introduced [5]. In reconfigurable manufacturing system, the capability of scaling up and 

scaling down the system structure both at the software and hardware levels in response to 

mailto:anurag2k87@gmail.com


 2 

sudden market changes makes it a very effective solution for the manufacturers leading to 

proper cost effectiveness as well as the inventory control solution [6].  

 

2. CHARACTERISTICS OF RMS  

A typical Reconfigurable Manufacturing System has six characteristics as shown in fig 1 

that includes Modularity, Integrative design features, Customized flexibility, Scalability, 

Convertibility, and Diagnosability [10]. Y.Koren applied these characteristics in the event of 

transformation of the entire manufacturing system for different attributive components of 

the system.   

 

 

Figure 1. Characteristics of RMS 

Modularity: It is the most important indicative component of the reconfigurable 

manufacturing system responsible for the reduction of complexity both at design and 

evaluation level of the system. The system includes different type of components that are 

typically commutable in nature which can be machines, axes of motion, controls, and tooling 

that can be replaced or upgraded to a better version when found to be necessary suiting new 

applications.  

Scalability: It expresses the performance ability with adjustment of production capability of 

the system as per the needs with optimum cost consideration alongwith minimised time, 

over a large range of capacity within its capacitive increments. It can also be said as the 

ability to maintain cost effectiveness when there is a change in market demands or workloads 

as shown in the fig 2 and fig 3. 

Convertibility: Convertibility explains the capability to adjust operational functionality that 

can be changed from one form to another. It includes the capability to switch over the 

spindles of a machine as per the requirements of the system. Also, it can be adjusted 

RMS

Modularity

Scalability

Convertibility

Diagnosability

Integrability

Customization
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manually with a passive degree of freedom for the production of different parts within a part 

family. 

Diagnosability: It is the capability to find and optimise the basic cause of problems for 

output defects of the products which further can be corrected or adjusted quickly. However, 

diagnosability can be further categorized into delectability, predictability and distinguish-

ability.   

Customization: It explains the capability of modifying or designing machine capability to 

achieve a higher degree of flexibility. It significantly classifies the RMS and its enhanced 

superiority over the classical FMS /CNC system. The typical feature of the customization 

provides feasible designing of the system for the operational output of the similar type of 

part, irrespective of a particular part type integration.  

Integrability: It is the integrative capability of different modules in a very quick and accurate 

manner with different sets of interface controls as well as different mechanical and software 

information. It allows a typical system designer to relate various types of part type and their 

capability for respective machines for corresponding operations to be performed which 

further leads to the product-process integration. 

 

Figure 2. Static Nature of DML and FMS Vs Dynamic Nature of RMS  

 

Figure 3. Comparison of Manufacturing System Cost and Capacity 
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3. CLASSIFICATION OF THE CONFIGURATIONS 

In order to classify the configurations, there should be known daily demands of part types 

per day (Q), total time required by part type (t) in minutes, are given. In real kind scenario, 

the equipment used attribute towards the machining time but in general here it is represented 

as:   

N = 
𝑄∗𝑇

𝑀𝑖𝑛

𝐷𝑎𝑦
∗𝑀𝑎𝑐ℎ𝑖𝑛𝑒 𝑅𝑒𝑙𝑖𝑎𝑏𝑙𝑖𝑡𝑦

 

Here, the system is to be assumed to be 100% reliable for all pieces of equipment, which 

therefore, represent the reliability = 1. To calculate the number of machines it can be rounded 

off the data towards the nearest higher side of the integer 

On considering that, if 300 parts per day are needed and thereby the time required by each 

part type for processing is 9.5 min then minimum requirement of the machine time that are 

assumed to be in the work becomes 1000 min/day [12]. In general, the total number of 

combinations for the machines are higher, therefore a logarithmic scale was considered 

which led to the increase in the configuration on a linear scale. Here, with the linear 

arrangement it was found that with the aforementioned number of machines, the possible 

configuration for the RMS is pretty much lower to meet the possible demands of products. 

 

No. of 

Machines 

No. of Possible 

Configurations 

No. of RMS Configurations 

3 3 3 

5 18 9 

7 198 36 

 

Figure 4. Representation of Total System Combination or Configuration on the Basis of 

Different Numbers of Machines 

 

Here, different combinations are classified as symmetrical or asymmetrical, which is further 

evaluated by its typical arrangement of connections with respect to machines. For instance, 

if configurations have almost similar kind of arrangements, i.e they are identical, but they 

are considered differently because of cross coupling between different stages of machines, 
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In the present system, the symmetrical system has only 18 configurations for the 5 machines 

(Fig. 4) and will be considered as the symmetric configuration by the designer as shown in 

fig 5. However, asymmetric combinations of configurations add very higher degree of 

complexity and are practically feasible in real-world kind operational lines. The different 

combinations led to a very higher possible configuration of the asymmetric configurations 

as compared to symmetric configurations. It is only due to the different position as per the 

reconfiguration science as per their requirements.  

  

 

   

 

Figure 5. Configuration of Five Machines 

 

In general, it was found that asymmetric configurations are typically not suitable for real 

time machining scenarios, which can be categorised into variable-process configurations and 

single-process configurations, which are represented by Fig. 6. below. With the non-

identical flow paths, variable configurations are characterised for the different parts [19]. 

For instance, the aforesaid system shown in fig 6 can have different sequences of flow paths 

such as g–c–f-e, g–c–d–e, a–b–c–d–e, etc. It was not possible for a designer to design 

multiple prospective designs for the same part type with different corresponding flow paths. 

It is due the very higher possibility of the error in the part quality which are very tough in 

nature to be detected, which might led in the failure of the system. 

 

 

 

 

Figure 6. Two Types of Asymmetrical Configuration 

3-stage 

Configuration 

b 

Symmetric Configuration 

a 

a

c d e 

f 

g 

b

b a 

4-stage 

Configuration 



 6 

 

 

 

 

Figure 7. Three Types of Symmetrical Combination 

 

The processing time for the symmetric configuration in a particular stage is almost equal 

due to the similarity in the sequence of operation that can be attributed to the different 

combinations of machine types. Here, system designers also not consider them because of 

excessive competitiveness and impractical considerations [4]. It can be said that practically 

only symmetric configurations are the only possible design consideration for the real time 

performance which is further classified into three stages [12] as shown in the above figure7. 

 

4. CONCLUSION 

The aforesaid configuration discussed represents that RMS has a spine gantry having 

identical reliability to that of the conveyors as shown in the fig 10. which further attributed 

towards the complex calculation of trade-offs between creditability of 

responsiveness(reliability) of cell gantry and hence the overall machine that is Gr = 0.96 and 

Mr = 0.96 respectively [12].  As per various research and analysis on the basis of machine 

and gantry reliability, respectively proven that RMS with crossovers have a higher degree 

of productivity and hence, they are preferred. It can be said that the better the machine's 

average reliability, there is higher extended solution of parallel line configuration or vice 

versa. It can be concluded that in a larger system, the RMS has the higher capability than 

parallel line configurations. Secondly, with respect to higher machine reliability, the 

productivity of cell configuration becomes on the higher side. Although, the installation cost 

of the RMS is higher but with the changing market demand scenario, and the need of scaling 

up or down of the system RMS can easily cope up with the highly un-predictive boundaries. 
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Abstract 

In the 21st century, everything is improving faster, and manufacturing sectors are not excluded. 

Technological advancements have exponentially improved the manufacturing sector in the past 

three decades and have also advanced in increasing the quality of products produced in a 

manufacturing industry. TPM, one of the most famous and used methodologies founded by 

Seiichi Nakajima has a quantitative tool called Overall Equipment Effectiveness (OEE), which 

gives the quantification of an industry's Total Productive efficiency. The electronics sector is a 

growing sector in India and this paper is an attempt to deliver a case study on the Improvement 

of OEE in an SMT line. In this case study, several quality tools from Lean Manufacturing have 

been integrated and incorporated for the OEE improvement. OEE data has been assumed from 

various articles on the Semi-conductor industry. The tools like VSM, Fishbone Analysis, FMEA 

are used to identify the main slow-down process and then the paper discusses the various 

methodologies that can be adopted for this specific SMT line so that the result would be an 

improvement in OEE.
 

Keywords. Total Productive Maintenance, Overall Equipment Effectiveness, Surface 

Mount Technology, Value-Stream Mapping, Fishbone analysis, Process-failure mode 

analysis. 

1. INTRODUCTION 

The rise of the industrial revolution in the 19th century and early 20th century led to technological 

advancements in the electronics sector and the growth of the global economy. European 

countries, Japanese, and many other countries were improving to be the industrialized nation and 

as a result, the technology saw a rapid advancement. The First World War adversely affected 

many countries, and they were forced to adopt different methodologies to be more efficient. The 

lean Manufacturing model from the Toyota Production System in 1930 gave a new insight into 

discrete manufacturing. This Lean Manufacturing focussed on eliminating wastages, speeder 

https://www.scopus.com/affil/profile.uri?afid=60122498
mailto:mkojha@amity.edu
mailto:bharathsiva01@gmail.com
mailto:rkannojiya@amity.edu


production, and cost-effectiveness. Later in the 1950s the Father of the Total Production System 

Seiichi Nakajima devised a quantitative measure to standardize the production efficiency called 

OEE i.e., Overall Equipment Effectiveness. OEE is a small part and a lean tool of this Lean 

manufacturing which deals with the equipment effectiveness, it takes the most common sources 

of manufacturing which gives us a measure to calculate the efficiency the manufacturing process. 

The three categories are Availability, Performance and Quality. Since the 1950s OEE has 

evolved in many ways for various kinds of manufacturing sectors. OEE consists of three 

attributes Availability, Performance, and quality. OEE is the product of all these three values. 

Nakajima also states that the losses while calculation of OEE can be grouped into six big losses 

which further helps us to classify the losses. 

In the past two decades, Electronics Manufacturing Sector has been growing exponentially all 

over the world and countries like India which has a growing number of skilled workforces is a 

perfect place for this industry. Printed Circuit Boards are the building blocks of an electronic 

component, and these PCBs are manufactured using Surface Mount Technology. Developing 

VSM from the data gathered and identifying the bottleneck manufactured using Surface Mount 

Technology. Improvement of OEE[8] of SMT line is a continuous improvement strategy and 

This paper is a case study on the Linear Surface Mount Technology line. Single-sided PCBs are 

taken into consideration, so that model can follow a linear path and single workflow.  

2. METHODOLOGY 

Basic area to focus in improving OEE is to look after the major losses i.e., breakdown, setups 

and adjustment, small stops, reduced speed, startup rejects, production rejects and try to reduce 

it. This case study focusses on how to improve the OEE by focussing on the quality attribute and 

availability of the equipment unlike only on availability as discussed in [9], The prime objective 

of this study is to analyse the process flow of the SMT line, and to apply the quality tools over 

the gathered data about SMT line and finding out the bottleneck. Integration of quality tools like 

FMEA as mentioned in [7] and identification of appropriate methodologies for OEE 

improvement is the secondary goal is to be achieved. The proposed framework of the adopted 

methodology for the same is shown in Figure 1. 

http://e/Internship/Guides/OEE%20Calculator/Manufacturing%20Pack/Six%20Big%20Losses%20Executive%20Summary.pdf
https://core.ac.uk/download/pdf/235640646.pdf
https://www.researchgate.net/publication/302480204_Improving_Overall_Equipment_Effectiveness_OEE_through_integration_of_Maintenance_Failure_Mode_and_Effect_Analysis_maintenance-FMEA_in_a_semiconductor_manufacturer_A_case_study


 

Figure 1. Methodology for this case study 

The process workflow Figure 2 formulated in this paper is primarily focused on the linear model. 

The SMT line usually starts from the arrival of components, solder paste and other products to 

the warehouse, then it follows the major value-added processes and then unloading occurs which 

then proceeds for logistics or other processes depending upon the, if it is an automotive 

electronics manufacturer, it proceeds for ICEF testing processes. This paper has considered 

standard sized PCBs and the simple major value-added processes to the PCB boards. The 

machinery is arranged in a linear manner and connected to each other via conveyor belt.  

 

Figure 2. Process flow in considered SMT line 

The Process workflow considered in this paper: 



1. The Surface Mount Technology process starts from the loading of PCBs onto the loader, the 

worker loads the plain PCBs on to the UD/LD loader, which proceeds to push the PCBs onto 

conveyor belt. 

2.  This takes the boards to their first value-added process where the automated solder paste 

printer prints the solder paste. The PCB is placed under a Stencil and a squeegee moves left 

to right printing the Solder paste onto the board. This printing involves loading the raw solder 

paste in liquid or solid state into the machinery prior to the start of the processes, this involves 

different methods depending upon the industries.  

3. After this printing process the conveyor belt takes this board to Solder Paste Inspection, this 

inspection is usually automatic because it saves a lot of time, and this machine can detect 

whether the print is applied or not but cannot detect the quality of the solder printing. If any 

fault is detected in the SPI the defective parts is excluded and sent to the buffer, it may be a 

vertical or horizontal buffer depending on the industry. The defective boards are then 

corrected and then set back in the conveyor belt. 

4.  The Board then passes to the major value adding process i.e., Chip mounting machinery or 

pick and place equipment. The considered environment is high-mix low volume, so this 

process is very crucial in the Surface Mount Technology line. Components like chips, 

resistors are loaded to the machine and this loading process is considered in downtime. The 

automated pick and place fit the components onto the board where the solder paste is printed.  

5. After the chip mounting process, the board passes through the Automated Optical Inspection 

before entering the reflow oven, x-ray inspectors are used for this inspection. The Pre-AOI 

is placed right before the reflow oven to detect any missing part. This equipment is very 

essential in the entire process because once the fault is not detected before a board enters a 

reflow oven, rework cannot be done over the board and eventually the defective board will 

be discarded. I have considered an automated OI. 

6. After this inspection the board enters the reflow oven, I have considered 8-layer reflow oven 

and a linear flow. The incomplete board then passes over the solder paste enters the reflow 

oven and gets heated up and the soldering is done.  

7. When the board exits the oven, it is subjected to cooling or other trivial processes depending 

upon the manufacturers, but I have made a simple SMT line so, the board goes through the 

post-AOI which is the final process of my considered SMT line, Here the board is checked 

for every aspect. Same as the pre-AOI equipment, if any detect is found, it is sent to the buffer 

and the rework is done. Then the board are unloaded from the conveyor belt. 

2.1 Developing VSM 

Value stream mapping is a lean management tools which provides the big picture of the entire 

process. The conventional usage of this tool is by creating a current VSM, analysing the causes, 

implement new methodologies and implement future VSM. In this paper, two to three quality 

tools have been integrated   for improvement of OEE. VSM helps visualise the entire process 

and quickly discover in which way it may go wrong and gives an idea for improvement. Data 

has been gathered for SMT line from [5] by Amir Azizia and Thulasi a/p Manoharan which was 

based on a PCB manufacturer in Malaysia and from other sources to implement the VSM. This 

https://www.sciencedirect.com/science/article/pii/S2351978915000281


Data has been checked properly and considered after some recommended changes. The data has 

been displayed in the Table 1. 

Table 1. VSM data for the considered line. 

 

2.2 Analysis of VSM 

 It indicates a main point that Manual Cycle time for post-Automated Optical Inspection is more 

than a minute for single board. The VSM has been attached as Figure 3. This is due to the 

importance of quality of the soldering. If the AOI detects any quality degradation it sends it to 

the buffer and a worker checks any rework is possible or else the board is discarded. So, the 

important reason for this rejection and increasing manual cycle time is Improper soldering in 

Reflow oven.  

 

 

Figure 3. Current VSM for the considered line 

Process name 
Solder 

Print 
SPI 

Chip 

mounter 
Pre-AOI 

Reflow 

oven 

Post-

AOI 

Manual Cycle time 55.8 6 0 34 0 62.5 

Machine cycle time 5 14 48 6 20 7.5 

Changeover time 65 0 0 0 105 0 

Batch size 300 300 300 300 300 300 

Effective cycle time 61 20 48 40 20 70 

Available time 50400 50400 50400 50400 50400 50400 



2.3 Fishbone diagram and its analysis 

Figure 4. Fishbone analysis over the bottleneck 

Fishbone analysis is a lean management tool and used to take all the causes for the main problem. 

The main purpose of this tool is to quickly factor out the major causes for the problem. The main 

effect should be discussed and clearly stated out.[8] The main effect is written at the right edge 

of the paper or sheet; a line is drawn from the effect in the middle and branches are drawn out of 

the line to factor out the causes. This resembles a fishbone with the main effect as the head. 

Hence it is also called as Fishbone analysis. The Fishbone analysis has been attached as Figure 

4. Improper soldering from VSM has given us the main area to focus and it is a solid effect to be 

focussed on. 

2.4 PFMEA 

Failure mode effective analysis is a lean tool which quantifies the risk involved in a process or 

components [15] . Process-FMEA is formulated here because this tool helps identify the errors 

precisely and provides with a solution for that. This tool also helps to eliminate the unwanted 

processes in a manufacturing line. From the fishbone analysis the causes for the effects are 

known now PFMEA can be performed on the main value-added processes in SMT line to sort 

them out based on their stages. PFMEA is quantified by three attributes Severity, Occurrence 

and Detection. Product of these attributes gives us the Risk Priority Number. The limit set to 

RPN varies across manufacturing sectors. The Scale for the quantification of Severity, 

Occurrence and the detection varies across industries. The considered Scale here is designed by 

considering data from various sources. 

Table 2. PFMEA over Solder paste printing 

Process/Product 

Potential Failure Modes and Effects Analysis 

(FMEA) 

https://core.ac.uk/download/pdf/235640646.pdf
https://www.researchgate.net/publication/349459652_A_Revised_PFMEA_Approach_for_Reliable_Design_of_Assembly_Activities
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PFMEA is a very tedious process and can be exceptionally long, PFMEA is updated whenever 

a new methodology is applied and for this case study, this paper has considered what can go 

wrong in SMT line and a PFMEA is made, a sample of PFMEA done over Solder printing has 

been attached as table 2. The main deduction from the PFMEA is the RPN. RPN has been 

segregated for three main Value-added processes in table 3 and pareto chart has been plotted for 

that in Figure 5. 

Table 3. Compilation of RPN from PFMEA 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 Pareto chart of RPN. 

2.5  Pareto Chart  

This Pareto is also a lean tool, and it 

is because 80 percent of disruption in 

a manufacturing line is caused by 20 

percent of the process and the remaining 20 percent disruption is caused by 80 percent of the 

line. This helps to identify the main area to focus on terms of quantified risks. Pareto chart is 

combination of bar graph and a line graph. In this case the RPN for each process is plotted in bar 

graph and their cumulative percentages are plotted as the line graph.  

 

         

 

3. RESULTS AND DISCUSSION 

3.1 Quality 

Effect RPN Cumulative 

Percentage 

Percentage 

Sol.Prin

t 

320 38 38 

Chip.Mt 288 72 34 

Reflow 

Solderin

g 

232 100 28 



From the above performed quality tools it can be deduced, which area should be focused. 

PFMEA performed after this analysis quantified and allowed to visualize the various effects and 

their causes. The Pareto analysis clearly indicates where to focus the most and it is the pre 

soldering process followed by chip mounting process Following are the main factors: 

Table 4: Methodologies for quality aspects 

Problems Methodologies Implementation goals 

Using Solder 

Paste after 6 

hours. 

Implementing poka-yoke [18] for the 

solder printing process. 

Poka-yoke for Solder paste temperature. 

Stirring the paste 

before application 

Employment of Solder Paste Centrifuge 

machine. 

This ensures the proper mixing of solder 

paste without any synthetic errors. 

Paste stuck in 

Stencil, thickness 

of the stencil 

Usage of frameless stencils 
This is cheap and allows the operator to 

replace it without any hinderance. 
 

Faster printing 

and Squeegee 

angle 

Slowing done the action. This ensures the proper solder printing. 
 

Excess or Low 

solder paste 

volume 

Employment of ML algorithms [16] to 

study the effect of temperature and 

volume of solder paste on the soldering 

process. 

This has been proved to be a good 

methodology to identify the good solder 

paster type and their temperature operating 

window. 

 

• Low temperature of the solder[4], improper mixing of solder paste, paste stuck in Stencil, 

thickness of the stencil, damaged stencil faster printing, squeegee angle, Wrong cleaning fluid 

in the printer, 

• Oxidation of the solder paste and faulty heater. 

The components are heat sensitive and undergo thermal stress, which causes the damage, should 

use appropriate mounter tools. 

3.2 Availability 

The VSM has given the data, and it indicates the availability of the machine. It clearly indicates 

the set-up time, break down considering change over time during solder paste printing and 

Reflow oven is more and it can be optimized. It can be also observed that all these processes can 

be made continuous by segregating and performing it as internal and external activities over time. 

SMED is a lean manufacturing tool, developed by Toyota in 1950s. Which eliminates the 

unwanted time. Motive of SMED is to reduce the change over time under 10 minutes. This 

directly reduces the lead time and reduces the idle time. SMED methodology can be applied to 

the entire process.  

https://www.researchgate.net/publication/346135776_OEE_and_the_link_to_SMED
https://www.researchgate.net/publication/346135776_OEE_and_the_link_to_SMED
https://skemman.is/bitstream/1946/26708/1/BSc-asgeirh-2016.pdf
https://skemman.is/bitstream/1946/26708/1/BSc-asgeirh-2016.pdf
https://skemman.is/bitstream/1946/26708/1/BSc-asgeirh-2016.pdf
https://skemman.is/bitstream/1946/26708/1/BSc-asgeirh-2016.pdf
https://www.researchgate.net/publication/333602966_Investigation_of_Printing_Performance_of_Solder_Paste_at_Different_Temperatures


In a high-mix low-volume production changeover time is generally higher and it specifically 

caused during the components loading into the chip mounter. Above mentioned data considers 

only a single type of PCB board. Change-over time is considered under Down Time loss. We 

can reduce the change over time by implementing SMED. Two cases with use of DES software 

and WITNESS simulation over SMT line have been shown in [10]. For Case 1, the only 

maintenance strategy used is Corrective Maintenance. Hence, the maintenance is performed only 

when the machine breakdown. The breakdown of machine will cause stoppage to whole 

production line. As for case 2, PM is introduced to all machines. The maintenance task that 

should be done during PM and its frequency were decided qualitatively after discussion with the 

stakeholders. The PM was scheduled to be done daily. The time for adjustment and setup task 

during PM is 15 minutes.  

The result proved that Preventive maintenance was much effective than the corrective 

maintenance. Though not all machines showed improvement under preventive maintenance the 

overall availability of the manufacturing line saw a decent increase. This concludes that SMT 

manufacturing line should adopt Preventive Maintenance strategy. 

Preventive maintenance can also be improved by various methods. By installing sensors and a 

storage we can start gathering data as mentioned in [1] and [2], SMT line can produce rich data 

within a week giving us the needed information. We can employ machine learning algorithms to 

analyze the data and predict the model. This can be incorporated with Preventive maintenance 

strategies. 

 Table 5 Methodologies for availability aspects 

4. CONCLUSION 

This report has accomplished the above-mentioned objectives with clear explanation. This 

Report has integrated the tools and have performed a valid case-study providing the insights of 

SMT line. The PFMEA can be performed after the chosen methodologies, and it can clearly give 

us the efficiency of our implemented methods. It can be quantified into numbers by RPN and 

paretto chart and since it is a continuous improvement strategy, we can periodically assess this 

and improve the manufacturing line. Growing trend of Industry 4.0 in India [11] is a point to be 

noted as all quality tools are data driven and integration of the lean tools with them will result in 

Methodologies Implementation goals 

Labelling components (RFID) We can reduce the time utilized for 

component search 

Changing Warehouse layout to accommodate the 

above said changes 

Improvising the shop floor towards [17] 

Industry 4.0 

Preventive maintenance using gathered data Installing sensors and tagging the boards to 

gather data and predict the equipment wear. 

https://www.researchgate.net/publication/334241983_WITNESS_simulation_of_preventive_and_corrective_maintenance_for_Surface_Mounted_Technology_SMT_line
https://arxiv.org/abs/2001.09619
https://journals.sagepub.com/doi/full/10.1177/1550147719832802
https://www.researchgate.net/publication/346589976_INDUSTRY_40_IN_INDIA_AND_ITS_IMPACT_ON_LABOUR_MARKET?_iepl%5BgeneralViewId%5D=LzwEuDRDnZyB8b50gfJj6A3SmdCY95hVNFKR&_iepl%5Bcontexts%5D%5B0%5D=searchReact&_iepl%5BviewId%5D=8IAGXfbyriz04tR2tf8660I5kzHcbuyrOyN2&_iepl%5BsearchType%5D=publication&_iepl%5Bdata%5D%5BcountLessEqual20%5D=1&_iepl%5Bdata%5D%5BinteractedWithPosition1%5D=1&_iepl%5Bdata%5D%5BwithoutEnrichment%5D=1&_iepl%5Bposition%5D=1&_iepl%5BrgKey%5D=PB%3A346589976&_iepl%5BtargetEntityId%5D=PB%3A346589976&_iepl%5BinteractionType%5D=publicationTitle
https://www.researchgate.net/publication/345797391_Simulation-based_lean_six_sigma_for_Industry_40_an_action_research_in_the_process_industry/figures


a more efficient production line. The methodologies provided in this paper may further studied 

in detail for future studies. 
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Abstract 

The tractor operators are subjected to negative vibrations because most of the tractors are 

without any type of suspensions. Because drivers have to work for long hours, these 

vibrations are hazardous to their health. The present study is focused to analyse the seat of 

tractor experimentally by collecting the real time data from tractor seat while working in 

fields with implements during tillage process. Tri-axial accelerometer was used to collect 

the actual data from seat base and was stored in data collection unit. Based on the real-time 

data a dynamic model of tractor along with seat was developed in MATLAB-Simulink for 

further analysis of vibrations. Measurement of vibrations is the basis for developing a good 

tractor seat with reduced vibrations. Although, there still remained many problems to be 

solved but this study will provide a good base to work in this direction. 

Keywords -Tractor, Implements, Vibration, Modelling and Simulation. 

1. INTRODUCTION 

Vibrations in the range of  12 Hz  affect  all  organs of operator, whereas  vibrations  above 

12  Hz  have  a  local  effect on organs. Low frequency (less than 6 Hz) movement, such as 

movements of tires over an irregular road, can cause body resonance [1].  Biodynamic 

research has shown that prolonged exposure to vibrations increases the risk on health [2]. 

Many characteristics of mechanical vibrations strongly influence the operators. These 

characteristics include the direction of vibrations, point of contact with the body, frequency, 

and duration [3, 4, and 5]. If external force frequency matches with natural frequency, 

resonance occurs [6] due to which undesirable oscillations of large amplitude are produced. 

When a system is disturbed and can vibrate on its own, the natural frequency is the frequency 

of the vibrations without damping or external force [7, 8]. If damping is present, it is referred 

to as the system's damped natural frequency. Most seats exhibit low-frequency resonance, 

resulting in greater magnitude of vertical vibrations on the seat [10, 11]. 

MATERIALS AND METHODS 

The tractor seat was used to collect real-time data. The experiment was conducted for two 

different implements. First time data was taken from tractor seat when the tractor was 

moving with plough and second time disc harrow (Figure 1) was used as implement for 

tillage process.  

mailto:harry2211@rediffmail.com


                  

Figure 1. Tractor with Chisel Plough and Disc Harrow 

 During both cases vibrations were measured with tri-axial piezoelectric accelerometer 

(Figure 2). Vibrations measuring accelerometer was fitted on the seat base of test tractor to 

measure vibrations on seat of tractor. The frequency sensitivity range of an accelerometer 

was 2-8000 Hz. Every time, acceleration levels were recorded simultaneously in three 

perpendicular directions, X longitudinal (pitching), Y lateral (rolling), and Z vertical 

(bouncing/heave) on the base of the tractor seat.  

 

Figure 2. Location of accelerometer on the base of tractor seat. 

A vibration measurement setup in the X, Y, and Z directions was created (Figure 3). At a 

frequency of 10 Hz, the vibration measuring accelerometer could quantify the vibration of 

the X, Y, and Z axes 

 

.  

Figure 3. Tri-axial Sensor and Data Acquisition unit setup used for the measurement of 

vibrations 

The tractor was made two runs at two constant speed during both cases and the real time 

data was recorded separately for each case along horizontal, transverse and vertical 

directions.  



 

2. DATA ANALYSIS 

Accelerations measured are shown in Figure 4 in horizontal (x), transverse (y) and vertical 

(z) direction. The speed of tractor was kept constant at 2.30 Km/hr. As the Figure shows 

when tractor was made to work with tillage implements (chisel plough) the measured RMS 

values of acceleration was highest in transverse (y) direction and lowest in horizontal (x) 

direction and the vertical (z) direction values lies in between that of lateral (y) direction 

and longitudinal (x) direction.  

 

Figure 4. RMS acceleration in all three directions at tractor’s seat with implements 

3. IMPLEMENTATION- SIMULATED MODEL OF TRACTOR  

A full tractor vibration model along with implements was simulated. The tractor-implement 

structure was represented by the characteristics like MOI and mass of tractor with 

implements. Figure 5 depicts the dynamic model of the tractor and implement. Due to 

surface roughness, the tractor's front and rear tyres experience displacement excitations 

qfz(t) and qrz(t), respectively. A displacement with respect to the centre of mass is 

introduced by the change in amplitudes of qfz(t) and qrz(t). Roll, yaw, and pitch movements 

of the tractor were introduced as a result of this displacement with respect to the mass centre. 

Rough road force between front axle and rear axle with a time lag of qfz(t)and qrz(t)of the 

tractor-implement system at an instant i can be expressed as 

 𝑞𝑓𝑧𝑖(𝑡) = 𝑞𝑟𝑧𝑖(𝑡 + 𝜏) (1) 

                                  

Where qfzi(t)  and qrzi(t) are displacement excitations, Ʈ is time lag and can be calculated as 

𝜏 =
𝑙𝑏𝑓 + 𝑙𝑏𝑟

𝑣
                                                                                      (2) 

Where lbf is the distance between the chassis and the front axle, and lbr is the distance 

between the chassis and the rear axle. v represents the velocity of the tractor-implement 

system. 
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Figure 5.    Schematic diagram of Tractor Implement System 

The motion equations can be written as follows: 

 (𝑀𝑇 + 𝑀𝐼)�̈� = 𝑓1 + 𝑓2 − (𝑀𝑇 + 𝑀𝐼)𝑔                 (3) 

   

Wheel displacement can be calculated as 

 
𝑧1 = 𝑧 + (𝑙1 + 𝑙3

𝑀𝐼

𝑀𝑇 + 𝑀𝐼

) 
    (4) 

 

 

                               
𝑧2 = 𝑧 + (𝑙2 − 𝑙3

𝑀𝐼

𝑀𝑇 + 𝑀𝐼

) 
    (5) 

Equations (3) and (4) can be used to calculate the effect of implement on wheel 

displacement. So MT will be used to express the effective mass of the tractor and implement. 

Equations (1) to (4) represents roll, yaw, and pitch effect on wheel displacements. Tractors 

and other off-road vehicles do not have primary suspension. This complete model is made 

up of three parts: four wheels, a body, and a vibration model. Figure 6 depicts the physical 

model of the entire tractor, including the driver's seat. 

 



 

 

Figure 6. Complete tractor implement vibration model 

4.1 Mathematical Full Tractor with Suspended Seat Model 

In mathematical modelling, the motion of equations were derived for each of the five degrees 

of freedom. It is well known fact that the force of spring is proportional to the variation of 

the length of the spring and that the strength of the shock absorber that is damper force is 

proportional to variation of the length of damper over time. The vibratory forces transmitted 

by each wheel at the point of contact between the axle and the wheel can be formulated as 

follows: 

𝑘𝑡(𝑧𝑎 − 𝑧𝑅) + 𝑐𝑡(�̇�𝑎 − �̇�𝑅)                                              (6) 

 

The mathematical equations for the forces transmitted to chassis are given as: 

𝐹𝑓1 = 𝑘𝑡𝑓(𝑧𝑎𝑓1 − 𝑧𝑅𝑓1) + 𝑐𝑡𝑓(�̇�𝑎𝑓1 − �̇�𝑅𝑓1)      (6a) 

𝐹𝑓2 = 𝑘𝑡𝑓(𝑧𝑎𝑓2 − 𝑧𝑅𝑓2) + 𝑐𝑡𝑓(�̇�𝑎𝑓2 − �̇�𝑅𝑓2)                       (6b)  

𝐹𝑟1 = 𝑘𝑡𝑟(𝑧𝑎𝑟1 − 𝑧𝑅𝑟1) + 𝑐𝑡𝑟(�̇�𝑎𝑟1 − �̇�𝑅𝑟1)                         (6c) 

𝐹𝑟2 = 𝑘𝑡𝑟(𝑧𝑎𝑟2 − 𝑧𝑅𝑟2) + 𝑐𝑡𝑟(�̇�𝑎𝑟2 − �̇�𝑅𝑟2)                          (6d) 

The mathematical equations of the body of tractor are the following:  

(i) for the linear acceleration of the centre of gravity of the tractor in Z direction  

 �̈�𝑐𝑔 = −
1

𝑚𝑡
(𝐹𝑓 + 𝐹𝑟1 + 𝐹𝑟2)            (7) 

(ii) for angular accelerations of the tractor body about X-axis which crosses the 

center of gravity of the tractor  

 �̈� =
1

𝐼𝑥𝑥𝑡
(𝐹𝑓𝑙𝑓 − (𝐹𝑟1 + 𝐹𝑟2)𝑙𝑟)                    (8) 

 



(iii) for angular accelerations of the tractor body about Y axis  

∅̈ =
1

𝐼𝑦𝑦𝑡
(𝐹𝑟2𝑡2 − 𝐹𝑟1𝑡1)                        (9) 

The calculation of the tractor body's bouncing, rolling, and pitching motion results in an 

acceleration of the tractor's driver's seat base. If the distance between the tractor's centre of 

gravity and the seat base is known, the elements of the seat base can be calculated. The 

equation of motion of seat base of tractor is given as (Ahmadi, 2014): 

�̈�𝑠𝑒𝑎𝑡 𝑏𝑎𝑠𝑒= �̈�𝑐𝑔           (9a) 

�̈�𝑠𝑒𝑎𝑡 𝑏𝑎𝑠𝑒= R�̈�                        (9b) 

�̈�𝑠𝑒𝑎𝑡 𝑏𝑎𝑠𝑒= R�̈�                        (9c) 

�̈�𝑠𝑒𝑎𝑡 𝑏𝑎𝑠𝑒 , �̈�𝑠𝑒𝑎𝑡 𝑏𝑎𝑠𝑒 , �̈�𝑠𝑒𝑎𝑡 𝑏𝑎𝑠𝑒 – acceleration of tractor seat base in z direction, y direction 

and z direction (m/s2) respectively. 

The accelerations of the points of force application to the tractor body (comprising the 

acceleration of the pivot point of front axle and acceleration of the joints of the tractor rear 

wheels of the tractor body) may be computed as following (Sarami 2009): 

�̈�𝑎𝑓𝑐 = �̈�𝑐𝑔 − 𝑙𝑓�̈�                                                                (10) 

�̈�𝑎𝑟1
= �̈�𝑐𝑔 − 𝑙𝑟�̈� + 𝑡1�̈�                                                    (11) 

�̈�𝑎𝑟2 = �̈�𝑐𝑔 − 𝑙𝑟�̈� − 𝑡1�̈�                                      (12) 

The accelerations  in linear direction of the joints between front axle and front wheels are 

indicated as follows: 

�̈� =
1

𝐼𝑥𝑥𝑎
(𝐹𝑓1𝑡1 + 𝐹𝑓2𝑡2)                                                   (13) 

Finally, the mathematical equations for the accelerations in linear of the axles of front 

wheel joints can be computed as follows: 

�̈�𝑎𝑓1
= �̈�𝑎𝑓𝑐 + 𝑡1�̈�                                                             (14) 

�̈�𝑎𝑓2 = �̈�𝑎𝑓𝑐 + 𝑡2�̈�                                                             (15) 

4. FULL TRACTOR MODELLING USING SIMULINK  

Table 1 Full tractor vibration model parameters. 

Notations Description Values Units 

ktf stiffness of tractor front tire 90,000 N/m 

ctf damping of tractor front tire 1,000 N-s/m 

ktr stiffness of tractor rear tire 90,000 N/m 

ctr damping of tractor rear tire 2,000 N-s/m 

mt Tractor weight 2,800 Kg 



t1 Tractor center of gravity  from left  portion of 

chassis 

0.87 M 

t2  Tractor centre of gravity from right portion of 

chassis 

0.87 M 

lr Distance of center c.g. of tractor from rear portion 

of chassis 

0.91 M 

lf Distance of c.g of tractor from front portion of 

chassis 

1.35 M 

Ixxt Tractor MOI about the x axis 600 kg-m2 

Iyyt MOI of tractor about y axis 2,000 kg-m2 

Ixxa  Tractor front axle MOI about pivot point 5  kg-m2 

ms Mass of seat 35 Kg 

ld Seat's longitudinal distance from the centre of 

gravity 

0.69 M 

ks stiffness of seat 8000 N/m 

cs Damping of seat 130 N-s/m 

 

 Figure 7 illustrates a MATLAB-Simulink computer model of the entire tractor. 

Figure 7. Full Tractor-Implement Simulink Model 

The source block or input is the signal generator representing the sine input with 0.01m 

amplitude and 35 Hz frequency and step function with the height of 1 unit up at 5 sec and 1 

unit down at 7 sec for front wheel were selected. The steps up and down for the rear wheel 

took 8 and 10 seconds, respectively. The road inputs were applied to the front and rear 

wheels of the modelled tractor at times t0 and t1, respectively. The time intervals t0 and t1 



are considered in relation to the distance between the front and back axles. (Wheel Base), 

WB, and the speed (v) of the tractor as: 

𝑡1 − 𝑡2 =
𝑊ℎ𝑒𝑒𝑙 𝐵𝑎𝑠𝑒 (𝑊𝐵)

𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑜𝑓 𝑡𝑟𝑎𝑐𝑡𝑜𝑟 (𝑣)
                                                         (16) 

Figure 8 (a) and (b) show the developed Simulink model of disturbance input for the front 

and rear wheels, respectively. 

 

 

             

(a) 

                          

(b) 

Figure 8. Road Input (a) Front wheels (b) Rear wheels 

5.1  Simulated Dynamic Tractor-Implement Model Validation  

In the quantitative comparison, as the input displacement functions, a step function was 

chosen. To simulate a moving tractor at 3.5 km/h and a wheel base of 1970 mm (as for the 

test tractor) over a step-like hurdle, the rear wheels were delayed for two seconds as follows: 

𝑡 =
1970(𝑚𝑚)

3.5(
𝑘𝑚
ℎ𝑟

)
=

1.97

0.972(𝑚/𝑠)
= 2.026𝑠                                                (17) 

Based on the time domain results, a comparison of the simulation acceleration and the real 

test acceleration was performed using Root Mean Square (RMS) values. 

5.2 Comparison of Simulated and Experimental Results 

The modified inputs resulted in RMS errors of 1%, 2.2%, and 5.2% in the X, Y, and Z 

directions, respectively. As a result, the modified model demonstrated the model's 

dependability in simulating the seat base acceleration caused by a tractor moving over a 

step-like random irregularity. The results of the modified model obtained in this 

investigation were compared with the calculation of the RMS value of acceleration and the 



estimation of the simulation error used by other researchers to validate the developed 

vibration model. The modified model produced excellent results, with simulation errors of 

1%, 2.2%, and 5.2%, which were found to be lower than 10% of other studies' developed 

models. The results indicate that the computer model developed could accurately model the 

induced vibrations caused by the field irregularity transmitted to the tractor seat. As a result, 

this model can be used to simulate the test required for the design of the tractor seat 

suspension controller. 

5. RESULTS AND DISCUSSION 

The tractor parameter values were entered into a MATLAB Simulink model of the tractor 

with implements, and the RMS values of the simulated model were compared to the 

experimental RMS values. To reduce the percentage error in measured and simulated values, 

some parameters were redefined. The modified inputs resulted in RMS errors of 5.2%, 1%, 

and 2.2% in the X, Y, and Z directions, respectively. As a result, the modified model 

demonstrated that the model is reliable in simulating seat acceleration caused by a tractor 

moving over random irregularity. The results of the modified model obtained in this 

investigation were compared with the calculation of the RMS value of acceleration and the 

simulation error used by other researchers to validate the developed vibration model. The 

modified model produced excellent results, with simulation errors of 5.2%, 1%, and 2.2%, 

which were found to be less than 10% of other studies' developed models.  

6. CONCLUSION 

Because the differences between simulated and measured values are less than 10%, this 

model can accurately predict tractor seat vibrations during tillage. Because the model is 

comparable to the actual tractor-implement system, a variety of other studies can be 

conducted by changing the input parameters such as speed and type of tillage implement in 

the simulated model without actually performing on the tractor. Further research into 

designing a controller to reduce tractor seat vibrations can be conducted using this model. 
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Abstract 

Lamb wave is the kind of ultrasonic wave guided between two parallel surfaces. It is a 

special wave which acts like a standing wave in X direction and travelling wave in Y 

direction and is highly dispersive in nature. Due to these reasons, it has good capacity to 

scan a whole structure. This is why Lamb wave is used widely in structural health 

monitoring. In this work, we have studied on lamb wave propagation in isotropic aluminium 

plate using finite element simulation. It first consists of the convergence and validation of 

results on propagation of lamb wave in normal isotropic homogenous plate with varying 

plate thickness. Then we study the effect of presence of notch on time of arrival of lamb 

wave, that is, how much time it would take from start where it is excited to reach the end of 

the plate having the notch. 

Keywords: Lamb wave, Isotropic plates, Notch. 

1. INTRODUCTION 

Guided waves are the type of waves which remain confined in structure and propagate 

through long distance with minimum energy/amplitude loss. These waves are extremely 

important for structural health monitoring systems due to their properties like they travel 

through long distance, remain confined in structure and they can also travel through curved 

walls. Lamb waves are the waves which is guided between two surfaces, upper and lower 

surface and during the propagation, show two types of mode shapes symmetric mode shapes 

designated as S0, S1, S2…… Sn and antisymmetric mode shapes designated as A0, 

A1, A2…… An. All of these mode shapes are present at different frequency-thickness 

product, but due to highly dispersive nature of lamb wave we are able to see zero order mode 

shape (S0, A0) mainly. 

The zero-order mode shapes deserve special attention among all mode shapes because it is 

only mode shape which present at all frequency spectrum range from zero to high 

frequencies. At low frequency it is known as extensional mode which outline elastic stiffness 

and nature of motion that govern the propagation velocity. The zero-order symmetric mode 

shape at lowest frequency is called as extensional mode. As the frequency increases, the 

phase velocity drops and group velocity approaches towards a minimum and at this 

frequency each velocity converges towards the Rayleigh wave velocity. 
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The existence of lamb wave was first examined by Lamb [1], by using some Rayleigh wave 

equations developed by Rayleigh [2]. The lamb wave was mostly used in detection or 

quantification of damage. Toyamaa et al [3] saw that there was decrease in velocity of S0 

mode shape as transverse crack density increases. Then Yang et al [4] observed that the 

propagation of lamb wave was not much affected when stringer material and height kept 

same, but there were series of effects created on lamb wave when material and height were 

varied. Janarthan et al [5] used A0 lamb wave mode shape for detecting the damage in 

stiffened composite panels and antisymmetric mode shape successfully detected the damage 

present in carbon-epoxy composites. Damages are present in different forms like cracks of 

different shape and size which is buried in the plate. Wan et al [6] used nonlinear lamb wave 

to detect the presence of micro crack in the plate. Elgamal et al [7] studied the arrival time 

of lamb wave with a different plate thickness like if we increased the plate thickness with 

increase in frequency of excitation then how much time the wave takes to reach from one 

point to another. Senyurk [8] extended this work and used lamb wave for detecting cuts and 

impact damages which generally occurred at the aircraft wing slat and also found out S0 

mode shape was more suitable for detecting impact damage than the A0 mode shape. When 

the lamb wave comes in contact with a notch or crack, we can see the conversion of mode. 

Alkasam et al [9] studied the conversion of mode of lamb wave after interacting with a 

damage in thin plate. Zheng et al [10] extended the work on lamb wave by combining the 

lamb wave technique with electro – mechanical impedance for detecting the damage so that 

we can also get the characteristics property of damage. For finding the displacement of lamb 

wave there are number of theories which have been used. Orta et al [11] seen that higher 

order theory gave accurate results. 

In the paper, Elgamal et al [7] studied the arrival time of waves in a standard isotropic plate 

with varying thicknesses of that plate. We extended the work by creating a notch, and its 

size is comparable to the thickness of the plate, see how much effect is created by a notch 

on the arrival time of wave. We have used a Finite Element Software Abaqus CAE to run 

the simulation. First, we validated the Elgamal et al [7] and then created a notch to study the 

wave arrival time further; the detailed procedure is given in the next section. 

2. PROBLEM DEFINITION 

In this work, a two-dimensional finite element simulation of Lamb wave propagation 

through isotropic Aluminium plates is carried out in Abaqus CAE. The dimension of the 

plate is considered to be 300 mm × (1.98, 2.64, 3.3) mm, as shown in Figure 1, with the 

latter dimension representing the thickness of the plate. 

 

 

 

300 mm 

Figure 1. Geometry of Aluminium Plate 

 

(1.98, 2.64, 3.33) 

mm 
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The material properties of the aluminium plate considered are as given in Table-1. 

Table 1. Material Properties of Aluminium Plate (Elgamal et al [7]) 

Material Elastic 

Modulus, E 

(GPa) 

Shear 

Modulus, 

 G (GPa) 

Poisson’s 

Ration,  
  

Density,  
 kg/m3 

Al 2024-T3 73.1 27 0.33 2780 

The excitation is carried out by lamb wave at 150 kHz excitation frequency using 5.5 bursts 

of sinusoidal wave in the time domain in which time is in second, as shown in Figure 2. The 

excitation pulse is given at the x=0 mm (where x is the distance measured length-wise) on 

the middle node in the y direction. At least one node has fixed boundary conditions to create 

                       Figure 2. 150 kHz Actuator Signal in time domain 

3. RESULTS AND DISCUSSIONS 

The results obtained from the stated finite element simulations are presented and discussed 

in the following sub-sections. It includes the convergence study regarding the effect of mesh 

density and validation of the time of arrival of wave in the isotropic plate. After that, the 

impact on the wave's arrival time with varying notch sizes in the isotropic plate is analysed. 

3.1 Convergence and Validation Study 

The simulation starts in a standard isotropic plate with a CPS4R element, a 4-node bilinear 

plane stress element, and a Quad-dominated (1×1) mm element shape size with a free type 

technique. As we decreased the element size, our result converged towards the solution. The 

300 mm 



 4 

time step is selected as 0.001 sec for completing the simulation in Finite Element Software 

because at this time step, we got a good agreement with Elgamal et al [7]. 

Figure 3. 600 Elements Quad- Dominated Mesh Element 

Next the convergence study of the arrival time of lamb wave at receiver end follows, as 

in Figure 4. 

 

Figure 4. Graphical Representation of Convergence  

The Table-2 shows the convergence study of the isotropic normal plate 

Table 2. Convergence Study 

Quad 

Element Size 

(mm) 

Number of 

Elements 

Actual Result 

(micro second) 

(Elgamal et al 

[7]) 

Simulated 

Result (micro 

second) 

Error in 

Percentage 

1×1 600 130 140.27 7.9 

0.9×0.9 666 130 140.13 7.79230 

0.8×0.8 750 130 140.18 7.83076 

0.7×0.7 1287 130 140.06 7.73846 

0.6×0.6 1500 130 140.07 7.74615 

0.5×0.5 2400 130 140.04 7.7230 

0.45×0.45 2668 130 140.06 7.7384 
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0.4×0.4 3750 130 140.07 7.746 

0.35×0.35 5142 130 135.016 3.85846 

0.3×0.3 7000 130 135.033 3.8715 

0.25×0.25 9600 130 135.024 3.8646 

0.2×0.2 15000 130 135.018 3.86 

0.15×0.15 26000 130 135.006 3.85076 

0.1×0.1 60000 130 135.004 3.8492 

Now, based on this convergence study, the element size of 0.1 × 0.1 mm, is the best suited 

for meshing and is used for further simulations. Figure 5 shows the arrival of the wave at 

the end of the plate without notch. 

Figure 5. Wave Captured for 1.98 mm plate at Receiver end 

After selecting the mesh size and done with all the algorithms, now we are moving towards 

the validation part here; the time of arrival of lamb wave for different plate thicknesses has 

been validated, as presented in Table 3. 

Table 3. Validation of Base Paper (Elgamal et al [7]) 

Thickness of plate 

(mm) 

Actual Result 

(micro second) 

(Elgamal et al [7]) 

Simulated Result 

(micro second) 

Error in 

percentage 

1.98 130 135.004 3.8492 

2.64 125 125.013 0.0104 

3.3 120 120.009 0.0075 

3.2 Effect of Notch 

Now we have created a notch having varying dimensions and are trying to see how much 

time it will take to reach from start point to endpoint. A circular notch is created at the centre 

of the plate with a starting radius of the notch is 0.3 mm, and its size increases with an 
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increment of 0.1 mm till it is comparable to the thickness of the plate. Such a typical plate 

with a notch is shown in Figure 6. 

 

 

 

 

 

Figure 6. Isotropic Aluminium plate with notch 

 

The wave arrival time for Plate thickness of 1.98 mm, with varying notch dimensions, are 

presented in Table 4. 

Table 4. Simulated Result for Plate thickness 1.98 mm, with varying notch dimensions 

Radius of 

Circular Notch 

(mm) 

Actual Result 

(microsecond) 

Simulated Result 

(microsecond) 

Error in 

percentage 

0.3 135.004 135.003 0.001 

0.4 135.004 135.001 0.002 

0.5 135.004 135.007 0.002 

0.6 135.004 140.002 0.002 

0.7 135.004 140.002 3.702 

0.8 135.004 140.002 3.702 

0.89 135.004 140 3.700 

0.9 135.004 

 

140 3.700 

As we see from Table 4, if the size of the notch is comparable to the plate thickness, then it 

affects the wave arrival time of the lamb wave. Figure 7 shows the wave received at the plate 

end; wave arrival time is the first maximum displacement obtained at the plate end. Here as 

we see, if the circular notch dimension is about 0.9 mm, then the wave takes 140 micro-

second, just a little more than a normal plate, which shows a circular notch creates a 

significant increment in wave arrival time. 

       300 mm 

0.9 mm         1.98 mm 
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Figure 7. Wave Captured for 1.98 mm plate with notch at Receiver end 

Figure 8 shows the wave arrival time for a 2.64 mm plate with a circular notch of the radius 

of 1.30 mm, so as discussed, for a 1.98 mm plate, it will produce little effect on the wave 

arrival time. This means if the notch dimension is approximately equal to the plate thickness, 

then it creates a significant effect on arrival time. 

Figure 8. Wave Captured for 2.64 mm plate with notch at Receiver end 

Figure 9 shows the arrival time for a 3.3 mm plate with a circular notch of radius 1.30 mm. 

The result shows more or less the same expected scenario as discussed in Figures 7 and 8. 

The wave takes more time to reach the receiver end, thereby indicating a significant effect 

on arrival time for thicker plates.  
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Figure 9. Wave Captured for 3.3 mm plate with notch at Receiver end 

Table 5. Comparing the arrival time of wave propagating through normal plate and plate 

with notch 

4.  CONCLUSION 

The results of wave propagation in a simple homogenous isotropic plate show the wave 

arrival time decreases as the thickness of the plate increases. For the notch section, if the 

notch size is not comparable with plate thickness, it will not affect wave arrival time. 

However, if the notch size is comparable with the plate thickness, it shows some effect on 

the wave arrival time of the lamb wave. So, we can conclude that whether it is a standard 

plate or a Plate with a notch, the wave arrival time decreases as plate thickness increases. One 

can also extend the work by increasing the number of notches, and varying the material 

property of the plate. 
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Abstract 

Rotor deformation, material in homogeneity, and manufacturing tolerance lead to unbalance 

inside the rotor-bearing system. Industrial maintenance follows condition monitoring to 

diagnose the faults present. This work employs the matrix method of dimensional analysis 

to identify the unbalance in the rotor-bearing system. Experimentation performed under the 

various operating conditions on the test rig reveals that the vibration amplitude increases as 

unbalanced mass increases; defect frequency corresponds to the shaft frequency of the 

rotating shaft, which conforms to the theoretical results. The method reduced the excessive 

number of variables considered due to simplicity, ultimately reducing the time and effort 

required. Also, the detection potential of the method for unbalance endorses application to 

industrial machines.  

Keywords: rotor-bearing system; dimensional analysis; unbalance fault 

1. INTRODUCTION 

The rotor-bearing system is vital in modern industry and is predominantly used in machines 

like gensets, aero engines, fabrizer, and gas turbines. A series of failures will happen in 

bearing with localized or distributed faults such as unbalance, misalignment, crack, inner 

race, outer race fault, and ball pits. This ultimately results in increasing the ideal time of 

machinery and loss of production. In rotating machinery, unbalance creates excessive 

vibration and causes a catastrophic or sudden system failure. Unbalance will produce inside 

the system due to deformation of the shaft, in homogeneity in material, and manufacturing 

tolerance. Various techniques have been implemented for the diagnosis of the fault, such as 

condition monitoring using vibration analysis, acoustic analysis, and lubrication analysis.   

Many products and processes rely on rotating systems, from machine tools to autos to 

rockets to ships to submarines to power plants to gadgets in the home to medical equipment. 

The dynamic systems need accurate and reliable predictions of the dynamic properties of 

their important parts as well as the detection of the corresponding fault parameters for proper 
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working. Identifying these systems' multiple fault parameters (MFPs) is a crucial goal for 

researchers in this field. 

Liu et al.[1] studied the rotating system with an outer ring defect is modeled using the energy 

technique. A unique strategy for rotor mass distribution was used to increase the model's 

accuracy with the experimental data. The dynamic equations could be solved using the 

Runge-Kutta method and the simulated vibration signal generated. Mufazzal et al.[2] 

examined vibration response of ball bearings using a modified two-DOF lumped parameter 

model. An extra deflection and multi-impact theory are used to simulate how healthy and 

faulty bearings behave under varying loads and speeds. The bearing response characteristics 

were studied using numerical simulations run at various speeds, loads, defect sizes, and 

locations. Suryawanshi et al. [3] analyzed rolling contact bearing under the influence of 

inclined surface fault. The Buckingham Pi theorem of DA is used to cultivate a mathematical 

model by considering the rotor speed, angle of the incline, surface fault, load, and other 

bearing parameters. Experiments are conducted to determine the impact of the slope and size 

inclined surface fault on the vibration characteristics of spherical roller bearings. Han et al. 

[4] use the rotor-bearing system unbalance parameters identified using an evolutionary 

algorithm and a kriging surrogate model. Yaxi Shen [5] implemented a linear elastic plate, 

actuators, and piezoelectric sensors to model a dynamic structural system. Simulation 

confirms that steady-state resonance vibrations are suppressed. Genetic Algorithm-designed 

PID and Hybrid Fuzzy-PID control aim to minimize performance output error. Wan [6] 

introduced Soft Competitive Learning as a novel approach to classification. The proposed 

diagnosis is implemented for faulty bearings using SFART, or Fuzzy Adaptive Resonance 

Theory. The closeness of neurons was measured using Yu's lateral inhibition theory. Sanches 

et al. [7] uses a finite element approach for modeling the dynamic system, and the faults 

were found utilizing time-domain rotor responses and correlation analysis. A simplified 

system model's Lyapunov matrix equation uses least-squares fitting to identify fault 

parameters. The damping of rotor and coupling is determined using a differential evaluation 

optimization. Sugumaran et al. [8], Using the retrieved features, created a rule set for a fuzzy 

classifier. To identify bearing fault scenarios in train data, a decision tree is used to select 

the best few histogram characteristics. A fuzzy classifier is created and evaluated on real-

world data. The findings are positive.Tiwari and Chakravarthy [9] provided an approach 

based on force response measurements for identifying unbalance parameters. De Queiroz 

[10] presented an unbalance force identification approach based on harmonic response to 

determining unbalanced parameters. Li et al. [11] developed an expert system for identifying 

unbalance utilizing a acoustic signal and Artificial Neural Network (ANN). Harsha [12] 

studied the unbalanced rotor on roller bearings using nonlinear dynamic analysis. They 

demonstrated the dynamic response's appearance of chaos and instability as the speed of the 

system was altered. Shinde et al. [13] studied a matrix method of dimensional analysis to 

find the effect of unbalance and misalignment. The author uses a support vector machine for 

multi-fault classification in a rotor-bearing system. A support vector shows a promising 

performance for a given input parameter. 

The dimensional analysis is a powerful method to predict the vibration characteristics of a 

rolling element bearing (REB) under variety of conditions. The latest machine learning tools 

also increase fault diagnosis performance at different fault conditions [14-22].  
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2. DIMENSIONAL ANALYSIS (MATRIX METHOD) 

The matrix method of dimensional analysis has been used to determine the unbalance rotor-

bearing system characteristics. Fourteen dependent and independent variables have been 

used to generate a mathematical model under the influence of rotor unbalance. All variables 

affecting the dynamic behaviour of a taper roller contact bearing can be defined in terms of 

three fundamental dimensions: length (L), time (T), and either force (F) or mass (M). 

Variables used for the FLT (Force, Length, and Time) model are shown in table no.1 with 

their dimensionless unit. The functional relation between vibration amplitude in terms of 

velocity and 13 dependent variables is shown by the equation, 

�̇�= f(dm,Db, B, 𝐾𝑑 , ρ,E, δ,c,N,𝑊,Fu, K, mr) (1) 

Details of each parameter are given in table no.1 Table 1 represents 14 dimensionless 

parameters 

Table 1. Dimensions to study the system [14] 

Symbol Parameter (Unit) Dimension 

dm Diametric Pitch (mm) L 

Db Diameter of Ball (mm) L 

E Modulus of Elasticity (
N

mm2) FL−2 

𝐾𝑑  Contact force for deformation (
N

mm−1.5) FL−1.5 

ρ Material Density (
kg

m3) FL−4T2 

δ Bearing deflection (mm) L 

c Coefficient of Damping   (
Ns

m
) FL−1T1 

N Speed of Shaft(rpm) T−1 

𝑊 Load (N) F 

U Unbalance mass (kg) FL−1T2 

B Bearing Width (mm) L 

Ks Stiffness (N/m) FT−2 

mr Rotor mass (Kg) FL−1T2 

�̇� Velocity( Amplitude of Vibration- m/s) LT−1 

Table 1 depicts a matrix with fourteen variables. The dependent variables are represented on 

the left side of the matrix, while the independent variables are represented on the right side 

of the matrix. 

Figure 1 represents the following manner  

A matrix- Repeating variables 

B Matrix- Dimensionless parameter 

C Matrix- Derived from equation  

C= - (A-1 B) T [15] 

D Matrix- No. of 'π' terms 
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Figure 1. Dimensionless Set [14] 

From the above dimensionless matrix 11 π terms are obtained and listed in the Table No. 2.  

 

Table 2. Dimensionless Variables 

Variable π-terms Variable π-terms 

𝑈, N,  
W and 𝑑𝑚 πa =  

𝑑𝑚𝑈 𝑁2

𝑊
 

𝑈, N, 
 W and C 

πg =
𝐶 

𝑈 𝑁
 

𝑈, N,  
W and 𝐷𝑏   

πb =
𝐷𝑏  𝑈 𝑁2

𝑊
 

𝑈, N,  
W and B πh =

B 𝑈 𝑁2

𝑊
 

𝑈, N,  
W and 𝐸 

πc =  
𝐸 𝑊

𝑈2𝑁4
 

𝑈, N,  
W and 𝐾𝑠 

πi =
Ks

𝑁2 𝑊
 

𝑈, N,  
W and 𝐾𝑑  

πd =  
𝐾𝑑 𝑊

0.5

𝑈1.5𝑁3
 

𝑈, N,  
W and Mr 

πj =  
M𝑟

U 𝑁4
 

𝑈, N,  
W and 𝜌 πe =

𝜌 𝑊3

𝑈4𝑁6
 

𝑈, N, 
 W and �̇� 

πk =
�̇� 𝑈 𝑁

𝑊
 

𝑈, N,  
W and δ πf =

δ 𝑈 𝑁2

𝑊
   

 

Vibration amplitude is function of all the π terms and represented by equation no. 2,  

�̇� 𝑈 𝑁

𝑊
= 𝑓 (

𝑑𝑚𝑈 𝑁2

𝑊
,

𝐷𝑏  𝑈 𝑁2

𝑊
,

𝐸 𝑊

𝑈2𝑁4 ,
𝐾𝑑 𝑊

0.5

𝑈1.5𝑁3 ,
𝜌 𝑊3

𝑈4𝑁6 ,

,
δ 𝑈 𝑁2

𝑊
 ,

𝐶 

𝑈 𝑁
,

B 𝑈 𝑁2

𝑊
,

Ks

𝑁2 𝑊
,

M𝑟

U 𝑁4

)   (2)    

It is reasonably challenging to manage a number of π terms in such a way that dimensional 

reduction occurs in following way, 

πI =  
πa

πb

=   
𝑑𝑚

𝐷𝑏

 
(3) 
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πII =  
πf

πh

=  
𝛿

𝐵
 

(4) 

πIII =  
πi ×  πj

π𝑔

=  
𝑊 𝑀𝑟

𝐾𝑠𝐶 𝑁
 

(5) 

Eq. 3 indicates vibration amplitude after a sequence of reductions in the dimensionless 

parameter.  

π𝑘 = (𝜑 × πI × πII × πIII) (6) 

Where,𝜑 is the dimensional groups which not assorted during experimental analysis. After 

putting the π terms we get 

�̇�𝑊2

𝑈 𝑁
=  (𝜑 ×  

𝑑𝑚

𝐷𝑏

×
𝛿

𝐵
×  

𝑊 𝑀𝑟

𝐾𝑠𝐶 𝑁
) (7) 

The above equation represents a mathematical equation for the rotor-bearing system under 

unbalance conditions. 

3. EXPERIMENTATION 

For the rotor-bearing setup, the dynamic response of the test setup is investigated by taking 

unbalanced mass and shaft speed into account. The schematic view of the test setup, as 

shown in figure 2, consists of a shaft with a disc supported between two bearings that are 

driven at operating speed by a DC motor via a dimmer stat. The shaft is coupled with a DC 

motor with a flexible coupling.  

 

Figure 2. Experimental Setup 

 

Table 3. Specifications of Bearing  

Bearing Type SKF 6209-K 

(d)- Bearing Inner Dia. 45 mm 

(D)- Bearing Outer Dia. 85 mm 

No. of Balls (N) 9  

Diameter of balls  9 mm 
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Two deep groove ball bearings, specifications mentioned in table 3, are used for 

experimentation. To measure vibration signals, Adash VAPro 4400 Fast Fourier transforms 

(FFT) with an accelerometer of the piezoelectric type with a sensitivity of 100 mV/g was 

placed on the test bearing housing. The different combination of bearing speed and 

unbalanced mass was simulated between 500 rpm to 1300 rpm. Table 2 shows the bearing 

specifications that were used in the experiment.  

4. RESULTS AND DISCUSSION 

Different combinations of unbalance mass of 50 gm to 125 gm and shaft speed of 700 rpm 

to 1300 rpm are considered for experimentation. Sixteen experiments were performed on 

the test setup, and frequency responses were obtained below. 

 

Figure 3. Vibration characteristics for trial-2 

 

Figure 4. Vibration characteristics for trial-8 
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An unbalance mass of 125 gm and speed of 700 rpm is a combination for trial 2 is 

considered. The vibration response obtained using the test is shown in figure 3. The figure 

depicts that vibration spectrum is obtained at first harmonics of shaft frequency (1 × fs). The 

vibration amplitude for a given unbalance mass is 1.29 mm/s. 

A combination of unbalance mass and speed for trial 2 is 75 gm and 900 rpm, respectively, 

shown in figure 4. The vibration response obtained using the test is shown in figure 4. The 

vibration amplitude for conducted trial is 1.18 mm/s. As the unbalance mass increase with 

speed, vibration amplitude also increases.   

 

Figure 5. Vibration characteristics for trial-13 

 

Figure 6. Vibration characteristics for trial-15 

The above trial is conducted for rotor speed of 1100 rpm and 75 gm of unbalance mass. The 

peak amplitude is obtained for a given speed, and the mass is 1.65 mm/s. The peak amplitude 

is obtained at first harmonics of shaft frequency. The vibration response for the above trial 

is shown in figure 5.  

Similarly, a combination of unbalance mass and speed of 1300 rpm and 50 gm unbalance, 

the vibration responses are shown in figure 6. The vibration amplitude for conducted trial is 

2.354 mm/s. 
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Table 4. Summary of the vibration responses 

Trial 

No. 
Speed 

Unbalance 

Mass 

Experimental 

vibration 

amplitude (mm/s) 

Model vibration 

amplitude 

(mm/s) 

% Error in 

amplitude 

1 700 50 0.927 0.91 1.83 

2 900 75 1.18 1.12 5.08 

3 1100 100 2.07 2.03 1.93 

4 1300 125 3.4 3.31 2.65 

5 700 75 0.997 1.04 4.31 

6 900 100 1.49 1.43 4.03 

7 1100 125 2.35 2.3 2.13 

8 1300 50 2.354 2.28 3.14 

9 700 100 1.09 1.05 3.67 

10 900 125 1.58 1.5 5.06 

11 1100 50 1.59 1.52 4.40 

12 1300 75 2.89 2.84 1.73 

13 700 125 1.29 1.26 2.33 

14 900 50 1.02 0.97 4.90 

15 1100 75 1.65 2.06 0.48 

16 1300 100 3.17 3.15 0.63 

Similarly, all trials are conducted for different speeds and unbalanced mass. The combination 

of unbalanced mass and speed and respective vibration response is reported in table 4. It is 

observed from trials that as unbalanced mass is introduced with combinations of speed 

increases the vibration levels of the system and shows a vibration peak at first harmonics of 

shaft frequency, i.e. (1 × fs). Speed, geometric proportions, and mass distribution of the 

rotor and the shaft, bearings, and foundation's dynamic rigidity primarily determine the 

unbalance response. The disc unbalance is created by attaching the unbalance mass to the 

disc. 

 

Figure 7. Influence of unbalance mass to speed of the shaft 

 

Figure 7 shows the vibration amplitude vs. speed of the rotor in rpm. The maximum vibration 

amplitude is obtained at 125 gm of unbalance and at 1300 rpm of speed, while at 700 rpm 
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of speed and at 50 gm of unbalance amplitude of vibration is minimum. It is observed from 

the pilot experiments that the amplitude of vibration increases as speed increases. Also, 

defect frequency corresponds to the shaft's rotating speed fs, which conforms to the 

theoretical results.  

5. CONCLUSION 

A model-based matrix method (MMDA) is proposed for the rotor-bearing system under the 

influence of unbalance. An unbalance mass can cause complete failure of the rotating 

machine. The proposed method is found to be accurate and effective in obtaining the 

vibration amplitude under unbalance conditions. 

The following findings are noted. 

• The difference between the vibration amplitude measured experimentally and the 

amplitude calculated using a mathematical model demonstrates a close match with a 

marginal error.  

• Experimentation shows that the dominating peak is obtained at first and several 

harmonics of the shaft frequency. 

• The mathematical model proposed is consistent with the results found experimentally. 

• The findings indicate that the vibration amplitude is enhanced as the unbalance mass 

increases. 
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Abstract 

Shape memory polymer (SMP) belongs to a unique class of smart materials that has the 

ability to return to its original shape from a deformed temporary shape when subjected to 

external stimuli such as electricity, light, magnetism, pH value, moisture, and heat. This 

external stimulus helps the polymer recover its permanent shape by increasing the 

temperature above the polymer’s glass transition temperature (Tg). The popularity of 

inflatable space structures has increased due to their low weight, high reliability, low 

volume, low cost, and easy packing. Antennas are one such space structure used to send and 

receive information over large distances. Antennas keep on moving in a constant path around 

the earth in different orbits. During movement in the orbits, the antennas are exposed to a 

constant variation in the temperature. This variation in temperature affects the dimensions 

of the antenna, thus having an adverse effect on the transmission of desired information. So, 

the idea of using shape memory polymer is to restrict the deviation of required dimensions. 

SMP plays a vital role in compensating for the dimension variation to keep the antenna 

structure in a definite shape due to its shape memory effect (SME). In the present study, the 

property of an SMP material is assigned to a beam which is modeled and simulated on a 

commercial finite element software Abaqus FEA. A hyperelastic model (Neo-Hookean) and 

generalized Maxwell model with viscoelastic property were used for simulation. It was 

found that when heat is provided to the SMP, viscoelastic prony's parameters, thermal 

expansion coefficient with varying heating rates, and temperature range have a significant 

effect on the total time taken to regain the desired shape. 

Keywords: Shape memory polymer, glass transition temperature, finite element, 

viscoelastic, hyperelastic, antenna. 

1. INTRODUCTION 

Shape memory materials have the property to remember their original state of shape when 

deformed. Shape memory alloy (SMA) is a prime shape memory material which has varied 

applications ranging from space to biomedical. These alloys are able to transform between 

austenite and martensite phases based on temperature variation. This phase transition is used 

to deform the permanent shape and also to recover the distorted shape. Some of the common 

mailto:sreetam28197@gmail.com
mailto:sks314285@gmail.com
mailto:avadesh.yadav2008@yahoo.com
mailto:satistme@mnnit.ac.in
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examples of SMAs are Ni-Ti and Cu-Zn. One such recent advancement is the emergence of 

shape memory polymer (SMP). Nowadays, polymers and their composites are widely used 

due to their outstanding properties like high strength to weight ratio, higher corrosion 

resistance, as well as excellent tailorability with low processing cost. SMPs return to their 

previous shape after a substantial plastic deformation under externally applied stimuli like 

direct heating, electrically induced heating, magnetically induced heating, light, and 

chemicals [1–4]. The most frequent triggering stimuli is heat, which raises the polymer's 

temperature over its glass transition temperature (Tg), where the permanent shape is 

distorted and regained. 

Moreover, SMPs have extraordinary properties, such as higher recoverable strain (~400%) 

than conventional SMAs (~8%), which makes them viable for many researchers and 

industrialists [5–7]. Since weight is an important factor in any space mission, the use of SMP 

becomes advantageous as they have a weight significantly lower than that of SMA. Antennas 

are one of the most often used space structures for transmitting and receiving data over long 

distances. Antennas constantly rotate around the earth, experiencing a continuous 

temperature variation. These temperature variations alter the antenna component, changing 

the size and inhibiting data transmission. To limit the deviation of the components, SMPs 

can be used to constrain the changes allowing the antenna to maintain its shape without any 

change in the dimensions [8]. When the temperature hits a particular threshold value, the 

SMP starts to deform. As the temperature on the surface of the antenna is constantly 

fluctuating owing to the earth's rotation, SMP goes through many stages of expansion and 

contraction in a single day. Hence, there would be many recovery cycles during the course 

of its lifespan and experimentally verifying these cycles could be a challenging task. 

Polymeric bonds, cross-linking (chemically or physically), and functional groups all have a 

role in determining SMP characteristics [9]. There are primarily five steps to program a 

shape memory polymer. The polymer is first heated above Tg. The polymers stretch a little 

when the heat opens up the bonds. The chains are twisted around each other and locked 

while the polymer is below Tg. However, when the temperature increases above Tg, the 

polymeric chains gets soften and starts to behave like rubber. In the second stage, an external 

load is given to the polymer, altering its dimension to achieve a temporary shape occurring 

at a high temperature. In the third stage, the temperature is allowed to lower below Tg. In 

the presence of load applied from the outside, cooling the polymer locks it in the transitional 

form. Unloading is done in the fourth stage, which determines the stress relaxation factor, 

thereby helping to find the shape fixity of the polymer. In the final stage, the polymer is 

reheated to regain its original permanent shape. External stimuli such as heat, electricity, 

and light are delivered to the SMP, activating the polymer's bond and causing it to restore 

its form. The temperature at which an SMP transitions is determined by a number of 

parameters [1,10,11]. The Tg varies in direct proportion with the molecular weight of the 

polymer. A higher molecular weight means the chains are less mobile, which raises the Tg. 

Due to double bonds and bulky functional groups, the chain's mobility is restricted, resulting 

in a more significant Tg. The Tg value also increases due to cross-linking in the polymer. 

The thermomechanical properties of an SMP are determined by using the constitutive 

equations. A typical linear viscoelastic model may be used to characterise the polymer's 

overall properties. Under varied conditions, the constitutive equation may predict the strain 

for different programming stages [12]. In the present study, programming of an SMP 

material is done to analyse the compression behaviour for three temperature ranges from 25-
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45, 25-55 and 25-65 °C. The strain fixity and shape recovery ratio have been reported for 

the listed temperature ranges. 

2. MODELLING AND PROGRAMMING 

In the present work, two constitutive models are used to model SMPs. Primarily, the thermo-

viscoelastic is the first model, while the secondary is phase transition model. The material 

is considered viscoelastic in the thermo-viscoelastic model, which is just an assembly of 

springs and dashpot, commonly known as the Maxwell model [13]. The thermo-viscoelastic 

model is quietly able to predict the polymer's behaviour based on time-temperature 

dependent responses for a full shape memory cycle. The thermo-viscoelastic model requires 

a high number of material parameters, and fitting the numerous parameters into one equation 

to obtain a generalized curve is complex and cumbersome. 

2.1. Viscoelastic Model 

Viscoelasticity is a term that refers to materials that are both viscous and elastic. One of the 

most prominent viscoelastic models is the generalized Maxwell model, which recognizes 

that material relaxation is a continuous process rather than an instantaneous event. A dashpot 

and a spring are linked in series in the Maxwell model. They are placed in parallel in the 

extended Maxwell model. When the temperature reaches the material's glass transition, the 

relaxation modulus (E) has a strong reliance on time. However, this dependency is greatly 

reduced when the temperature range is far away from Tg [14]. 

                                                      E(𝑡, 𝑇𝑟𝑒𝑓) = E(𝑎𝑇𝑡, 𝑇)                                                    (1) 

The Time-Temperature Superposition (TTS) principle is very well applicable to explain the 

influence of viscoelastic materials over a varied time and temperatures [15]. The shift factor 

(𝑎𝑇) is used to connect the modulus at a reference temperature (Tref) and time (t) to the 

modulus of relaxation at any time (𝑎𝑇𝑡) and temperature (T), as shown in equation (1). The 

Tref  and shift factor are usually determined from the Tg of the polymer as stated by WLF or 

Arrhenius equation [16]. After changing the curves, the master curve is obtained. Finally, 

the equation is fit onto the master curve where prony's series parameters are produced as 

shown in the equation (2). 

                                                 E(𝑡) = 𝐸ꝏ + ∑ 𝐸𝑖
𝑛
𝑖=1 𝑒

−𝑡

𝜏𝑖                                              (2) 

2.2. Hyperelastic Model 

Rubber-like materials with a high elastic deformation region relative to other materials are 

modeled using the hyperelastic material model [17]. The stress-strain relationship in a 

hyperelastic model is derived from the density function of strain energy. This model is 

utilized near Tg in which the rubbery state of polymer is seen. The material hyperelastic 

reaction is modeled using the Neo-Hookean material model with a slow uniaxial strain rate. 

2.3. Programming 

The simulation is performed using the finite element-based software Abaqus FEA. Five 

phases of programming are performed on the SMP. The first stage is heating the polymer 

to a specific temperature and maintaining it. The second phase entails introducing uniaxial 

compression as an external load. The dimension of the beam is 200 mm x 15 mm x 3 mm 
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where one end is rigidly fixed, and a compressive deformation of 20 mm is given in the 

form of load on the other end. The material is cooled to room temperature in the third stage. 

The load is removed and then reheated again in the final stage to witness the SME. For this 

purpose of model analysis, the Neo-Hookean parameters and viscoelastic parameters are 

drawn from the paper of Arrieta et al. [18]. Shape memory behaviour was observed for the 

polymer for different temperature ranges and the recovery and fixity ratios were calculated. 

3. RESULTS AND DISCUSSION 

The relationship between shape memory effect, and the temperature variation were found 

to be in good agreement. The simulation of SME in the temperature range of 25-45 °C is 

shown in Figure 1. After compression, when unloading takes place, the strain developed in 

the polymer significantly reduces from 20 mm to 11.49 mm, showing the shape fixity to be 

58.95%, indicating poor SME. This indicates that the transition temperature is far away as 

many spring-back effects are seen. But as the temperature increases, it is seen that the shape 

fixity reaches 90.95% in the temperature range of 25-55 °C (Figure 2), which improves 

even further in the range of 25-65 °C (Figure 3), showing a fixity value of 93.29%. This 

indicates that the spring-back effect gets lower as the temperature increases up to a certain 

value offering a good range of shape fixity.  

Figure 1. SME simulated in Abaqus FEA subjected to a compressive load during 25-45 

°C: (a) Initial temperature of 25 °C, (b) Heat at 45 °C, (c) Load at 45 °C, (d) Cool up to 

25 °C, (e) unload, (f) and again, reheat up to 45 °C. 
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Figure 2. SME simulated in Abaqus FEA subjected to a compressive load during 25-55  

°C: (a) Initial temperature of 25 °C, (b) Heat at 55 °C, (c) Load at 55 °C, (d) Cool up to 

 25 °C, (e) Unload, (f) and again, reheat up to 55 °C. 

 

Figure 3. SME simulated in Abaqus FEA subjected to a compressive load during 25-65 

°C: (a) Initial temperature of 25 °C, (b) Heat at 65 °C, (c) Load at 65 °C, (d) Cool up to 

25 °C, (e) Unload,  (f) and again reheat up to 65 °C. 

 

 



 6 

 

 

Similarly, the shape recovery ratio also increases as the temperature reaches Tg. The values 

obtained are 64.33%, 74.93% and 90.99% when temperature rises from 45, 55 and 65 °C, 

respectively (Figure 1-3). This shows that as we move towards Tg, the spring back effect 

decreases, thus increasing fixity and recovery, which is depicted in Figure 4. Initially, the 

stresses are high at lower temperatures, and the polymeric chain is intact. As temperature 

increases, the chain starts opening and bond breakage takes place, making it more flexible 

and easy to recover. Hence, it can be inferred that the SMP is not programmable at lower 

temperatures showing poor fixity and recovery. But as the temperature keeps on rising and 

reaches in the range of Tg, a good amount of shape fixity and recovery is achieved, which 

makes it suitable for various space applications. 

Figure 4. Shape fixity and shape recovery ratio for different temperature ranges. 

4. CONCLUSION 

In the current work, the shape memory effect of the SMP under uniaxial compressive strain 

was investigated using temperature variations as the external stimulus. Modeling and 

simulation is performed using the Abaqus FEA software by adopting the thermo-visco-

hyperelastic theory. Many space actuators are subjected to compressive loads, and this 

model helps to determine the variation of SMEs under this loading condition. It is observed 

that the temperatures have a tremendous impact on the shape fixity and shape recovery of 

smart materials. At temperatures lower than that of Tg, the shape fixity is low due to the 

large spring-back effect as the material is unable to retain its shape. With the increase in 

temperature, the shape fixity and recovery improve. The fixity ratio increases with 

temperature because of stable and rigid bonds after the unloading stage, which keeps the 

deformed shape intact. As the polymer reaches a rubbery state in Tg region, the shape 

recovery becomes easier. In the temperature range of 65 °C, the fixity along with recovery 

was found to be above 90%. Thus, for an SMP to show a good SME, it has to be 
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programmed just above the value of Tg. There are still many parameters that may affect 

the recovery behaviour of SMP and needs to be explored, which include holding duration, 

rate of temperature rise, environmental conditions, loading rate and polymer composition. 

5. LIMITATIONS AND FUTURE SCOPE 

During modeling and simulation, the material’s properties are required to input which are 

obtained from the experimental results and it itself is a challenging task. The SMP made for 

the antenna has to be tested before being actually deployed in space. To test the SMP for the 

cycle of contraction and expansion, as well as its fatigue life, rigorous tests and space testing 

conditions must be further developed. 
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Abstract 

Auxetic cellular materials have unique and superior physical properties with negative 

Poisson's ratio which is caused by the structural deformation of the cells, which increases 

their lateral dimension when stretched. The re-entrant and the proposed curved re-entrant 

structure with varying thicknesses (1 mm and 0.5mm) is analyzed in ABAQUS by 

considering the properties of Acrylonitrile butadiene styrene (ABS). A curved re-entrant 

structure with a thickness of 1 mm was found to be capable of bearing more load than that 

of a 0.5 mm thickened structure. Also, the nominal stress was found to increase by 6 times 

when the thickness was doubled. 

Keywords Auxetic cellular material, Poisson’s ratio, Re-entrant structure, curved re-entrant. 

1. INTRODUCTION 

In a confined space and weight, where high damping absorption is required that too with 

high strength, rigidity, lightweight, and good impact resistance. The auxetic materials stand 

at the top with the above-mentioned properties [1-2]. It has the properties to shrink when 

applied with compressive force as it is defined as a negative poison’s ratio material. The 

deformation modes, structure, loading circumstances, material qualities, and hybrid 

configurations all have an impact on the energy-absorption capacity of materials [3]. 

Many writers have proposed various structures for auxetic materials, such as hexagonal, re-

entrant, kagome, diamond, star-shaped honeycomb, and many more. A hexagonal structure 

[13] consists of a 2D structure with a hexagon as a unit cell as shown in Fig. 1(a). These 

hexagonal unit cells get repeated horizontally and vertically as per the required property and 

energy absorption capacity. When a hexagonal unit cell is put on an orthogonal plane, such 

that the opposing sides are parallel and horizontal, and both neighboring sides are pushed 

inside, the hexagonal unit cell is turned into a re-entrant structure. Fig. 1(b) depicts the re-

entrant structure's unit cell [9]. To investigate the desired qualities, the angle of inclination 

of inclined sides can be changed. Kagome structure [7] consists of two triangle-shaped 

mailto:prabhakark73@gmail.com
mailto:singhprashant2296.ps25@gmail.com
mailto:r-sujithra@mnnit.ac.in
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structures placed inverted such that all the three sides of both the triangles intersect each 

other twice, forming a shape as shown in Fig. 1(c). As illustrated in Fig. 1(d), a diamond-

shaped [7] unit cell is made up of two triangular-shaped structures that are inverted such that 

the peak points of both structures coincide with the base of each triangle. When an eight-

sided polygon is made in such a way that all alternate vertices are pushed towards the center 

and other remaining alternate vertices are constrained at their original position as shown in 

Fig. 1(e) to form a star-shaped structure [8]. 

In terms of differences in deformation and mechanical reactions of different cells many 

experiments and simulation has been studied and also new designs are proposed. Gao et al. 

[2020] purposed a double arrowed honeycomb (DAH) and studied its deformation under 

different impact velocity conditions and found that crushing strength increase with impact 

velocity and relative density [4]. The re-entrant structure possesses better energy absorption 

properties as compared to conventional hexagonal structure and also possesses anisotropic 

dynamic mechanical properties [5]. The honeycomb structure is considered the basic 

structure for such properties. As the honeycomb structure was made hierarchical with the 

first and second-order, the specific energy absorption increases many times as compared to 

the basic structure [6] thus increasing the potential in the energy absorption field. Quadri-

arc honeycomb designed by Zhang et al. shows a better energy absorption efficiency than 

that of circular in quasi-static and low-velocity impact and relative density [7]. In-plane 

dynamic crushing and energy absorption characterization were also studied by Lu et al. with 

the different proposed structures. The result showed that the star-circle honeycomb 

structure’s energy absorption efficiency increased as impact velocity increased as compared 

to star-shaped honeycomb indicating higher impact resistance [8]. When the load is applied 

at in-plane and out-of-plane for re-entrant samples, the in-plane is applied to provide a better 

impact strength and absorption of energy than another plane [9].  Till now, several reviews 

and works have been published. Because of the folding and rotation of cell walls, the auxetic 

structure's load-bearing abilities are limited [10]. Therefore, the mechanical properties 

enhancement became the main concern of the researchers through different structure design, 

material, and parametric variations. To check the mechanical response Wang et al. [11] 

developed the 3D cross-chiral structures. The author examines the result theoretically and 

also performed experiments and simulation work. The authors found that the young’s 

modulus of the structure is also dependent on the tilt angle and the proposed design by the 

author showed a significant increase of approximately 8-fold this structure shows a wide 

range of mechanical properties stability. To check the effect of cell numbers Carneiro et al. 

concluded that as the cell numbers increases, the Poisson’s ratio value also increases 

exponentially. It is also stated that to get the internal bulk behavior, the structure must 

contain a minimum of 13 cells per row [12].  
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Figure 1. Various auxetic structure (a) Hexagonal (b) Re-entrant (c) Kagome (d) diamond 

(e) star shaped 

The present study proposes a modification in the pre-existing design for the auxetic 

behavior. Here, we compare existing re-entrant and modified curved re-entrant structure 

with varying parameters in ABAQUS to study and shows the comparison of the in-plane 

dynamic response. 

2. NUMERICAL ANALYSIS 

2.1 Model Design 

In this study, the basic model was simulated and the result was studied. A modified re-

entrant curved design is also proposed for the auxetic properties. The re-entrant and 

proposed models are shown in Fig. 2 (a) and 2 (b)  

 

 

Figure 2. Unit cell of structure design (a) Re-entrant (b) Curved re-entrant 

The dimension of two different structures is as follow: H and h is the height of the vertical 

strut of the re-entrant and curved re-entrant respectively, L is the length of the inclined strut 

of the re-entrant structure, θ is the angle of incidence of the inclined strut, R is the radius of 

curvature of the curved strut of curved re-entrant, r is the radius of curvature of corner joining 

vertical strut and curved re-entrant and t is the thickness of both the structures. The values 

of all the parameters are given in table 2.  The depth of all the structures is kept at 45 mm. 

The three models whose analysis is studied are re-entrant unit cell structure, curved re-

entrant unit cell with thicknesses 1 mm and 0.5 mm. The code given to the models is 

tabulated in table 1. 

Table 1. Model code for different Structure 

Sl. No. Structure Model code 

1.  Re-entrant Unit cell RS 
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2.  Curved re-entrant Unit cell with a thickness 

of 1 mm 

CRS1 

3.  Curved re-entrant Unit cell with a thickness 

of 0.5 mm 

CRS2 

 

Table 2. Dimension of the structures 

  

Re-entrant Structure (RS)     Curved Re-entrant Structure 

(CRS) 

Parameter  Value  Parameter Value  

H 10 mm h 9 mm 

L 5 mm R 5 mm 

θ - 30˚ r 0.5 mm 

t 1 mm t CRS1 =1 mm 

CRS2 = 0.5mm 

 

The proposed structure i.e., curved re-entrant was modeled and analyzed with two different 

thicknesses, t, that is thickness t=1mm and t=0.5 mm. The proposed models were analyzed 

using ABAQUS and the results are compared with the re-entrant model. 

 

2.2. Simulation  

The finite element method was done to analyze the result using ABAQUS. An explicit 

dynamic model was done for all the structures. The ABS thermoplastic material properties 

is assigned to the model which has young’s modulus Es of 2.2 GPa with Poisson’s ratio of 

0.35 and density of 1.05g/cm3 [2]. The unit cell of both the structure is modeled with five 

unit cells horizontal such that the right vertical strut of one cell coincides with the left vertical 

strut of another cell and three in a vertical direction as shown in Fig. 3. In total, 23 unit cells 

were considered for simulation and analysis. 

 

Figure 3.  Model of re-entrant and curved re-entrant structure 
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These models are kept between two rigid plates in a sandwich style. The bottom plate was 

fixed restricting any movement in all directions and the top plate was given displacement 

only in the negative y-direction while movement in the other two directions was constrained 

to perform a uniaxial compression test in the y-direction. The maximum downward 

movement of the top plate given was 20 mm. Interaction of the upper and lower side of the 

structure with top and bottom plates respectively penalized with a frictional coefficient of 

0.2. The depth of the structure was kept at 45 mm to avoid the buckling of the structure. The 

aforementioned boundary condition applied is shown in Fig. 4. S4R elements were used to 

mesh the model, which was swept with a quad-dominated elemental shape utilizing a free 

technique and linear geometric order. The element size of mesh was half the thickness of the 

model. 

 

Figure 4. Boundary conditions are used in the model. 

3. RESULTS AND DISCUSSIONS 

The structures are crushed in the y-direction to study the mechanical properties such as 

stress, strain, force, and displacements of the structures. The stress-strain curve of the re-

entrant structure, the curved re-entrant structure with a thickness of 1 mm, and the curved 

re-entrant structure with a thickness of 0.5 mm are shown in Fig. 5. The maximum stress 

induced in the re-entrant structure is 1.10741 MPa at a strain of 0.029056 mm/mm. The 

maximum stress occurred for curved re-entrant structure CRS1 (thickness 1mm) is 0.93991 

MPa at a strain value of 0.03782 mm/mm whereas CRS2 (thickness 0.5mm) has the 

maximum stress of just 0.15029 MPa at a strain of 0.04741 mm/mm.  

From the Stress-strain curve shown in Fig. 5, the stress produced in the Re-entrant structure 

(RS) is higher than compared to the proposed design. At a particular strain value, the 

maximum stress reached is more than 1 MPa whereas the curved re-entrant has a stress of 

less than 1 MPa. The CRS1 has a stress value much higher than that of CRS2. The 
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deformation of structures under compression load at different strain values is shown in Fig. 

7. The deformation pattern in all three structures is same as the strain in the structure 

increases. 

The load variation concerning the deformation displacement of all structures is shown in 

Fig. 6. The re-entrant-shaped structure has the maximum load applied is 2208.7 N displacing 

1.2125 mm of structure in the negative y-direction. When the top plate is displaced 

downward in negative y-direction compressing the structure the curved re-entrant CRS1 is 

imposed by a maximum load of 1873.7 N at the displacement of the plate at 1.6178 mm 

vertically downward whereas the CRS2 suffered a maximum load of 310.6 N at plate 

displacement of 1.9769 mm vertically downward. The pattern of the curve shows that when 

the structure is compressed, at the beginning the structure is imposed with linearly increasing 

loads and this load continues to decrease up to a certain limit after which it again starts 

increasing exponentially as the structure is further compressed. The stress-strain plot of the 

structure also depicts that the modified curved re-entrant structure has lower toughness as 

compared to the base re-entrant structure for ABS material. 

 
Figure 5. Stress-strain plots for (a) RS (b) CRS1 and (c) CRS2  
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Figure 6. Load-displacement plot of (a) RS (b) CSR 1 (c) CSR 2 

 

Figure 7. Deformation of shape under compression at different strain values (from ε=0 to 

ε=0.5) of (a) RS (b) CRS1 (c) CRS2 
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4. CONCLUSION 

In this paper, investigation is done on the ABS-based curved re-entrant structure with a 

thickness of 1mm which is capable of bearing about 6 times more load than that of 0.5mm 

thick. When the thickness was doubled, the nominal stress is raised by 6 times, 

demonstrating that the 1mm thick structure had a larger energy absorption capacity. The 

modified curved structure has lower energy absorption as compared to the base re-entrant 

structure. Further studies will focus on improving the energy absorption property of this 

modified structure by varying the geometric parameters. 
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Abstract 

Shape optimization is an important technique to improve the efficiency of engineered 

components by achieving the optimized geometry of the component. In the optimization 

process, three steps are involved, namely design, analysis, and optimization. Different 

numerical methods can be used during the analysis stage. One of the popular numerical 

methods is classical Finite element analysis. This study examines how the traditional Finite 

element method is used to solve shape optimization problems covering structural problems, 

thermal problems, fluid-structure interactions, and contact problems. The key issues raised 

by researchers in the field of FEM based shape optimization are also examined in this study. 

Recently, Isogeometric analysis has evolved as a powerful tool for solving shape 

optimization problems. The purpose of this study is to see how successfully IGA can tackle 

shape optimization problems and how it performs in comparison to standard FEM. An 

overview of the methods based on finite element analysis and current Isogeometric analysis 

are discussed with their applications to shape optimization. 

Keywords: Isogeometric analysis, Shape optimisation, FEM  

1. INTRODUCTION AND BACKGROUND 

Shape optimization is the process of designing a structure for better performance. It has been 

applied in a variety of domains, including structural analysis, fluid analysis, acoustics, nano-

photonics, and micro-scale optimisation. The shape optimisation process relies heavily on 

geometric parameterization and a correct boundary description. In shape optimization, 

proper boundary representation and selection of design variables are essential to the success 

of the optimization. The coordinates of the nodes of elements are used as design variables 

in finite element based approaches [1]. Because of discrete representation and further 

changes in nodal coordinates, optimized designs are often irregular in shape thereby making 

the manufacturing of the design difficult [2]. Some engineering structures shapes are very 

complex. To represent the geometry more precisely, a very finer mesh is required, thus 

increasing the computational time as the number of design variables will be very high. In 

Iso-parametric formulation of FEM, for geometry representation and field variable, a 

Lagrange polynomial with c0 continuity across the elements is used. Hence, the first order 

derivatives of field variable are discontinuous across the element [3, 4]. Therefore, it 

becomes difficult to perform a sensitivity analysis. As a result, the gradient-based 

optimization methods do not succeed, and the most sensitive studies are being performed 
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using other techniques. Using higher-order Lagrange polynomials is one of the techniques 

to deal with this issue [5]. However, the robustness of the method and efficiency are 

compromised. The drawbacks can be addresses by using a different set of basis functions 

such as B-spline, NURBS(Non Uniform Rational B spline), and T-spline to precisely 

describe the geometry and also field variable. A recent analysis approach, Isogeometric 

analysis (IGA) has brought a new direction to numerical analysis. This study is yielding 

fresh insights into shape optimization. Several researchers have focused on studies relating 

to the benefits of Isogeometric analysis and have achieved significant improvements. The 

fundamental benefit of IGA is that it uses the same NURBS basis function for representing 

geometry and field variable. The function variable, shape design, and analysis all share the 

same domain space in the context of shape optimization, making it easier to do sensitivity 

analysis. This reduces communication with the CAD in every phase of the optimization 

process, which saves time and enables faster results. Moreover, the IGA based methods 

results in a smooth structure. The resulting structures are manufacturable. Classical FEM 

boundaries are not properly captured, which leads to various inaccuracies in the final results. 

With splines in IGA, boundaries are captured accurately.  

In this paper first, an overview of FEM-based shape optimization methods is given, followed 

by a discussion of the shortcomings. A brief overview of the IGA-based shape optimization 

is discussed in the later part. The overall paper is divided into the following sections 2) 

Process of shape optimisation 3) Shape optimisation using Finite element technique 4) Shape 

optimisation with IGA 5) Comments and future scope   6) Conclusion and discussion 

2. PROCESS OF SHAPE OPTIMISATION 

In general, shape optimization involves either minimizing or maximizing an objective 

function that is constrained in some way. Mathematically the shape optimisation equation 

can be written as below 

Min C(𝑢) 

Subjected to 𝜎 ≤  𝜎𝑚𝑎𝑥  

where, C is the compliance, u is the design variable, 𝑎𝑛𝑑 𝜎𝑚𝑎𝑥  is the max stress induced in 

the component. The objective could be to reduce the amount of weight or to reduce the 

amount of stress. Design variables are bounded with some upper and lower limits. 

Constraints can sometimes be either equality or inequality. In certain instances, objective 

functions are linear, while in others, they are nonlinear, based on the scale of complexity 

involved. 

There are several optimization algorithms in the literature, which are divided into two types: 

gradient-based optimization and gradient-free optimization. Sensitivity information is 

required for gradient-based optimization, while it is not required for gradient-free 

optimization. The techniques used so far are mentioned in the next section. Figure 1 

represents a flow chart to understand this shape optimisation process. 
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Figure 1. Shape optimisation process 

3. SHAPE OPTIMISATION USING FINITE ELEMENT TECHNIQUE 

The subject of structural optimization arose at the same time as finite element analysis 

technology. However, due to the fact that it has to undergo repetitive analysis the 

development of structural optimization lags behind. Several commercial analysis softwares 

e.g., Ansys , Abaqus, Nastran offer separate module for structural optimisation. Although 

the finite element technique is a well-developed numerical technique, the utility of this 

method in shape optimization has some issues like re-meshing of the model in each 

optimization phase; Geometry model and analysis model have different parameterization 

schemes. Following section deals with research papers focussed on fem technique especially 

in application to structural problems. 
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3.1. Finite element analysis steps  

In finite element method the domain is discretised into a collection of preselected finite 

elements. It mainly consists of three features those are given below 

• The entire domain is divided into small shapes  

• Lagrange basis functions are used over each element depending on the dimension 

and location of nodes (Ex 1D element, Triangular element, rectangular element , 

Hex element)  

• Assembly of elements are done by ensuring continuity of field variables across each 

element. 

They are mainly three types of errors present in the finite element method based on above 

process 

• Domain approximation errors occur in complex geometry where curvature are 

present  

• Approximation error which is due to the approximation of the solution by piecewise 

polynomials 

• Computational error occurred due to inexact evaluation of stiffness and force 

matrix  

 

3.2. Applications  

Several review articles [6, 7, 31] are published on FEM based shape optimisation. Hence, 

focus of this paper mainly on shape optimisation using IGA. Although shape optimisation 

is used in variety of fields like structural, fluid, and aerodynamic. This paper is focused 

mainly on structural optimisation.  

In early shape optimisation methods based on FEM, boundary nodes of mesh are used as 

design variables [9]. This process offers more design options, but increases computational 

effort and generates an infeasible geometric shape [2]. Due to random deformation of the 

elements, this leads to inaccurate stresses in the final design (Figures 2 and 3). 

    

                  Figure 2.  Initial design [2]   Figure 3. Final design [2] 

Separation of finite element mesh and design variable could be one solution. Polynomials 

are also explored as an alternative to represent the boundaries [11]. The idea was to define 

the boundary as a linear combination of shape function with coefficients. The coefficients 

will act as design variable. Thus, Kristensen [5] has used linear combination of orthogonal 

function to represent the boundary and its coefficient are design variable. Dems [12] has 

solved by considering simple linear boundaries. Most approaches are restricted to solving 
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linear boundaries since; with higher order polynomials suffers from oscillatory behaviour. 

This is a well-recognized issue which necessitates a better approach for representing the 

boundary. This issue can be tackled by representing boundary with Splines. Splines can have 

high order smoothness with lower order polynomial. So it becomes another alternative for 

boundary representation (e.g., [5]). Yang and Choi showed that the spline representation has 

better sensitivity accuracy than a piecewise linear representation of the boundary. Briabant 

[2] has used Bezier and B-spline blending functions to describe design element boundaries. 

With the B-spline formulation, boundary regularity requirements are automatically taken 

into consideration and also an analytical formulation of the sensitivity derivatives can be 

established. 

Shape optimization has proven to be very effective in the area of computational fluid 

dynamics. Chan et al [13] have enhanced the power coefficient of the wind turbine blade 

using shape optimisation. To improve the power coefficient, the geometry of the semi-

circular blade is optimized using an evolutionary-based genetic algorithm. It is solved 

through the ANSYS Fluent software. Additive manufacturing may be used to manufacture 

the optimised blade shape. Artificial intelligence is progressing, and deep learning-based 

algorithms are increasingly being applied in a variety of fields. Shape optimisation is one 

such area. Jichao et al. [14] has verified the abnormality in aerofoil wings using a surrogate-

based optimization approach. The standard neural network is first trained using 20,000 

existing data and then coupled to a surrogate-based optimization framework. The algorithm 

produced timely and accurate findings. Ramadan et al.[15] have developed an optimised 

vertical axis wind turbine blade using a genetic algorithm method. FEA software, Ansys 

fluent is used for the CFD analysis. The power coefficient is increased about four times for 

the optimized blade shape and validated experimentally.  

Tada et al.[16] used FEM to optimize the contact forces between two elastic bodies. Contact 

forces between the bodies are optimized. Butt et al.[17] developed the material derivation 

method for shape optimization of contact problems. Weil et al. (2001) worked on the 

uniform distribution of contact stresses between two- and three-dimensional elastic bodies. 

In this work, evolutionary techniques are used in combination with the finite element 

method. 

In the work of Daniel Hilding et al. [18], shape optimization software was developed based 

on the following four blocks- namely, account analytic sensitivity analysis, adaptive finite 

element method, contact solver, and sequence convex programming. Ou et al. [10] focused 

on reducing boundary stress and contact pressure between multi-body contact systems. He 

has proposed a novel way that does not require sensitive studies. 

3.3. Limitations of FE shape optimisation 

The limitations of the numerical analysis techniques also prevent a successful structural 

shape optimization, as the solution accuracy and the computation time for the shape 

optimization strongly depend on them. Because FEM is widely used for structural analysis, 

the resulting framework features FEM-related difficulties such as mesh distortion and 

subsequent re-meshing, discontinuous stresses across element borders due to linear 

approximation field function, and so on. Despite its success in several domains, the FEM 

approach still has limitations, some of which are listed below. 
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1) Different basis functions used to describe geometry in design and analysis models 

are the crucial bottleneck in classic FEM-based shape optimization [19] 

2) To reduce computational cost, it is desirable to use as few design variables as 

possible. But, it is not possible in FEM for accurate results. 

3) Each iteration of the optimization process necessitates back-and-forth 

communication with CAD. As a result, it takes a long time to compute. 

4) Sensitive analysis needs to carry out in gradient-based optimisation methods and it 

is difficult with classical FEM.  

5) Traditional FEM has discontinuous stresses across the elements because it 

approximates linear interpolation for design variables. The first derivative of 

stresses concerning the design variable is necessary for sensitive analysis. So 

higher-order representation of the field variable is required. 

6) In FEM-based form optimization, a wavy or uneven shape will emerge, which is 

unsuitable for manufacturing. 

4. SHAPE OPTIMISATION WITH IGA 

Many commercial software packages employ an Iso-parametric formulation in their FEM 

code, which means that the field variable and geometry descriptions share the same basis. 

Those are Lagrange basis with c0 continuity. NURBS are used in CAD modelling software 

to describe geometry. IGA approach uses the same NURBS basis function for the filed 

variable also. This new concept has opened the opportunity for a better type of analysis 

known as Isogeometric analysis. They have successfully implemented these new 

improvements in a variety of fields. Those publications that employed IGA shape 

optimization are discussed in the following section. 

4.1. Isogeoemtric analysis steps 

CAD geometry is represented using NURBS from past two decades because of their inherent 

properties. In Isoparametric FEM the field variable is discretised first and then the same 

basis discretisation is used for domain. In IGA the domain is discretised by NURBS and 

same is used for field variable.  

In B-spline curve is represented with a set of basis function combines n+1 control points. 

P(u)=∑ 𝑃𝑖   
𝑛
𝑖=0 𝑁𝑖,𝑘(𝑢) 

Where k is the order of B-spline and k-1 is the degree of the B-spline. It is independent of 

number of control points 

The NURBS are recursively defined by the following 

𝑁𝑖,1(𝑢)= 1    if 𝑡𝑖 ≤ 𝑢 ≤  𝑡𝑖+1  

=0    otherwise 

and 

𝑁𝑖,𝑘 (𝑢) =
(𝑢 − 𝑡𝑖)𝑁𝑖,𝑘−1 (𝑢)

𝑡𝑖+𝑘−1 − 𝑡𝑖

+
(𝑡𝑖+𝑘 − 𝑢)𝑁𝑖+𝑘,𝑘−1 (𝑢)

𝑡𝑖+𝑘 − 𝑡𝑖−1
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k value ranges from 2,…,k where k  is the order of the B-spline and controls the degree (k-

1) of the resulting polynomial in u and also controls the continuity of the curve.. The ti are 

called knot values, and set of knot values comprise a knot vector. They relate the parametric 

variable u to the Pi control points where i=0,…,n. For an open uniform curve the ti are 

calculated once using k: 

tj =0   if  j<k 

tj = j-k +1  if  k≤ 𝑗 ≤ 𝑛 

tj = n+k+2  if  i>n 

Using above knot values the basis functions can be generated. B spline surface is generates 

using tensor product of  bi-variant and Tri-variant B splines. Third order and fourth order B-

spline curves generated using MATLAB code are shown below  

 

Figure 4. Third order B-spline with four control points 

 

Figure 5. Fourth order B-spline with five control points 

4.2. Applications 

Due to its precise shape representation, NURBS-based geometry representation analysis has 

become increasingly popular in shape optimization applications in recent years. Because the 

approach uses a higher-order foundation, sensitive studies are simple to perform. Wall et 
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al.[20] worked on shape optimization of structures with IGA. The effectiveness of linking 

the design and analysis model is intensified. Simple 2D problems like a plate with a hole 

and wrench are solved using NURBS. The sensitive analysis is performed using a gradient-

based optimization method. The majority of studies have used NURBS control points as a 

decision variable in their sensitivity analysis. For the sensitivity analysis, Qian et al. [27] 

employed both control points and weights. In his study, he used a gradient-based 

optimization approach. According to this approach, weights and control points as design 

variables help achieve optimal shapes.  

Another area of application is the optimization of shell structures. Boilers, roof structures, 

and the automotive and aerospace industries use shells. In all these cases, optimizing the 

shell structure is very important. Keindl et al. [22] has pointed out that when representing 

geometry using splines, the rotational degree of freedom need not be a field variable due to 

their higher-order continuity. In addition, the flow structure of the rotor blade interaction of 

the wind turbine is optimized. It is mentioned that the flexibility of this IGA-based 

representation has many advantages and reduces the computational time. The 2D plate and 

shell problems are optimised using Iso-geometric analysis in the work of Yudeok Seo et al. 

[23]. The optimization of vibrating membranes with IGA is performed by Nguyen et al [24]. 

Two methods, namely the quasi-conformal mapping and the spring-based mesh method, are 

proposed to map the boundary of the domain to its interior. IGA goes well with shape 

optimization of vibration problems. The IGA has also been used for topology optimisation 

using the trimming technique. For topology optimization, trimmed surface analysis is used, 

which was recently proposed to analyse any complex topology problem. Some benchmark 

problems are solved in shape and topology optimisation. Li et al. [25] have studied shape 

optimisation using the Iso-geometric boundary integral method. The author has performed 

an h-p-k refinement and concluded that the NURBS technique offers better performance. 

The sensitive analysis can be done either with NURBS control points or its weights. In shape 

optimization, a sensitivity analysis is much more important to see how sensitive the objective 

functions are to design variables. Hassani et al. [26] have solved two and three-dimensional 

simple problems using the NURBS basis function and obtained a very smooth optimised 

surface. The boundary variable and field variable are approximated with NURBS basis in 

the Iso-geometric boundary integral method. 

Xiaoping Qian et al. [21] has used multi patch coons to generate the complex geometry. It 

allows to user to design boundary shapes without specifying the internal control points. The 

specification of internal nodes can be avoided in this process. It is applied to maximise the 

band gap in photo crystal design. The internal nodal data is embedded in the NURBS 

formulation itself. Analytical and semi-analytical techniques have been used for performing 

sensitivity analysis.  

An optimised location quadrature point has been proposed by Zhen Lei et al. [28], which 

addresses the locking issue in shell formulation. A mixed grid Reissner-Mindlin shell 

formulation is used in this work. The classic modal synthesis method and the Craig-

Brampton fixed interface method are used for shell-patch coupling. The analysis time 

decreases more in the modal synthesis method. Ummidivarapu et al. [29] has optimized the 

acoustic horn with TLBO (Teaching Learning-based algorithm). The acoustic field is 

modelled and analysed in the IGA framework. The optimal shape of the horn speaker has 

resulted in reduced back reflection. This IGA analysis has shown significant improvement 
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and surpassed the FEM results. The shape of the horn is also easy to manufacture. Recently, 

Qin et al. [31] worked on the shape and material optimization of functionally graded material 

(FGM). MMA method and SQP are used for shape and material optimization respectively. 

The optimal shape of the stiffener is obtained to minimize the flexibility of the plate 

subjected to a volume constraint. 

Ummidivarupu et al. [32] has used IGA on cantilever beams and square plates with a circular 

hole to achieve an optimal area under a given load condition. Genetic algorithm and Nelder 

and Mead simplex algorithm were used to solve the problems. Lopez et al. [4] performed an 

automated sensitive analysis using a differential toolbox. Automatic differentiation can be 

used to perform a forward and reverse mode sensitive analysis. This AD (automatic 

differentiation) is far superior to analytical and semi-analytical sensitive techniques, as 

demonstrated by the practical application.  

The analysis of shells required a curvilinear representation of the surface. IGA and NURBS 

are very suitable for shell analysis, as they reproduce the geometry very smoothly. Hirschler 

et al. [34] optimized the shape of solid shell and Kirchhoff Love Shells. The author observed 

that both methods gave similar results. The size and shape optimisation are integrated by the 

author and applied to the cylinder.  

The majority of engineering components are subjected to thermal conditions. As a result, 

one of the most important areas to focus on is heat exchange. Components are optimised 

either to increase or decrease the heat exchange. The shape and material selection plays a 

key role in efficient performance. Wang et al. [28] have worked on optimised shapes 

subjected to steady-state heat conduction. Active control of heat is not feasible in fluctuating 

thermal conditions. Shape optimization is a more effective method that acts as a passive 

control for thermal conditions. 

Any machine consists of more elements under relative motion. Because of their relative 

motion, engineering components are prone to wear. Engineers are always concerned with 

wear and stress distribution between contact surfaces. Shape optimization can be applied to 

control these parameters. The contact problems are nonlinear since the point before contact 

is unknown. These boundary conditions are nonlinear. It is difficult to perform a sensitivity 

analysis using a gradient-based method since most contact equations are non-differentiable. 

So gradient-free optimisation techniques are adopted by most cases in contact problems.  

Li w et al. [35] solved the optimal distance between contact bodies to limit the contact stress 

between multi-body systems. An evolutionary optimization method is used to solve the 

problem. In this multiple contact problems are solved by adopting individual criteria and the 

unified criteria method. Nam Ho Kim et al. [36] used a material-derivative approach for 

sensitive analysis of the three-dimensional contact problem. Mesh-free methods are used to 

solve the design sensitivity equation. Not much of the work is reported on shape optimization 

with IGA for contact problems. 

4.3. Comments and future scope 

Iso-geometric analysis can be more potential in shape optimisation problems, shell structure 

analysis. The domain discretisation error present in FEM can be avoided in Iso geometric 

analysis. Contact problems is another important where it require to represent the geometry 

exactly. Recently Functionally graded materials (FGM) have been analysing for estimating 
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the strength and stability. FGM requires higher order basis for better analysis. In these 

problems IGA make the process more robust and computationally more efficient. 

5. CONCLUSION AND DISCUSSION 

The structural shape optimisation topic is widespread. It is difficult to describe all of the 

interesting aspects in one paper. An attempt is made to review of literature related to shape 

optimisation. The scope of the present article is restricted to only FEM and IGA based shape 

optimisation. One particular advantage of IGA is using the same basis for analysis and 

design models. The researchers have focussed on thermal, structural, fluid-structure 

interaction, and contact problems. Due to its attractive features, IGA is expected accelerate 

the shape optimization research further. In brief, the advantages of IGA-SO are listed below. 

▪ complex geometry can be represented accurately 

▪ Analysis and geometry model share the same basis. 

▪ Number of design variables are less in IGA based shape optimization 

▪ Stresses are continuous across the elements so sensitive analysis is easy. 

▪ CAD and analysis communication can be avoided  

▪ Re-meshing tasks can be avoided in every iteration process 
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Abstract 

In this study the finite element analysis of CFRP square beam, which is used for chassis 

have been studied using bending and torsion loading cases. Total 8 sequences have been 

studied using ANSYS software. According to the Tsai–Wu failure theory and the results of 

reserve factor (strength to stress ratios) the fiber direction and stacking sequence design for 

square section beam have been discussed. Based on the finite element analysis it is observed 

that the stacking sequences [0/90/45/-45]s , [-45/45/0/90]s and [90/0/0/90]s are the better for 

the composite structural members of a vehicle.  

Keywords. Carbon fiber reinforced polymer, stacking sequence, finite element analysis, 

automotive, lightweight Design. 

1. INTRODUCTION 

Composite material consists of fibre and matrix materials which are used in automotive 

industries because of its high strength to weight ratio, high impact strength, and low density 

and flexible in the design. Understanding the structural behaviour of composite materials 

with the complicated geometrical profiles under various loading situations is a challenging 

task. Different FEA software like ANSYS, ABAQUS, NASTRAN etc predicts the 

behaviour of the structure efficiently in terms of stresses and deformations. Finite element 

analysis is very challenging when designing an anisotropic material like carbon-glass fibre 

reinforced members which is used for a vehicle [1-6. 

Many researchers have made attempts to understand the structural behaviour of composites, 

using FEA software and to replace the existing metallic automotive components with Fiber 

Reinforced Plastic (FRP) composites [1-10]. Finite element analysis predicted well the stress 

distribution and failure stress of the critical regions observed during experimental tests. 

Composite monocoque chassis analysed using finite element analysis on the geometry and 

laminate lay-ups of a chassis [1]. Optimal stacking sequence determined according to the 

maximum stress theory and the results of strength to stress ratios [2]. Finite element analysis 

of simplified part samples have been carried out under various loads. By calibrating the test 

sample at the coupon and element level, it is possible to predict the structural response at a 

higher structural level [3]. The damage behaviour of an aluminium–composite hybrid beam 

under three point bending loading was investigated by a finite element analysis [4]. Different 
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various designs of glass carbon thermoplastic (GCMT) were discussed using FEA [5]. 

Stacking sequence of the automotive composite lower arm using carbon-epoxy was 

optimized using micro-genetic algorithm [8]. Development of CFRP lightweight structure 

for electric vehicles carried out. The multi-scale analysis approach proposed is generic and 

can be used for other lightweight vehicle structure made of composites [9]. The effect of 

stacking sequence and fiber orientation angle on the performance of drive shaft was 

investigated numerically [10]. 

Objective of this present study is the FEA of hollow beam with different stacking sequence, 

under the bending and torsional loads. In this paper ANSYS composite pre-post tool is used 

for composite analysis. Reserve Factor (RF) has been determined based on Tsai-Wu failure 

criteria for all eight different stacking sequences.  

2. MATERIALS AND DESIGN 

In this study unidirectional carbon-epoxy composite material has been used. Material 

properties of these composite is given in Table 1. Carbon-epoxy composite material consists 

of two parts: a matrix and reinforcement. In carbon-epoxy composite material the 

reinforcement is carbon fiber, which provides its strength. The matrix is epoxy a polymer 

resin, which binds the reinforcements together. Carbon-epoxy composite material consists 

of two distinct elements, the material properties depend on these two elements. Figure 1 

shows the material co-ordinates system. 

 

 

Figure 1. Material coordinate system for hollow square beam (1, 2, 3) 

Four different fiber directions have been selected based on reference, which are 0º, +45º, -

45º, and 90º [2]. Total 8 layers of each thickness 0.64 mm with total thickness 5.12mm are 

used for FEA. 

Table. 1. Material properties of carbon-epoxy composite [11] 

Property Value Unit 

E1 1.21x105 Mpa 

E2 8600 Mpa 
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E3 8600 Mpa 

Density 1.49x10-6 Kg/mm3 

G12 4700 Mpa 

G23 3100 Mpa 

G13 4700 Mpa 

µ12 0.27  

µ23 0.4  

µ13 0.27  

Axis of the beam (X axis of structure coordinate system) is taken as a reference direction for 

stacking up as shown in Figure 2. Total 8 different stacking sequences considered in FEA 

are given in Table 2. 

Table 2. Stacking sequence 

Sample  Stacking sequence 

1 [00/00/00/00]s 

2 [00/90/45/-45]s 

3 [-45/45/90/00]s 

4 [-45/45/00/90]s 

5 [00/90/90/00]s 

6 [90/00/00/90]s 

7 [90/90/90/90]s 

8 [45/45/45/45]s 

 

Figure 2. Structure Coordinate system (X, Y, Z) 
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3. FAILURE CRITERIA 

In this study, the Tsai-Wu failure theory is used [9]. This criterion implies the quadratic 

equation to express a failure envelope surface, which attempts to fit experimental values. It 

accounts for the stress interaction but does not predict the specific failure mode. 
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2
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Reserve Factor = Ultimate Strength/Ultimate Load 

Failure RF ≤1  

Safe RF ≥1 

4. FINITE ELEMENT MODEL 

A square hollow beam is selected for the analysis. The meshing of the beam is shown in 

Figure 3- 4 with total number of 936 SHELL elements and 972 Nodes. For determining the 

performance of the beam under bending, 3 point bend virtual test is carried out by applying 

a central static load of 40 KN, which leads to a maximum bending moment of 1700 Nm as 

shown in Figure 3. For determining the performance of the beam under torsional loading, a 

twisting moment of 1.7KN-m is applied at the one end, while the other end is fixed as shown 

in Figure 4. 

For bending as well as for torsional loading (other parameters constant) the stacking 

sequence has been changed. The Reserve Factor (RF) is calculated as per Tsai-Wu failure 

theory, the maximum deflection is also determined for each sample. 

 

  

Figure 3. 3 point bend test   Figure 4. Torsion test 
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5. RESULT AND DISCUSSION 

Results of deflection of the beam with [0/0/0/0] stacking sequence in bending is shown in 

Figure 5 and deformation with [90/0/0/90] stacking sequence in twisting respectively is 

shown in Figure 6. Table 3 and 4 list all values of RF, deflection and angle of twist for 8 

samples under the bending and torsional loading. 

Table 3. Point Bend Test Results 

Sample Stacking sequence Reserve factor bending Max Deflection (mm) 

6 [90/00/00/90]s 0.693 0.795 

2 [00/90/45/-45]s 0.651 0.470 

5 [00/90/90/00]s 0.544 0.798 

4 [-45/45/00/90]s 0.524 0.486 

3 [-45/45/90/00]s 0.467 0.488 

7 [90/90/90/90]s 0.417 1.172 

8 [45/45/45/45]s 0.346 1.041 

1 [00/00/00/00]s 0.230 1.170 

 

 

 

Figure 5. Deflection of the beam for [00/00/00/00] stacking sequence in Bending. 
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Figure 6. Deformation of the beam for [90/00/00/90] stacking sequence in twisting 

Table 4. Torsion test results 

Sample Stacking sequence  Reserve factor torsion Angle of twist (Deg) 

4 [-45/45/00/90]s 0.5988 1.00 

8 [45/45/45/45]s 0.5827 1.02 

6 [90/00/00/90]s 0.5467 1.72 

2 [0/90/45/-45]s 0.5424 1.11 

7 [90/90/90/90]s 0.4433 1.75 

3 [-45/45/90/00]s 0.4274 0.99 

5 [00/90/90/00]s 0.4236 3.41 

1 [00/00/00/00]s 0.2827 3.44 

The structural members of a vehicle can be subjected to various loads, the best stacking 

sequence for both the test can be predicted based on above results. In bending [90/00/00/90]s 

stacking sequence has the highest value of RF which is 0.6934, whereas [00/00/00/00]s 

stacking sequence has the lowest value of RF 0.2302. In torsion [-45/45/00/90]s stacking 

sequence has the highest value of RF which is 0.5988 whereas [00/00/00/00]s stacking 

sequence has the lowest value of RF which is 0.2827. Hence stacking sequences [0/90/45/-

45]s, [-45/45/00/90]s and [90/00/00/90]s are the better designs in bending as well as torsion. 

It is also observed that the unidirectional laminates, i.e. [00/00/00/00]s, [90/90/90/90]s, and 

[45/45/45/45]s, are the poor designs.  

Under three point bending, the deflection of [00/90/45/-45]s stacking sequence is lowest, 

where as[90/00/00/90]s stacking sequence is at highest. In torsion [-45/45/90/00]s stacking 

sequence is having minimum angle of twist, while [00/00/00/00]s stacking sequence is 

having maximum angle twist. Considering all three parameters i.e. RF, deflection and angle 

of twist in all eight cases the [-45/45/00/90]s is the optimum stacking sequence.  
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6. CONCLUSION 

In this study the finite element analysis of square beam have been carried out with bending 

and torsional loading. The finite element analysis results comparison showed that the 

stacking sequences [00/90/45/-45]s, [-45/45/00/90]s and [90/00/0/90]s are the better designs 

for the composite structural members of a vehicle. Unidirectional laminates, i.e. 

[00/00/00/00]s, [90/90/90/90]s, and [45/45/45/45]s, are the poor designs which are not 

recommended for designing. Finally it is concluded that [-45/45/00/90]s is the optimum 

stacking sequence for bending and torsional loads. 
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Abstract 

The demand for ecologically friendly and long-lasting building materials has required the 

search for new materials for pavement sub-base design. A sub-base design utilizing an 

alkaline activator involving the use of wastes and by-products from various industrial 

processes may be considered a promising alternative to sub-base traditional materials 

(crushing aggregates and gravel). This research studies emphasize Rice Husk Ash (RHA), 

Copper Slag (CS), and mixed with Alkaline Activator (Sodium Hydroxide (SH) and Sodium 

Silicate (SS)) are used as an alternative material for the construction of pavement. This paper 

is an experimental investigation by performing Compaction Tests, and Unconfined 

Compressive Strength (UCS) tests as per Indian Standard Code. The compaction tests and 

UCS tests have been performed for various combinations and various combinations were 

made using CS (90%, 80%, 70%, 60%, and 50%) and RHA (10%, 20%, 30%, 40%, and 

50%). The percentage of alkali activator 3% and 6% was used. Further, the ratio of SH/SS 

1:2 was used and the concentration of SH is 10M (molarity) used. Prepared samples have 

been cured for 7 days in the thermostatic temperature-controlled chamber at 60℃. On behalf 

of experimental results, the replacement of this waste material with traditional constructional 

material is beneficial economically as well as for the environment.  

Keywords: Copper slag, Rice husk ash, Alkaline Activator, Compaction test, UCS test. 

1. INTRODUCTION 

Industrial waste disposal has become the most difficult problem to solve in today's world 

[1]. Globally, enormous amounts of trash are produced. Waste comes in two forms: liquid 

and solid. Residential buildings, medical facilities, and industries all generate a significant 

amount of waste. Due to the direct dumping of these wastes over the ground and near water 

bodies, soil and water pollution may increase, thereby depleting fertile land [2]. This has 

negative consequences for the ecosystem. Industrial wastes may be recycled and repurposed 

with the right tools for maximum efficiency. The current research emphasizes the usage of 

CS and RHA in pavement design. 

Compared to the manufacture of copper, two to three times more CS is produced during the 

smelting process. Because CS and fine sand’s comparable in physicochemical qualities, they 

may be used in a variety of applications, including soil stabilization, backfilling in retaining 

walls, embankment construction, pavement construction, rail ballast, concrete manufacture, 

and cement [3]. 

mailto:1kunaljee111@gmail.com
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At various temperatures, the burning of rice husk, the RHA is also produced in rice mills. 

Approximately 200 kg of rice husk can be obtained from 1000 kg of paddy, which, when 

burned, creates around 40 kg of RHA. According to ASTM C-168, it has a large proportion 

of amorphous silica, making it a pozzolanic material (ASTM 1997) [4]. 

Cement and lime are widely used as additional materials in pavement building and soil 

stabilization across the world [5]. A large quantity of CO2 is emitted during cement 

manufacture, which is hazardous to the environment. During the manufacture of one tonne 

of cement, about one tonne of CO2 gas is emitted, which contributes to global warming. As 

a result, additional sustainable pozzolanic materials must be used to partially or entirely 

replace cement. Replacement for cement in soil stabilization and improvement, as well as in 

the development of novel composite materials AA can be used as a partial or complete [6]. 

Calcined clay and metakaolin are some of the natural sources of pozzolans. The chemical 

makeup of aluminosilicate materials influences the alkali-activation reaction products. AA 

reacts with high calcium binders to produce calcium-silicate-hydrate (C-S-H) gels. Low 

calcium binder gels (K-A-S-H) or Sodium Aluminosilicate Hydrate Gels (N-A-S-H) are 

made of potassium aluminum silicate hydrate and sodium aluminum silicate hydrate, 

respectively, where K stands for K+ cations and N stands for Na+  [7]. 

The composite includes CS and RHA combined with an AA are investigated for the 

compaction and UCS. This research might aid in the development of novel composite 

materials for pavement construction with improved mechanical qualities (sub-grade and 

sub-base). This study is part of a larger experimental examination that includes a particular 

compaction characteristic (OMC and MDD), UCS test, and the value of composite materials 

made up of AA, CS, and RHA. The current research is mostly concerned with:  

▪ To study the different combinations of RHA, CS, and AA percentages that affect 

the compaction behavior.  

▪ To study In RHA treated with AA composite material with CS, the curing period 

of 7 days affects the UCS of stress-strain behavior. 

2. Experimental Investigation 

RHA, CS, and AA (SS and SH) were employed in this experimental investigation. As 

described by Sharma and Kumar the CS and RHA have the same physical characteristics as 

reported in [8]. 

2.1. Copper slag 

The experiment employed a blackish-colored CS. From the Hindustan Copper Limited 

(HCL) in Bharuch, Gujarat, India; CS was obtained and a sample is displayed in Figure 1. 

18%, 3.50, 2.5, and 1.715 gm/cc respectively, are the OMC, SG, Fineness Modulus (FM), 

and MDD of CS. Table 1. summarises the physical characteristics of CS [8]. 



 

Figure 1. Raw materials copper slag 

Table 1. Copper slag’s physical propert 

 

2.2.  Rice husk ash  

From Jalandhar, Punjab, India a local rice mill RHA was collected as shown in Figure 2. 

RHA's SG, OMC, MDD, and FM, respectively, were determined to be 2.06, 64%, 0.52 g/cc, 

and 1.43. Table 2. summarises the physical characteristics of CS [8]. 

Copper slag’s physical property 

S. No. Physical properties Value 

1 Particle shape Irregular 

2 Appearance Black and glassy 

3 Maximum Dry Density 1.715 gm/cc 

4 Optimum moisture content 18% 

5 Fineness modulus 2.5 

6 Specific gravity 3.50 

7 Coefficient of Uniformity(Cu) 1.534 (Poorly graded) 

8 Coefficient of Curvature (Cc) 0.960 

 Particle Size  

9 > 425 micron - 

10 > 300 micron 4.16 % 

11 > 150 micron 91.07 % 

12 > 75 micron 3.65 % 

13 < 75 micron 1.12 % 



 

Figure 2. Raw materials image Rice husk Ash 

Table 2. The physical property of rice husk ash 

2.3. Alkali activator  

In this experiment, SS and SH were employed as AA. As indicated in Figures 3. (a), (b), and 

(c), with 98 percent purity SH was accessible in flake form and SS was available in solution 

form as shown in Figure 3. Whereas an Activator Modulus (Ms) of 3.3 was observed. The 

term "activator modules" refers to the mass ratio of silicon dioxide to sodium oxide in AA. 

In a 1:2 ratio, sodium hydroxide and sodium silicate are mixed. 24 hours before usage 

dissolve the sodium hydroxide flakes in distilled water to make a 10M sodium hydroxide 

solution. A high pH environment is formed when an AA is used, which speeds up the 

 

The physical property of rice husk ash 

S.no Physical properties value 

1 Particle shape Irregular 

2 appearance Dark grey 

3 Optimum moisture content 64% 

4 Maximum Dry Density 0.52 gm/cc 

5 Specific gravity 2.06 

6 Fineness modulus 1.43 

7 Coefficient of Uniformity 7.08 

8 Coefficient of Curvature 0.44 

 Particle Size  

9 > 425 micron - 

10 > 300 micron 0.32 % 

11 > 150 micron 47.35 % 

12 > 75 micron 5.760 % 

13 < 75 micron 46.34  



hydration processes. So while using AA in lab work or other work we should wear proper 

gas masks and gloves to take care of its side effects. 

 

    

Figure 3. Raw materials (a) sodium hydroxide solution, (b) sodium hydroxide flakes, (c) 

sodium silicate solution 

3. EXPERIMENTAL PROGRAM 

On RHA and CS with combinations of the binder AA treated with various percentages, 

sequences of laboratory tests are carried out. UCS test and the Standard proctor compaction 

test are the most common laboratory tests conducted. Both the UCS test and the standard 

proctor compaction test were conducted in accordance with Table 3, which lists the different 

ratios of RHA and CS when treated with AA, along with each combination's percentages. 

Combinations with RHA of Standard proctor compaction are conducted at 10%, 20%, 30%, 

40%, and 50%, as well as AA of 3%, and 6%, and the Rest of the percentages CS. The same 

percentages of RHA of 10 %, 20 %, 30 %, 40 %, and 50 % are used in the UCS test, as well 

as CS of 90 %, 80 %, 70 %, 60 %, and 50 %, respectively, with AA of 3% and 6%. 

 

Table 3. Combination scheme 

 

 

Combinations 

 

Mixed proportions 

 

Title 

Molarity of 

NaOH 

solution 

(M) 

NaOH/Na2SiO3 

ratio 

 

A 

90%CS+10%RHA+3%AA 

80%CS+20%RHA+3%AA 

70%CS+30%RHA+3%AA 

60%CS+40%RHA+3%AA 

50%CS+50%RHA+3%AA 

A1 

A2 

A3 

A4 

A5 

 

 

10 M 

 

 

1:2 

 

 

B 

 

90%CS+10%RHA+6%AA 

80%CS+20%RHA+6%AA 

70%CS+30%RHA+6%AA 

60%CS+40%RHA+6%AA 

50%CS+50%RHA+6%AA 

B1 

B2 

B3 

B4 

B5 

 

 

10 M 

 

 

1:2 

 

 



4. THE TESTING PROCEDURE AND SAMPLE PREPARATION 

In the beginning, oven-dried RHA and CS were completely mixed in a big steel tray by 

hand. To avoid moisture, RHA and CS were placed in sealed containers. At a temperature 

of 105o C in an ambient temperature-controlled chamber, the airtight container was put. 

Following that, standard proctor compaction tests were performed. The mold size is 105 mm 

in diameter and 115.5 mm height was taken for all A and B combinations and also following 

the IS code-2720, part VII, 1980 [9]. In this experiment, the making of AA was employed 

by SH and SS. Before the 24-hour test, the SH solution was mixed. All of the combinations 

A and B are specified in Table 3.1. A 10 M (molarity) SH solution was utilized. The SS on 

the other hand is in a solution form so the mixing of both (SS and SH) was employed 

immediately. The SH/SS ratio utilized for all AA combinations is 1:2. 

The UCS samples (38 mm in diameter and 76 mm in height) were made with a mixture of 

CS, RHA, and AA. Standard compaction was used to prepare all of the specimens. The 

molds were cast after 24-hour samples of UCS were extracted as shown in Figure 4. 

Furthermore, the UCS samples were ambient cured for 7 days, respectively. UCS testing is 

carried out following IS code-2720, part X, 1991 [10] at the displacement of 1.25 mm/min. 

 

 
Figure 4. UCS samples after 24 h casting 

5. RESULTS AND DISCUSSION 

Standard proctor compaction tests and UCS tests are used to calculate the impact of RHA 

and CS treated with AA on mechanical characteristics. The following segments provide a 

comprehensive discussion and analysis of the findings. 

5.1.  Results from compaction test 

Figures 5. and 6. Show how OMC and MDD change with different amounts of AA and 

RHA. The values of OMC and MDD were found to increase and decrease respectively, 

while the amount of RHA was increased from 10% to 50% at a constant amount of AA 3%, 

and 6%. In combination A, where the amount of AA is held constant at 3%, Figure 5 

demonstrates that when the amount of RHA added to CS increases There is a decrease in 

MDD value but an increase in OMC value. For combinations-B with 6% of AA, similar 

MDD and OMC patterns were observed as shown in Figure 6. The highest MDD values 

found for combinations A and B are 1.77 g/cc and 1.84 g/cc respectively, with OMC values 

of 15.25 % and 12.50 %. A1 (90%CS+10%RHA+3%AA) and B1 

(90%CS+10%RHA+6%AA) are the best mixes for combinations A and B. Furthermore, the 

lowest MDD values In combination A and B, results are obtained at 0.76 g/cc and 0.71 g/cc 

respectively, with OMC values of 38.20 % and 29.20 %. Figures 5 and 6 indicate the 



cumulative effects of increasing RHA on OMC and MDD with individual AA content is 

increases of 3% and 6% denoted by combinations A and B, respectively. Increasing the RHA 

content decreases the MDD while increasing OMC in all of the combinations. The lower SG 

relative to that of CS is responsible for the reduction in MDD value that occurs when RHA 

concentration is increased. The lower SG values of lightweight materials account for the 

decrease in MDD values [8]. Because the AA utilized in Some of the water content is 

replaced by this research, which is in liquid form so necessary the MDD decreases with the 

OMC increase. These findings show an innovative, environmentally friendly composite 

material produced in this work by combining CS and RHA with AA may be employed in a 

variety of a wide range of civil engineering applications retaining wall backfill, pavement 

sub-base, and subgrade. 

 

Figure 5. Combination- A Standard Proctor compaction curve with 3% AA 
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Figure 6. Combination- B Standard Proctor compaction curves with 6% AA 

5.2. Unconfined compressive strength test 

Behavior responses of strain and stress Figure 7 and 8 demonstrate the stress-strain behavior 

of various mixtures (combination-A and B) after 7 days of curing. The stress increase as the 

strain values increase up to a particular maximum level, beyond which the stress values 

drastically decreased as the strain values increase. For combinations A and B, the composite 

materials demonstrate brittle failure. The relation between strain and stress behavior of 

combination-A the RHA with CS at different percentages of 10%, 20%, 30%, 40%, and 50% 

constant quantity of AA is shown in Figure 7. (3%). The curve shows that increasing the 

percentage of RHA (up to 20%) while keeping the quantity of AA (3%) constant increases 

the UCS values. Stresses and strains that lead to maximum failure of around 3815.68 kPa 

and 1.97 %, respectively, have been observed at 20% RHA and 3% AA. Furthermore, the 

stated Stresses and strains that lead to minimum failure, are 1130.44 kPa and 1.57 percent, 

respectively. Figure 8. Depicts the relation behavior of combination-B under stress and 

strain the CS with RHA at various percentages of AA, such as 10%, 20%, 30%, 40%, and 

50% at AA content 6%. The graph shows that as the proportion of RHA is raised to 20% but 

the percentage of AA is kept constant (6%), the UCS values increase. Stresses and strains 

that lead to maximum failure for 20% RHA and 6% AA were determined to be 4410.11 kPa 

and 2.36%. Furthermore, the reported Stresses and strains that lead to minimum failure are 

1408.34 kPa and 1.97 percent, respectively. 

With the inclusion of alumina, and calcium, After hardening, CS is bound to AA by its 

cementitious properties and the silica in the CS, RHA, and AA are all factors that contribute 

to the increase in UCS values. 
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Figure 7. Combination-A’s Stress-strain curves after 7 days of curing 

 

 

Figure 7. Combination-B’s Stress-strain curves after 7 days of curing 

6. CONCLUSIONS 

An experimental evaluation of compaction and UCS in a composite including RHA and CS 

mixed with an AA was provided in this paper. These tests' results are given and analyzed in 

depth. The following are the primary results gained from this research: 
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▪ The best combination for the newly created sustainable composite material is 

80%CS+20%RHA+6%AA they may be used in a variety of applications, including soil 

stabilization, backfilling in retaining walls, and embankment construction, pavement 

construction, rail ballast, concrete manufacture, and cement since it has improved 

geotechnical qualities. 

▪ Using AA as a binder material instead of traditional binders like cement and lime 

minimizes the carbon footprint and CO2 emission, which would otherwise be substantial 

when traditional binders are manufactured. 

▪ For RHA content of roughly 20% and 20%, respectively, the maximum UCS values for 

combination-A and B are observed. The combination-B with 20% RHA (80% CS+20% 

RHA+6% AA) achieved the greatest UCS value (4410.11 kPa). 

▪ The stress-strain curve behavior demonstrated that the UCS tested materials have brittle 

fractures for varied combinations. The percentages of RHA and CS, as well as the 

amount of additional material, influence it. 

▪ The creation of composite materials use of industrial wastes, such as the RHA and CS 

treated with AA used in this study, provides a cost-effective way to dispose of waste, 

as well as solving the waste disposal problem, environmentally benign, and saves virgin 

resources. 

▪ The demand for ecologically friendly and long-lasting building materials has required 

the search for new materials for pavement sub-base design. A sub-base design utilizing 

an alkaline activator involving the use of wastes and by-products from various industrial 

processes may be considered a promising alternative. 
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Abstract 

In today’s world, with the critical impact caused due to manufacturing and disposal of man-

made fiber reinforced polymer composite, there is always a scope for producing eco-friendly 

composite. It has vast applications opportunities in the manufacturing sector, such as 

automobiles, marine, piping, and grocery items. Several natural fibers such as banana, rice, 

sisal, oil palm, coconut, and kenaf are looked up to nowadays because they are readily 

available, environment friendly, and have better mechanical properties. Natural fiber will 

always stand out in developing several industrial products with various polymer matrices. 

High-density polyethylene (HDPE) plays a key role among many polymers as it acquires 

numerous benefits such as strength and excellent chemical stability. HDPE has several other 

advantages, such as being durable, lightweight, and easily machinable, making it usable in 

medical, construction, maritime, and food. This review article proposed with an objective of 

mechanical properties of natural fiber reinforced in HDPE and various parameters affecting 

the structural features of polymer composite, like loading, fiber dimensions, and fiber 

structure. A critical observation is also done to understand the broader effect of the 

mechanical properties on varying the fiber wt.% and loading. This review article outlined to 

survey and collect the earlier works demonstrating the mechanical properties of natural fiber 

and its polymer composite to give a well-made source of information for performing future 

research to clarify the properties of synthetic fibers. 

Keywords. HDPE, Natural fiber, Processing techniques, Mechanical Properties. 

1. INTRODUCTION 

High-density polyethylene (HDPE) was not discovered till the 1950s. Low-density 

polyethylene (LDPE) was more utilized [1]. But a requirement of the more strengthened 

polymer was in demand. Thus, several scientists were much interested in the production of 

denser polyethylene. The difference between the high density and low-density polyethylene 

is that HDPE is of higher molecular weight and has less molecular chain branching. The 

mechanical properties acquired by HDPE are much better than other polyethylene. HDPE 

has carbon and hydrogen as its main constituent. The higher density of HDPE is due to its 

long-linear molecular arrangement. HDPE was found to have high temperature-resistant 

properties[1]. HDPE acquiring certain unique features has vast applications, including 

grocery items, pipes, fuel tanks, cable insulators. HDPE is mostly used as a base material or 

mailto:umaduttchaubey@gmail.com
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so-called matrix because of its greater strength to density ratio. It is also equipped with a 

better specific strength. It is also very cheap and readily available in the market. 

A fiber-reinforced polymer (FRP) has its constituents as a polymer matrix reinforced with 

strengthened fiber like glass, and carbon forms a composite material. Polymers are basically 

divided into two groups, thermosetting plastic and thermoplastics. Thermoplastic materials 

nowadays play a prominent part in bio-fibers; the most widely used thermoplastics are PE, 

PVC, and PP, whereas epoxy and polyester resins are the most widely used thermosetting 

matrices [2]. In the recent past, natural fibers as a substitute for additives in polymer 

composites have gained the attention of several researchers and scholars because of their 

uniqueness over conventional glass and carbon fibers [3]. The natural fibers are sisal, hemp, 

kenaf, jute, coir, banana, and many others [4]. Natural fibers have various benefits over the 

synthetic glass and carbon fibers: low cost, low density, good tensile properties, not 

hazardous to the body, renewable, recyclable, and biodegradable nature [2]. The polymer 

composite thus developed has a vast application which includes aerospace, construction, 

sport, automotive industry, and packaging industry. However, natural fibers are a few 

limitations reinforced in a polymer composite, which could be the instability between the 

hydrophobic thermoplastic matrices and natural hydrophilic fibers. This may be a cause for 

the unfavorable properties of the composite. Hence, there is a requirement to improve the 

fiber interface by modifying the chemical composition of the surface between fiber and 

matrix.Many parameters can impact the performance of natural fiber impregnated 

composite. Hydrophilic behavior is not the only property that affects, but the proportion of 

additive added a significant effect. There is always a need for more excellent fiber content 

for acquiring better mechanical properties of the composite. This illustrates the importance 

of fiber amount added to the matrix. Several works have improved the mechanical properties 

by increasing the fiber loading [5]. This comparative study highlights the effect of different 

natural fibers with HDPE as a polymer matrix. It also makes us understand the physical and 

mechanical characteristics of different natural fiber reinforced HDPE composites in various 

aspects such as industrial, biomedical, structural, etc. 

Thus, the following study provides a basic understanding of the relationship between natural 

fiber and polymer matrix. Natural fiber has vast application due to its better properties and 

superior advantages over synthetic fiber in terms of lower cost, weight, and less fiber 

content. 

2. FEATURES OF NATURAL FIBER POLYMER COMPOSITE 

There is much variation in the mechanical properties of the reinforcement of different kinds 

of fibers reinforcement. Certain factors affect the properties: composition, structure, defects, 

and behavior with the base material. There are certain limitations as mixing natural fiber and 

polymer has certain ill behavior. It is due to the chemical structure of the matrix and 

reinforcement. This can be a significant cause of misleading the stress transfers. Hence, there 

is always a need for chemical treatment for the natural fiber to get an excellent interfacial 

property. While developing natural fiber polymer composites, there is a creation of a weak 

bond between the hydrophobic polymer and hydrophilic fiber. This hydrophilic property in 

the natural fiber is due to a functional group known as the hydroxyl group. This results in 

inferior mechanical properties. 
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2.1. Mechanical Properties of natural fiber polymer Composite 

There are many efficient methods for the natural fiber that can be performed to improve the 

mechanical properties. Once the foundation is made strong, the polymers can easily have 

high strength and improvement. Many things have impacted the performance level, such as 

the position of fiber [6]., fiber strength, physical properties of fibers, etc. Natural fiber 

Polymer composite is a type of composite with a mechanical efficiency that depends on the 

interface made by fiber and matrix. Due to this, the stress is transferred from fiber to matrix 

[7]. Different aspects of natural fibers such as position, moisture absorption, impurities, and 

volume fraction are several properties that play a role in finding mechanical properties. 

Natural fiber polymer composites show good mechanical properties compared to a pristine 

matrix where jute fibers are involved in polylactic acid (PLA). Till now, mostly, there has 

been a growth in composites where jute is reinforced and showed 121% improvement is 

found in comparison to pristine polyester [8]. Essabir et al. developed a composite with the 

inclusion of oil palm fiber and clay particles as reinforcement with HDPE. Clay as reinforced 

material reduces thermal interruption and with better mechanical properties. Oil palm fiber 

is hard. Several tests were performed to analyze the properties, The result observed was 

satisfying, with a hike of 11% in tensile strength. Elastic properties were also enhanced.[9]. 

Mazur et al. carried out the inclusion of NF with HDPE matrix to assess the effect on the 

composite. Wood flour, flax fiber, and wall nutshell flour was used with 40% wt.%. The 

performance was assessed with several tests, namely Differential Scanning Calorimetry 

(DSC), and roughness test. Growth in density and reduction in impact strength was 

improved. Significant flexural strength was found with 262% growth. Composites with NF 

showed a par level of tensile strength of 156% with basalt and 16% with flax fiber [10]. 

Savini and Orifice studied on the composite produced by HDPE mixed with micro talc. 

Thermogravimetric analysis, DSC was carried out to check the variability of the composite's 

nature. ANOVA was also performed for statistical analysis. The elastic property got 

enhanced. There was a little drop in tensile strength. Hence, talc showed a better composite 

improvement with increased ductility, toughness, and rigidity [11]. Li et al. developed a 

composite reinforced with sisal fiber with an HDPE matrix. Sisal fiber possesses high 

strength and durability, and its composite is also environmentally friendly. The interfacial 

shear strength of sisal fiber, including the HDPE matrix, was improved.[12]. Yao et al. 

developed a composite by reinforcing four rice straw components and wood fiber with an 

HDPE matrix.The result showed a larger storage modulus and a decrease in tensile and 

impact strength. Heat flow rate also showed variation. The recycled HDPE and its derivative 

had much better moduli with respect to virgin HDPE [13]. Mohanty and Nayak developed 

a composite of bamboo fiber reinforced HDPE. Tensile, flexural, SEM, and heat deflection 

temperature tests were carried out. The tensile strength was found to be 25.27MPa and 

flexural strength 27.86 MPa.[14]. Panthapulakkal and Sain prepared a composite with agro-

based residue as reinforcement material in the HDPE matrix. Tensile strength showed an 

improvement. The percentage improvement in strength and stiffness of wheat straw is 47% 

and 36%, respectively [15]. Table 1 depicts much improvement in tensile properties and 

flexural and impact strength of HDPE on being reinforced with different natural fibers. 
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                   Table 1. Natural fiber reinforcement-based HDPE composites 

Matrix Reinforcement 
Matrix 

Size 

Reinforcement 

Size 
Result Ref. 

HDPE Char 

Density = 

0.957 

g/cm3 

- 
32 % rise in 

tensile properties. 
[16] 

HDPE Oil Palm Fiber 
Grade 

HD-6705 
10 cm in length 

11% rise in tensile 

strength 
[9] 

HDPE Basalt Fiber 

94% 

Biobased 

Content 

40 wt. % 
 590% rise in 

young modulus 
[10] 

HDPE Micro Talc 

Density 

of 0.957 

g/cm3 

60 wt.% 
200 % rise tensile 

strength 
[11] 

HDPE Sisal Fiber 

Density 

of 0.96 

g/cm3 

100-300 µm 
Significant 

Increase in IFSS. 
[12] 

3. PROCESSING TECHNIQUES FOR THERMOPLASTIC MATERIALS 

The processing of natural fiber composites is affected by several variables, including the 

kind of fiber, the volume fraction of the fibers, and the temperature. The moistening effect 

between the fiber and matrix must be reduced before processing. Other factors affecting 

composite performance are length, aspect ratio, and chemical proportion. The temperature 

that must be maintained while processing should also be addressed. Temperatures beyond 

200°C should be avoided if the product is not to disintegrate prematurely. The most used 

methods are compression, injection, and extrusion molding [17-19]. 

3.1. Compression molding 

Since the 1990s, compression molding has been the most common method of processing 

thermoplastic materials. As time went on, demand for lightweight and high-performance 

materials grew steadily. In this method, materials are heated to a high temperature before 

being poured into a mound hole. Afterward, these are squeezed and warped by the mold's 

middle portion while the cavity is subjected to high pressure [17]. It should be subjected to 

significant pressure until the mold is released and the composite formed reaches a solid-

state. For the mechanism to perform well, the heating time, the pressure exerted, and the 

cooling period must all be regulated. Sheet molding, which is a kind of compression 

molding, is among the essential processing procedures for the production of polymer 

composites [18]. It is necessary to inject a fluid mass of a specific resin into the plastic film 

before it can be used to cut the fibers. Figure 1 illustrates a clear visualization of each 

component of the compression molding press. The charge or resin is placed in the mold as 

shown below, giving the final composite the required shape to be developed. 
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Figure 1. Major parts of a compression molding press [19]. 

3.2. Injection molding 

When mass manufacturing of polymer composites is required, this is one of the processing 

methods used. The process initiates with feeding the granules of polymers in the hopper. 

After that, the melting process is completed by a heating procedure done at high 

temperatures. The liquid components are then pumped into an empty cavity. In the mold, 

the molten shape solidifies and is extracted using a split die mold [20]. 

3.3. Extrusion molding 

Extrusion molding could be a widely used manufacturing industry procedure to produce or 

develop natural fiber composites. The reason behind its importance is the high stiffness and 

strength of the polymer composite. This process gets started by keeping the polymer material 

in the shape of pellets [21]. After which, they are given heat to get converted into a molten 

state. Hence it gets heated up, so it is made to cool down.  

Figure 2 exemplifies a brief description of the life cycle of natural fiber. Initially, the raw 

fiber gets processed into intermediate products like fiber mats, fleece, etc., then into the final 

product. The final product after usage, when it becomes of no use and is referred to as waste, 

gets decomposed into fiber crops after several chemical processes. Hence, fiber extraction 

is finally done. This process continues cyclically. 

 

Figure 2. Life cycle of natural fiber. 
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4. APPLICATIONS OF NATURAL FIBER REINFORCED POLYMER 

COMPOSITES 

Natural fiber composites have been reported to be primarily employed in the automotive, 

construction, aviation components, packaging, electrical parts, and biomedical sectors due 

to their eco-friendly nature, superior mechanical qualities, and lightweight nature, among 

other factors. Due to a few drawbacks, such as a lack of endurance in wet environments, 

such as piping and boats may eventually be replaced with glass fiber reinforced composite 

(GFRC) [22]. In 1941, Henry Ford was the first person to use flax and hemp fibers in the 

automobile industry [23]. In the construction area, natural fibers are employed to produce 

load-carrying elements such as beams, roofs, walls, and bridges. For safety purposes, jute 

fiber composites are used in indoor parts housing and outdoor housing [24]. 

5. CONCLUSION  

The most striking features of natural fiber are cost-effective and environment-friendly, 

making it a better option and replacing conventional fibers like glass and carbon as an 

additive in the polymer matrix. HDPE stands out to be a better matrix than other polymer 

matrices such as LDPE, Polypropylene and Polyester because of its high strength and 

hardness. HDPE could be utilized for pipes, biomedical implantation, packaging and 

sporting equipment etc. One of the major concerns encountered in today’s world is solid 

waste management. HDPE-based composite reinforced with natural fiber is most effective 

due to its eco-friendly behavior and is easily decomposable. Various natural fibers can be 

added for developing new and advanced composites, such as sisal, wheat, rice etc. There are 

many processing techniques available for the development of the composite, under which 

some are discussed as per the requirement. The above discussions in this review article had 

already shown that natural fibers reinforced with HDPE have greater tensile strength, 

modulus of elasticity, and bending strength. The strength of the HDPE-based composite is 

also much dependent on the fiber loading, which shows improvement up to a certain level 

on increasing the wt. %.  
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Abstract 
 

The safety issues of lithium ion batteries (LIBs) is a recent topic of research nowadays 

because of rapidly growing market of LIBs in electric vehicles. Present work consists of 

experimental findings covering the failure progression of LIB under mechanical abuse 

conditions of lateral and longitudinal. The compression tests were performed on commercial 

18650 battery. The load vs. displacement curve was recorded during deformation under 

lateral and longitudinal compression. The results are compared and governing failure mode 

was identified. It was found that battery samples are failed at 53 kN and at 5 kN under lateral 

and longitudinal compression respectively. This demonstrates the significance of types of 

loadings considered, to predict the failure behavior of LIB during mechanical abuse 

conditions. 

Keywords. Lithium Ion battery, Electric vehicle, Mechanical abuse, Battery Safety. 

1. INTRODUCTION 

Batteries are commonly used in devices such as laptops, trimmers, electric cars, drones, 

power banks etc. and its market is growing with its wider applications. With its increasing 

use, there is an increasing safety concerns associated to its use in electric transports 

(public/private). In the crash events of automobiles, the safety concerns of lithium ion 

batteries have become a frequently discussed topic. There are several aspects of safety of 

batteries that includes electrical, thermal and mechanical failure. Mechanical integrity of the 

batteries is the ability to withstand mechanical load. The impact of mechanical integrity on 

electric vehicle against electric short circuit is that the safety of LIB packs highly depends 

on their mechanical integrity. In the case of crash of electric vehicles due to lack of 

mechanical integrity the LIB packs are subjected to internal short circuit and fire. It is very 

important to understand the mechanical integrity of the batteries and consequently the 

electric vehicles against electric short circuit as a result of mechanical failure during vehicle 

crash. The events of catastrophic failure of batteries due to small intrusion in the battery 

pack during crash necessitate the requirements of increase research activities in the area of 

battery safety [1]. There are various chemical reactions, involving conversion of energies 
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apart from the energy involved during lithiation and de-lithiation process, that are 

responsible for considerable amount of heat released. In the case of high load or short circuits 

caused by manufacturing defects or abuse load, these reactions are triggered and may cause 

thermal runaway and even explosion. Xu et. al [2] have performed the study on separators 

of two types of materials i.e., Celgard 2400 having single layer and Celgard 2340 with three-

layered structures. It was found that there was decrease in the failure strain while there is 

increase in failure stress with the strain rate in the considered separator materials. Studies 

by Wang et al. [3], covering quasi-static mechanical loading on cylindrical LIB, revealed 

the essential mechanical behavior and properties of the jellyroll. The study by Wang et al 

shows the suitability of considering clay-like properties for jellyroll adopting plastic flow 

rule with homogenized mechanical properties. Studies by Sahraeia et al. [4] shows an 

accurate model representing a single LIB to simulate the mechanical failure of LIB subjected 

to mechanical abuse conditions. Extensive experiments have been conducted on 18650 

lithium ion battery to explore the failure behavior of LIB due to indentation with a 

hemispherical punch, indentation (lateral) by a cylindrical rod, three-point bending and 

compression between flat plates. Wierzbicki et al [5] preformed combined experimental and 

analytical approach to identify the averaged mechanical properties of LIB. It was revealed 

in the study that jellyroll is the source of the major mechanical resistance offered from the 

LIB. Further, the analytical studies showed that the end-caps and shell casing had little 

contribution to the overall crash resistance of the LIB. Goret al. [6] have tested the 

mechanical stability of inactive components viz. binder and separator due to their important 

role in the life cycle of LIBs. They investigated the effects of solvents in the electrolyte. It 

was observed by them, that there is a significant influence of solvents on the mechanical 

properties of battery separator made of polypropylene due to its chemical compatibility. The 

effect was studied by measuring the thickness and elastic modulus of separator samples 

immersed in different solvent environments. It was noticed that certain electrolyte solvents 

like ethyl- acetate, dimethyl-carbonate and diethyl -carbonate, cause separators softening. 

Zhu et al. [7] carried out several indentation tests on LIB with different capacities to identify 

the effect of internal short circuit (ISC). The failure response batteries were investigated, 

wherein the batteries of different state of charges (SOC) and capacities showed different 

behaviors. Wang et al. [8], performed the safety assessment studies using a numerical 

approach considering second-order oscillation. The simulation results showed an error of 

approximately 8.8% and 4.0% for the force-displacement and failure displacement 

respectively using safety performance model and Crushable-Foam model. Ma et al. [9] have 

used computed tomography, mechanics analysis and simulation techniques to characterize 

the evolution of the battery’s internal components during nail penetration tests using multi-

methods concepts. Liao et al. [10] reviewed the various work done int the field of battery 

abuse. They performed a comparative study to understand the sensitivity of various methods 

to monitor and detect the battery abuse. Authors [9] have discussed possible future research 

directions towards enhancing the safe functionality of LIBs. The failure of LIBs, as stated 

earlier, is governed by thermal, electrical, mechanical or cascading effect due to one of these 

reasons. In this regard, thermal abuse conditions due to inappropriate thermal behavior of 

LIB are also a widely researched area.  Ahmad et al [11], discussed efficient cooling by 

comparing the effectiveness of “both-tab” and “radial cooling” cooling approach to prevent 

the possibility of thermal runaway. These results show, the significance of cooling strategy 
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that should be adopted for different battery chemistries. Failure of a single LIB may lead to 

failure of a whole battery pack that may subsequently results into the failure of the electric 

vehicle using it. Such failures of batteries with different battery chemistries [12, 13] are a 

cause of concern to occupant safety and environment both.  

It is to be noted here, that most of the work discussed the different abuse conditions for 

different battery chemistries. In the present work, comparison of failure progression of LIB, 

having lithium-cobalt oxide (ICR 18650) cathode, is done considering, lateral and 

longitudinal compression. The distinct failure behavior of considered LIB at various failure 

stages depicts the changing rate of failure progression.  

2. MATERIAL AND METHOD  

Commercially available 18650 lithium ion battery (3.2 V/2200 mAh, 65 mm* 18 mm* 18 

mm) with lithium-cobalt oxide chemistry are used in this study as they are widely used in 

laptops, drones etc. The considered batteries at 2.5 V with states of charge (SOC) 0%. The 

SOC of the battery is 0% to avoid severe thermal runaway or fire at the start of internal short 

circuit during deformation. The present work does not include the temperature and voltage 

measurements as this work only deal with the mechanical behavior of batteries not the 

thermal and electrical aspect or short circuit behavior of batteries. A Universal Test Machine 

(MTS 100 T) is used to perform the compression test as per the loading direction shown in 

figure 1. The cylindrical battery was compressed between two flat plates in lateral and 

longitudinal directions at a quasi-static rate of 5 mm/min. The applied load and plate 

displacement were measured during the experiments. The test was repeated at least three 

times to ensure the accuracy of the measured data.  

 

         

Figure 1. Experimental setup for (a) lateral compression, and (b) longitudinal compression 

of 18650 lithium-ion batteries. 
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3. RESULTS AND DISCUSSION 

The, loading at specified rate of feed is provided once the initial contact of the crosshead 

with the considered LIB as shown in figure 1. (a) and (b). The measured load-displacement 

curve corresponding to the loadings are shown in figure 2. 

 

Figure 2. Load vs. displacement behavior and stages of failure progression of LIB (ICR 

18650) under (a) lateral compression, and (b) longitudinal compression. 

During lateral compression, the load increases at small rate for Stage I showing compression 

of the casing of cell. The load vs. displacement curve seems to be linear in Stage I but it is 

not linear.  The load then displays a platform stage called as Stage II that signifies the onset 

of jellyroll compression after casing compression is complete. Stage II is followed by the 

Stage III depicting compaction stage wherein jellyroll is compressed (space between the 

layers of jellyroll is reduced during this stage), and finally a load drop is seen in Stage IV 

illustrating complete rupture (figure 2a). The peak load is approximately 53.04 kN, and the 

corresponding displacement is 7 mm. 

For longitudinal compression, figure 2b highlights the slow rate of increases in load during 

Stage I until the peak force is reached showing compression of end-cap and space between 

end-cap and jellyroll. The force then fluctuates around 440 N because of the buckling of 

cylindrical casing in Stage II and finally increases with the formation of multiple 

compression rings in the casing during Stage III due to repetitive buckling of casing and 

compression resistance offered by jellyroll. Buckle rings form mainly in Stage II, and Stage 

III as shown in the figure 2 b. Buckle rings forms mainly in Stage II and Stage III because 

in Stage I the end cap and space between end cap and jellyroll is compressed, after that the 

compression of shell casing starts which results in buckling of shell and formation of 
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multiple rings. The peak load in this case is approximately 5 kN, and the corresponding 

displacement of cross head is 3.9 mm. 

4.      CONCLUSION 

Compression tests were performed on 18650 (IFR) LIB. The LIBs were tested with 0% state 

of charge. Lateral and longitudinal compression tests were carried out to quantitatively 

analyze the failure of LIB by measuring the maximum load bearing capability of considered 

LIB.  

• It was found that battery samples failed at 53 kN and at 5 kN under lateral and 

longitudinal compression respectively. The corresponding displacement at the 

instant of failure is 7 mm in case of lateral compression and 3.9 mm in case of 

longitudinal compression. 

• The results of the tests describe the different stages of the failure depicting the onset 

of failure and complete failure. The different stages of failure in lateral compression 

are compression of casing, jellyroll compression, compaction and rupture or load 

drop. Similarly, the stages of failure in longitudinal compression are compression 

of casing with caps (considering space between end cap and jellyroll), buckling of 

casing and ring formation and compression in jellyroll along with casing. The 

formation of ring in longitudinal compression test revealed the criticality of such 

loading configuration in comparison to the lateral loading.  

• It was concluded that the local failure of cell in the test can be detected by local 

peak in the force-displacement curve. 
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Abstract 

Nowadays, peoples in the world concentrate on energy, the environment. Presently 

developing countries are rising concerned about deforestation and finding alternatives to 

non-renewable energy sources. In recent times developing countries utilize a large 

percentage of solar energy as a power requirement. Solar cooking contributes to energy 

saving in the world, control of indoor pollution in homes, cost-saving, and preserving non-

renewable energy sources for the future, and also maintaining the earth's global temperature. 

Solar Energy is the most promising and suitable option to meet energy demands in the 

cooking sector. But its widely used is remains limited. Most works in solar cookers are 

studied for research purposes only. In this paper, an effort has been made on various types 

of solar cookers Design, materials, and present conditions. Eventually, different appropriate 

technology is explained for future analysis in solar cooking, and Various performance 

parameters, like FOM, and the power of the cooker are also considered.  

Keywords. Solar cooker, Figure of Merits(FOM), Manual solar cooker, cooking power, etc. 

1. INTRODUCTION 

Sunlight an immense origin of heat and generates vitality at the rate of 3.8 × 1023 kWh in 

the form of radiant Energy with the help of a nuclear fusion reaction [1]. Solar energy 

application is immemorial from the origin of human beings on earth. The life of people relies 

on energy production and its utilization that affects the supply and demand of society. A 

large amount of Energy depends upon non-renewable sources like fossil fuels, firewood, 

animal dung, agriculture waste, etc. while the Energy comes in urban places by petroleum 

and LPG. In the twenty-first century, 82% of world energy comes from the burning of fossils 

fuels, which results in increased greenhouse gases, global warming, release pollution, and 

decreases the ozone layer in the environment and more chances of environmental risk 

therefore to protect the environment it is essential to a renewable source of Energy [2]. The 

world health organization (WHO) predicts that 4 million people prematurely die due to 

minute particle pollution that is effect in cooking along the burning of conventional fuels in 

homes [3]. Solar Energy is the most suitable option for thermal application and is also 

present in the most abundant quantities among all renewable energy sources [4]. Cooking is 

essential for the human being and also the life human will depend upon on cooking. 

However, with increment in population and depletion of resources, food will be scarce in 

the future [5]. The solar cooker has significant potential to overcome the exhaustion of 
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conventional fuels in cooking. However, to increase curiosity in solar cookers, therefore 

required to develop a different type of solar cooker, specific customer needs, satisfaction, 

economics, and climate condition [6]. Solar cooking is a trouble-free and peculiar method 

to cook food and sunlight is drop down on the earth. This technique is very constructive in 

a developing country where the people will depend upon the availability of solar radiation 

in these regions, where most common peoples people used resources for cooking [7]. 

Pasteurization and sterilization processes take place in solar cookers. Therefore, researchers 

are regularly modified solar cookers to increase their performance [8]. In India, only 36% 

of energy is utilized in solar cooking. solar cooking is the most convenient option due to its 

economical and extensible [9]. Almost heavily populated countries are blessed in the world 

with a sufficient amount of solar radiation with a daily mean value between 5 to 7 kWh/m2 

and 274 bright days in the year [10]. Conventional fuels increase carbon dioxide by 1.07% 

in the short period and 1.9% in the long period respectively [11]. In the contemporary 

scenario, the average annual energy used is increased by 1% in advanced countries, 5% 

increases in developing countries, and becomes an economic development of their nation. 

[12,13]. The purpose is to provide information and strengthen the current accomplishment 

of solar cookers and their future potential.  

2. WORKING PRINCIPLE 

Solar power cooker changes solar radiation towards thermal Energy. This thermal Energy is 

utilized to prepare food, which is kept inside the cooking utensil. [14]. This trapped heat is 

present inside the container used to assist in heating and converting it into healthily cooking 

food. There are three modes of heat transfer in which solar cooker works are concentration, 

absorption, and retention [15]. The simple flat solar cooker is the cheapest and a temperature 

100-150°C (300 F). The sun’s radiant energy incident on the glass cover and reached at 

bottom base. The inside air gets heated due to the contact of the bottom plate, heats, and 

transfers its thermal energy to the food present inside the pots.  

The bottom plate of the solar cooker should be made of black material in order to transfer 

maximum heat to the utensils (pots). To minimize heat, condition a single transparent 

window must be replaced with a double transparent window. Reflective glass is used to 

maximize the incoming solar radiation which can be varied from 0° to 120°. Also, the box 

must be made like airtight via possible, by decrease the hot airflow from inside to outside. 

[14]. 

3. CLASSIFICATION 

In the current situation of renewable Energy, scientists and researchers working on the 

efficient design of solar cookers. The classification of solar cookers is a difficult task. 

Therefore, solar cookers are reclassified into two main categories one is an automatic type 

of solar cooker and the other is a manual solar cooker which is evidenced in diagram. 

Generally, box-type cooker and concentrating cooker is mostly used in cooking applications 

all around the world. [16]. 
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Figure 1. Classification of solar cookers [16]  

4. TESTING AND PERFORMANCE 

Solar cooking is an inspiring technology showing signs of future success and uninterrupted 

application of solar Energy. The availability of solar Energy and its sustainability in the 

environment become the most suitable option for energy supply non-renewable energy 

sources. Therefore, most people are interested in increasing the performance of the solar 

cooker [17]. Existing International testing standards are applied to estimate the performance 

of a solar cooker. There are three types of international standards used for testing solar 

cookers. These are (i) American Society of Agricultural Engineers Standard (ASAE, 2003), 

(ii) Bureau of Indian Standards Testing Method (BIS 2000), and (iii) European Committee 

on Solar Cooking Research Testing Standard and others (ECSCR, 1994) [18]. The Figures 

of merits, Standardized cooking power, and cooking efficiency terms were used to predict 

the performance of the solar cooker [19]. The figure of merit F1 is described as the ratio of 

optical efficiency to the heat loss factor by absorber plate and the measure of the differential 

temperature gained by the absorber plate at a particular level of solar insolation. F2 is more 

or less independent of climatic conditions and indicates heat transfer from the absorber plate 

to the water in the containers placed [20]. The first figure of merit, F1, is calculated with the 

help of a stagnation test under the no-load condition. The second figure of merit, F2 is 

calculated under full load conditions when water is taken in pots, and reflector is not 

considered in this test [21]. F1 is based on stagnation-load at without load which is 

empirically shown as        F1  =
ηo

uL
=

(TP−T∞)

IS
                      (1) 

 (F2) is based on complete load and is mathematically expressed as: F2 =

 
F1(mc)W

A(t2−t1)
 ln [

1−((TW1−T∞)/F1Ia

1−((TW2−T∞))/F1Ia
]            (2) 

The higher value of the figure of merits (F1 and F2) is used in healthy cooking. The 

temperature range of TW2 between 90 to 95ºC and TW1 should be taken between ambient and 

boiling temperatures. From experimental data, it concluded that the water quantity depends 

on the F2 test in solar cookers. Hence performance tests depend on the amount of water to 

be taken. The lower limits of F1 and F2 are preferred in order to satisfactory accomplishment 
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of solar cooker. The eligibility criterion for qualified ISI mark in solar cooker the value of 

F1 should not than 0.12 and F2 should greater than 0.40[22].  

Standardized cooking power- Express in terms of following equations.  

𝑃 =  
𝑇𝑊1−𝑇𝑊2

𝑡
 𝑚𝑐𝑤      (3) 

Where,  T∞ is ambient temperature (K), Tp is plate temperature (K), Is is solar insolation, 

(W/m2), Tw1 is beginning temperature of water (°C), Tw2 is finishing temperature of water 

(°C), P is standardized cooking time to 700, (W/m2), mcw is quantity of water multiplied 

by specific heat (J °C−1), UL is heat loss factor, 𝜂𝑜is efficiency of solar cooker, Ia is average 

solar radiation (W/ m2).  

5. STUDIES AND ADVANCEMENT IN SOLAR COOKING SYSTEM DESIGN 

FEATURES OVER RECENT TIMES 

In the modern world, many researchers are focused on creating new designs, geometry, and 

material to increase the cooking power, and efficiency of solar cookers. Mullick conceived 

and built a box-style solar oven in 1987, the outer body is made from teakwood, the inner 

body from aluminum sheet, and the cooking pot is aluminum. Carried the thermal test on 

solar cooker under different climate conditions and various food and formed the figure of 

merit (F1 and F2) [36]. 

Hot-box solar cooker developed for late evening purpose. The material used is a galvanized, 

aluminum sheet for the outer and inner body, having double walled. A 5kg used engine oil 

is filled between the inner body and sealed for storage purposes. The maximum stagnation 

temperature is found to be the same as without storage during the day, the temperature in 

the storage cooker is raised by 23°C from 1700 to 2400 h, and the efficiency is reported to 

be 27.5 percent. [10]. Mahavar et al created a small-scale solar rice cooker in 2012 from 

transparent acrylic (PMMA) thickness of 2.75 mm with an air gap of 13 mm. solar cookers 

made from opaque material have the disadvantage of the maximum area of the container 

covered with shadow this leads to increases thermal stress and non-uniform heating. In this 

work, the radiation enters from the top and horizontal sides of the solar cooker. therefore, 

increasing the thermal performance of the cooker. The maximum temperature reaches 144°C 

and cooking 103.5 W. Acrylic and polycarbonate materials have been shown to be 

appropriate for glazing materials. [23]. Kumar used geometry and Design and build a solar 

oven with a truncated pyramid shape. the main purpose of this solar cooker was it acts as a 

dryer for domestic uses, the principle behind was to increase the absorber tray temperature 

due to its geometry Sunlight falls and is reflected with high intensity in order to maintain a 

higher temperature. Maximum temperatures of 140 °C and 98.6 °C were attained in the no-

load and full-load water conditions, respectively. [26]. Namrata et. al fabricated a masonry 

and cement plaster solar cooker having a cylindrical shape in 2011. Comparative thermal 

performance results show that a building-material-housing solar cooker (BHMC) is slightly 

better than a commercially solar cooker (CSC) [29]. Verma manisha et. al developed a solar 

cooker made of hardboard for the nuclear family in 2011 and tested on a hot climate for 

various food. Concluded that it was suitable for the nuclear family due to low cost, less 

weight as also compared to other good cooking capacities [30]. In 2018 The box-type solar 

oven, developed and produced by Yettou, is made out of a wooden box. for the hot box, as 

well as a mirror, aluminium is used for making absorber plate painted black with inclined 
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area has many benefits When compared to traditional box cookers, expanding the horizontal 

width improves the amount of sunlight falling on the solar cooker and minimises the level 

of shadow falling on the absorber. Trials were performed with 2 kg of water in the cookers 

from 08:00 to 15:00 solar time. Temperature gain in the box-type solar cooker was around 

69.8° C during the testing. [24]. In 2018, Ademe introduced a box-style solar cooker with a 

glazed wiper function. The outer wall is made of a single-walled cardboard box of 50mm. 

A 1.5 mm thickness iron sheet using for making the inner box. The gap between the outer 

and inner box is filled with compressed sawdust (insulator) 50 mm thick. Three-reflector is 

used in this mechanism, the inner one is composed of a 1.5 mm thick iron sheet. The tilted 

intercept is controlled from the horizontal plane. The foam strip is attached with the exterior 

glazing and thin threads to the back and front side wooden sticks. The ASA International 

Test Procedure and the Bureau of Indian Standards were used to evaluate thermal 

performance.  Without a wiper mechanism, F1 = 0.123 Km2/W, F2 = 0.540, the standard 

cooking power 36 W, and the total efficiency is 22%. With wiper mechanism, F1 = 0.123, 

F2 = 0.827, standard cooking power 51 W, and a total efficiency of 31.4%. [28]. Mohamad 

Zeeshan Siddiqui developed a unique design a solar oven that combines the functions of 

cooker and dryer in a single unit, and conducted an outdoor experiment for evaluating 

performance. A separate section was made for the cooker and dryer and connected with a 

small opening provided for air passage to transfer lower portion higher temperature to upper 

portion higher temperature, which behaves as with a dryer, the air is moved across the box 

by buoyancy-driven free convection flow. The temperature values of the solar cooker 

segment were (80 °C – 135 °C) and the dryer segment was (35 °C – 65 °C) under the same 

environmental conditions. The F1 and F2 were found to be 0.11, 0.303. Utilization factor, 

COP, and drying performance were calculated to be 34%, 66%, and 14%. [27] Saxena 

modified the solar cooker and introduced a hybrid design in 2018. To enhance the overall 

movement of warm air within the cooker, a trapezoidal shape duct is placed Inside the duct 

is a cooker and a halogen light bulb. Also, spherical balls were kept inside the box. The 

author found that with these designs the overall efficiency increases from 38.10% to 45.11 

[31]. Some researchers also concentrated on improving the Design of solar cooker 

vessels/pots/utensils and considered very crucial parts of solar cookers and their effects on 

these parts analyzed [32-35]. Hermelinda presented newly designed pots and applied them 

to the different numbers of pots to test their thermal performances and found that 35%, 16%, 

and 12% for first, second, and third cooking pots designs, respectively [36]. In 2019 

Samdarshi used a technique to maximize the cooking performance of solar cookers by 

improving the Design of cooking utensils/pots. In this pot which is made up of stainless 

steel, the top middle surface of the box is replaced with the glass using an appropriate high-

temperature sealant. The heating performance of the box cooker increases due to capture 

from the top of cooking pots as well as sides of cooking pots [37]. 

Concentrate type of solar cooker used due to its faster cooking ability and the high-

temperature range than simple box cooker. It is based on the three-dimensional parabola 

principle when directed into the sun and reflected onto the focus.  

Badran used reflective aluminum thin foil in a dish satellite for making a portable parabolic 

solar cooker. Cooking and heating were two fundamental considerations for the analyzed 

solar cooker. In the cooking method, the pot placed inside the glass box and uncovered pots 

were analyzed deeply, whereas, in the heating method, the heat transfer of heat energy with 

the help of a collector [44] Regattieri builds a parabolic-type solar cooker out of a cardboard 
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box that was previously applied for mankind’s relief material and logistic support to the 

public who need help. The main aim is to utilize the waste cardboard, and performances are 

measured through the elephant test and disc solar cooker test. The various shapes are tested, 

and the best result is obtained from parabolic geometry, and efficiency was about 14–18%, 

like of raw fire [49]. Masum Ahmed used stainless, thin aluminum baffles and mayer tape. 

For making concentrating solar cooker. Heat conduction takes place in the aluminum vessel 

cast black is more prominent. This material is easily available and provides good results in 

cooking food and the efficiency of solar cookers. After conducting the experimental test on 

parabolic solar cookers with Mylar tape and results showed that reflective materials better 

as compared to others [56]. 

Contribution of some legendary researchers in Concentrating-type cookers. 
Work Highlighted Feature 

El-Kassaby 

1991 

Developed solar cooker which employs for cooking and distillation of 

water. the shape of the cooker is a parabolic square dish type. If the bottom 

portion of the pot of the solar cooker is maintained black then efficiency 

is increased by 30%.[25] 

Patel and Philip 

(2000) 

Consider three types of concentrated solar cookers and conclude that the 

Fresnel reflector cooker is better than the parabolic type [38] 

Oztürk  

(2004) 

Performances of solar cookers were found, 2.8–15.7% and 0.4–1.25% in 

terms of energy and exergy[39] 

Pohekar and 

Ramachandran 

2006 

The author described that liquefied petroleum gas (LPG) performance is 

fast as compared to other cooking devices [40]. 

Kaushik and 

Gupta (2008) 

Predicted the enhancement of different geometry with Exergy analysis. 

[41]. 

Sosa-Montemayor 

(2009) 

A coffee device was developed using a small circular TV dish [42]. 

Al-Soud et al. 

(2010) 

A biaxial sun tracking system and programmable logic controller were 

used [43] 

Badran et al. 

(2010) 

Designed and developed truncated cone-shaped receiver at the focal point 

made from copper [44]. 

Purohit and 

Purohit 

2011 

Instruments error around 1-5.5% on solar cookers thermal performance 

[45]. 

Prasanna and 

Umanand 2011 

A new technique is used for circulating the fluid in a kitchen in the form 

of solar Energy [46]. 

Huang et al.,  

2013 

  

The various optical error was found under the typical condition to 

maximize the solar power energy to net head efficiency. The results of the 

experiments revealed that a concentrate-type solar cooker with a spherical 

receiver had the highest solar energy efficiency [47]. 

Suple  

And  

Thombre, 2013 

A tracking system is used for a concentrated type cooker using the circular 

disc for indoor cooking [48]. 

Regattieri 

2015  

 

Modified portable solar cooker using waste cardboard packing the 

function of this cooker is heating, cooking food, and filtration of raw water 

and rivers [49]. 

Krishnan 

2015 

Developed disc type solar cooker and found that faster ability to cook food 

at a specified time with the help of solar radiation [50]. 
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(Akoy and 

Ahmed, 2015). 

Different solar cookers were fabricated and their performance was 

examined. The highest temperature was achieved at 86.5 °C for a 

concentrated solar cooker, 52.36 °C for a simple box cooker, and 43.5 °C 

for a panel cooker.[51]. 

Wimmer et al. 

(2017) 

Consider different types of the solar cooker and research on public views 

on why solar cooker is not used in Austria and Thailand [52]. 

Indora and 

Kandpal 2018 

Provides institutional parabolic solar cookers for cooking food also 

concentrated on features of the economy [53]. 

Sagade et al. 

2018 

Obtained technique for calculating Rating in various box cooker and 

concentrating type solar cooker using experimental data [54]. 

Jayaleka 

 2020 

Working on Spiral Concentrating solar cooker and calculated Optical 

efficiency and instantaneous efficiency. the overall efficiency found to be 

73.5% [55]. 

Masum Ahmed 

2020 

The important objective of this type of cooker is to use various reflective 

materials to concentrate the solar radiation into thermal Energy [56]. 

These are the calculated results of the researcher on various materials in which tests are 

conducted in a solar cooker to increase the performance of solar cooker in the world to 

provide an alternate solution for conventional fuel in the world. These values depend on 

cooking power, figures of merits, efficiency, temperature, etc. 

6. CONCLUSION 

Solar cookers' present circumstances are focused on increasing their thermal performance 

and efficiency. Another parameter is also kept in mind regarding safety issues in solar 

cooking and awareness among the public on how to use the solar cooker and how it is very 

beneficial for public health and eco-friendly nature. The conventional fuel costs also 

increase day by day therefore alternate options for cooking. To develop solar cookers for 

practical purposes, stimulate studies, an experimental approach is needed to find out the 

most appropriate with different geometries, different materials to improve performance with 

aesthetic looking and economic costs, and socially acceptable geometry and Design. 

Reflector can be increase to maximise solar cooker performances and Double glass also used 

to reduce convection losses. Further studies are also needed regarding the portable 

transparent solar cooker with time constraints, and it is excellent for when you are working 

outside from home, and you do not want to waste time in the kitchen. 
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Abstract 
 

Nowadays, emphasizing health and safety in the process industry, building a proper model 

for predicting occupational safety and health hazards is essential. In general, accidents in the 

steel industry are often overlooked because of their sheer numbers compared to other more 

accident-prone sectors such as Oil and Gas. However, recent studies have shown that the 

number of casualties in steel industries is increasing, and this issue needs to be taken care of 

urgently. Some of the factors that lead to occupational hazards in the steel industry are 

unfavorable working setup, machine conditions, lagging Standard Operating procedures 

(SOP), and physical, chemical and radiation issues leading to poor health and safety 

conditions for workers and various property damage. Given the data set retrieved from an 

integrated steel plant via Incident Data Reporting System (IDRS), multiple parameters can 

be obtained, which can help us identify whether a casualty will occur. Various ML 

algorithms can be applied to detect the probability of a loss arising from this data. Each of 

the ML algorithms has its advantages and disadvantages. Given the complexity of the 

dataset, Bayesian Belief Network proves to be the ideal fit in terms of accuracy. 

Keywords - Process Safety, Steel Industry, Bayesian Belief Network 

1. INTRODUCTION 

India's steel industry, primarily iron and steel, is the country's largest ferrous metal sector 

and a key economic component. India is ranked second among all countries in terms of crude 

steel production. Steel consumption per capita has become an indicator of a country's 

economic growth as a result of the Indian economy's globalization and the expansion of 

industries that use steel as raw material, such as the automobile industry, railways, and 

defence. Steel usage is also rising in the country. The availability of domestic raw resources 

and low labor wages, compared to the rest of the globe, are the key advantages for Indian 

steel companies. Steelmaking has always been a risky, and accidents are unavoidable. 

However, due to enhanced safety system implementation, the world has changed once more. 

Steel manufacturing is complicated, which means workers are exposed to a variety of 

hazards, including extreme heat, high pressure, radiation, heights, heavy machinery, and 
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hazardous pollutants, all of which put them at risk of accidents. In the process sector, it is 

critical to developing a system for recognizing occupational dangers. 

 It has also been seen that steel industry workers take long-term sick leave more often than 

in other industries, which more or less can be explained because of constant exposure to hot, 

humid, noisy, gaseous, and dusty environments, which negatively impacts the production in 

the steel industry thus affecting various interrelated output in sectors such as railways, 

housing construction, shipbuilding, etc. [1], [2]. 

In a recent study, it has been found that the total number of industrial accidents (major 

/minor) has risen to 30 crores per year, with more than 3 lakh reported deaths [3]. 

 It must also be noted that advancements in technology and automation have resulted in 

different types of accidents; thus, a proper prediction of hazards taking all critical parameters 

must be built on an urgent basis. 

To identify the parameters necessary for building our model on “Prediction of occupational 

hazards in steel industry using Bayesian Belief Network,” thorough research has been done. 

The Quality Management System Standard ISO 9001 has been used by the Steel Industry 

for many years, along with ISO 14001:2015 for Environmental Management and ISO 

45001:2018 for Health and Safety Management. The Bureau of Indian Standards (BIS) has 

helped our cause identify the parameters necessary for safe operation in an everyday process 

industry [4].  

A knowledge graph is then used to identify, separate, and establish a rough relationship 

between the key factors responsible for occupational accidents in the steel industry [5], [6]. 

The knowledge model needs to be known first to understand a knowledge graph. A 

knowledge model is a collection of interdependent descriptions of concepts, relationships, 

events, etc., that allows both people and machines to process efficiently—the reports 

contributing to each other form an extensive network, from which meaningful output can be 

obtained. 

Now, to understand the interrelation between different factors and to predict the possible 

outcomes of the accident, “Bayesian Belief Network” is used, which is a graphical method 

used to predict uncertain events using the conditional probability theorem (CPT) [7]. 

Bayesian Belief Networks are used when the real-world applications are probabilistic and 

there is a probabilistic connection between various events/nodes. It is mainly used for 

anomaly detection, diagnostics, classification, and prediction under uncertainty. It is also 

commonly known as the Bayes network, belief network, decision network, and Bayesian 

model. A Directed Acyclic Graph (DAG) is used, which helps establish relationships 

between various factors through a network of nodes and ultimately leads to determining the 

Joint Probability of each node through the conditional probability theorem (CPT). The 

probabilistic dependence/independence between each variable is observed through a 

network of arcs. It is also noted that each node is conditionally independent of its non-

descendants, given its immediate parents. 

 The Tree Augmented Naive Bayes algorithm (TAN algo) is used for structure learning of 

the model leading to the identification of various measures required for process safety in 

steel plants. In other words, it is used for finding the approximation of the dependencies 

between multiple factors.  
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CART (classification and regression trees) and CHAID (chi-square automated interaction 

detection) are two decision trees used to make predictions in data mining. These predictions 

may reveal traits of people who are vulnerable to workplace accidents. The CART and 

CHAID algorithms can forecast the outcome of workplace accidents in a steel plant. 

Furthermore, safety authorities can reduce the rate of accidents by using predictions for 

detecting vulnerable workers in steel plants. However, there are some limitations to these 

techniques for predicting accidents in steel plants as it has often been reported that the system 

becomes unstable when the structure gets complicated, and therefore it is recommended that 

the use of Bayesian networks to predict the outcome of injuries is done in steel industries as 

it is better suited to capture the complexity.[8].  

Other methods such as BN Augmented Naïve Bayes (BANs) and General BNs (GB) can 

also be used. Still, through various researchers it is found that TAN algo is comparably faster 

than the above-mentioned unrestricted BN methods [9], [10]. Finally, the model has been 

validated through Sensitivity analysis. 

2. METHODOLOGY 

First, various parameters responsible for accidents in the steel industry have been identified 

and segregated through the help of a knowledge graph. Figure 1. shows us all the essential 

parameters taken for our model. Then based on our critical parameters, all the datasets were 

retrieved through an integrated steel plant via Incident Data Reporting System (IDRS) [11]. 

Data wrangling has been done to obtain our desired output from the vast dataset.  

 

 

 

Figure 1. Critical elements to determine hazards in steel industry 

Then through the application of TAN algo, an approximation of dependencies between 

various factors has been determined. This method is used in different fields, like medicine 

[12], reliability [13], and lifecycle engineering [14]. 
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Finally, Directed Acyclic Graph (DAG) has been obtained as shown in Figure 2. before 

applying the conditional probability theorem (CPT) responsible for finding the Joint 

probability of each factor/node.  

As shown in Figure 2. various probabilistic inter-dependencies have been generated between 

the factors through a chain of arcs.  

 

                                              Figure 2. Structure of Bayesian Belief Network 

 Real possibilities of each node based on the number of parent nodes is to be determined: 

• Primary cause has only one possibility because of the absence of any parent 

node. 

• Gender has two possibilities because of 1 parent (Primary cause). 

• Injury type has two parent nodes (Primary cause, Accident outcome) and a 

child node (employee type). So, it has four real possibilities. 

• Accident outcome having two parents (Primary cause, Month) and one child 

(Injury type) has four possibilities. 

• Incident type having only one parent (Primary cause) has two possibilities. 

• Division having two parents (Primary cause, Month) has four possibilities. 

• Month having one parent (Primary cause) and three children (Day, Accident 

outcome, Division) has two possibilities. 

• Day having two parents (Primary cause, Month) has four possibilities. 

• Employee type having two parents (Primary cause, Injury type) has four 

possibilities. 

So, there are 27 total conditional possibilities in our model. 

Now, using the conditional probability theorem (CPT), the Joint probability of each node is 

to be found. 
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To find the joint probability of each node, the formula for conditional probability theorem 

(CPT). Equation 1 has been used [4]. 

                      P (Xi|Xi-1, ........., X1) = P (Xi |Parents (Xi))                   -      Equation 1. 

Finally, validate our model through sensitivity analysis. 

3. RESULT AND DISCUSSION 

To understand the effect of different factors on accident outcomes, Bayesian Belief Network 

model (BBN) has been used; for modelling of BBN software package, Netica is used, which 

is based on the Tree Augmented Naïve Bayes Algorithm (TAN algo).  

 

Figure 3. Bayesian Belief Network 

Using a tree structure, TAN algo approximates the dependencies between different factors 

(variables). Based on the experimental analysis of (Jie Cheng Russell Greiner) it has been 

found that TAN algo is a few times faster than other unrestricted BN-learning methods like 

BN augmented Naïve Bayes (BANs) and general BNs (GB). Tree Augmented Naive Bayes 

(TAN) is more suitable for BN than Naive Bayes and selective Naive Bayes [9]. Figure 3. 

shows the belief network for all the nodes of the Bayesian Network and the probability 

percentage of each state of each variable. Further, the use of probability percentage of states 

for sensitivity analysis to analyze how other factors affect accident outcomes has been done. 

3.1.  Sensitivity analysis  

A. Primary Cause 
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Table 1. Sensitivity analysis of primary cause. 

 

As shown in Table 1. The initial probability percentage of Injury narrowly escaped and 

damage (property damage) is 24.2, 41.8, and 34, respectively. As a result, the injury cases 

are highest for state Vehicles, and Mobile Equipment’s probability percentage is 38.9. The 

instances of narrowly escaped are highest for Suspended state loads, and its probability 

percentage is 65.7. The property damage cases are significantly low for state Suspended 

loads and highest for state Manual tools. 

B. Employee Type  

Table 2. Sensitivity analysis of employee type 

 

Table 2. shows an analysis of employee type and explains how it directly affects accident 

outcomes. The case of narrowly escaping is the least sensitive, with the highest variation of 

9.2% from the initial probability percentage for the state of Third-party employees. Here, 

injury and property damage cases significantly differ from the initial probability. 

C. Month  

Table 3. Sensitivity analysis of month 
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As depicted in Table 3., the initial probability percentage of injury narrowly escaped and 

damaged the (property damage) is 24. It’s 41.8 and 34, respectively. As a result, the harm 

cases are highest in September, and its probability percentage is 51.8. The instances of 

narrowly escaped are highest for March. Its probability percentage is 43.8. Here on, 

September is significantly sensitive for Property damage; There is a variation of 30.9% from 

the initial probability rate/percent. 

4. CONCLUSION 

The above analysis helps us understand the nature of accidental hazards in the steel industry 

and how accident outcomes depend on different factors (variables). This analysis will help 

us understand the situation that can lead to accidents and focus on sensitive parameters to 

prevent accidents. The above result shows that the factors like primary cause, month, and 

employee type have a powerful influence on accident outcomes; the rest of the elements 

were less sensitive to accident outcomes, so their analysis is not discussed. This model can 

be used for safety enhancement in the steel industry by developing a decision support 

system. 
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Abstract 

Piezoelectric energy harvester reliable, environment-friendly, and needs much less 

maintenance when compared to conventional systems which work mainly by converting 

normally wasted vibration energy in the environment to usable electric energy. Energy 

harvesting using vibration will become tremendous technology in which the conversion of 

mechanical vibration into electricity is much more useful for micro-devices and it also 

reduced the need for continuous battery change or power cables. This paper is focused on 

harvesting wind energy using piezoelectric transduction. The geometrical configuration of 

proposed model is a cantilever beam, whose one end is fixed and another end is a bluff-body 

cross-section (rectangular). Lift forces are generated which cause strain across the cantilever 

beam by the vortex-induced vibration phenomena, and so the electrical power generated is 

directly related to the cross-section                    of the bluff body, speed of the wind, and angle of attack 

of the wind concerning the bluff body. The proposed model is simulated on COMSOL 

MULTIPHYSICS to obtain the frequency response, electrical resistance (load) dependence 

relation.  

Keywords: Energy Harvester, Piezoelectric, Vortex-Induced Vibration. 

1. INTRODUCTION 

Electricity generation from alternative sources of energy has become a recent topic, 

especially in connection to Industry applications. A large amount of electrical energy is 

extracted by the conversion of solar, water, or wind power. In general, the energy obtained 

in such a way is called “green energy [1]. Different types of energy harvesting systems have 

been developed to store energy dissipated over roads, and railway stations such as solar 

energy from sunlight and kinetic energy from traffic and movements [2]. Since wind is an 

inexhaustible source of energy and it is also an omnipresent, rich, and most important 

environment friendly so energy source we focus on is wind energy harvesting which 

generates energy for low energy electronics [3]. Conversion of wind sources to electrical 

power sources is done by using different kinds of mechanisms, i.e., electromagnetic 

induction, piezoelectric, and electrostatic effect [4]. All three piezoelectric transducers have 

the benefit of greater power density, greater energy conversion, and ease of assembly and 
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maintenance. Continuous vibration is produced on piezoelectric cantilever beam by 

aerodynamic effect; this effect is vortex-induced vibration and galloping [5,6]. 

Vortex-induced vibration happens because of continuous vortex shedding from a non-

streamlined bluff body like a rectangle and triangle when the wind flows over the bluff body. 

Vortex-induced vibration causes uneven vortex shedding patterns with very large amplitude 

and unstable frequency. 

1.1 Shape and working operation of Piezoelectric Wind Energy Harvester 

 

Figure 1 shows, that the beam has a rigid tip body with a rectangle-shaped cross-section. 

Piezoelectric sheets are bonded on the upper and lower surface of the cantilever beam and 

as this beam is cantilever it is fixed at one end with proof mass mounted on another end. 

From fluid dynamic, as wind flows across the rectangular section, the continuous vortices 

shedding from the edges of the section are in a wide range of Reynolds numbers [5,7]. The 

generated vortices induce a periodic lift force on the rectangular section and thus it is 

subjected to a longitudinal vibration and the attached proof mass will be subjected to vibrate 

upward and downwards sinusoidal motion. 

 

 

Figure 1. Schematic of the bean geometry[8] 

 

Piezoelectric sheet elements (PZT) bonded to the top and bottom surface of the aluminum 

beam generate an alternating voltage in response to the bending induced by the upward and 

downward motion of the rectangular section [11-13]. Practically, electrical energy which is 

obtained from wind energy harvester will have two purposes it is either stored and power 

some devices, or the voltage obtained is discharged over a load resistance. For pure bending 

of the beam mechanical strain is given as 

∈ =  − 
∂2ω

∂x2
 

The piezoelectric constitutive equations for uniaxial loading have the following form : 

                                                     [
∈
𝐷

] = [ sE 𝑑
𝑑𝑇 𝑒𝜎]  [

𝜎
𝐸

]           

Where ∈ mechanical strain, electric displacement D, mechanical stress 𝜎, electric field E, sE 

is the compliance matrix, eσ is the matrix of dielectric constants, and d is the piezoelectric 

coupling matrix[8]. 
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2. METHODOLOGY 

Simulation and Modeling- COMSOL Multiphysics 5.5 will be used to model the 

piezoelectric bimorph cantilever beam. Firstly, properties in solid mechanics like geometry, 

stress and boundary conditions should be given, and then in electrostatics properties, charge 

conservation, ground, and terminal voltage will be given. The following results were 

obtained. 

▪ Frequency Response. 

▪ Electrical Resistance (Load) dependence. 

▪ Acceleration dependence. 

2.1 Modeling and Simulation using COMSOL MULTIPHYSICS 

The proposed model consists of two active layers of piezoelectric which are bonded on the 

upper and lower side of the base material. Given model is clamped on one side and at the 

free end, a cantilever mass is attached. This energy harvester using piezoelectric 

transduction is vibrated with the help of sinusoidal acceleration which generates electrical 

energy due to the direct effect of piezoelectric. 

As this particular cantilever has two active layers (bimorph) in which the ground electrode 

is inserted with the neutral plane and in this design there are two electrodes of the same 

voltage is situated at the exterior i.e. at the top and bottom of the cantilever despite that stress 

above the neutral plane is in compression and tension in nature. Two piezoelectric sheets of 

the length of 21 mm, the width of 0.16 mm, and thickness of 0.06 mm are bonded on the 

upper and lower surfaces of aluminum sheets whose length and width are the same as 

piezoelectric but the thickness of 0.04 mm is selected as shown in Table 1. 

                                      Table 1. Materials and Geometry Specifications[9] 

 

Material 
Length (l) 

mm 

Width (b) 

mm 

Thickness (t)    

mm 

Modulus of 

Elasticity  (GPa) 

PZT 5A 21 0.16 0.06 3 

Aluminium 21 0.16 0.04 69 

 

 

Figure 2. Major Components of Piezoelectric Bimorph. 

Fixed Mass 

Proof  Mass 
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3. RESULTS AND DISCUSSIONS 

The mechanical performance of the energy harvester model is analyzed by obtaining three 

different graphs. The first result shows a relationship between electrical power output with 

a frequency of vibration at a constant electrical load. In the second plot, a relationship 

between power output and electrical load impedance was obtained, and the last relationship 

between power output and acceleration is explored. 

Results from figure 3 show that, at a fixed frequency of 80 Hz, which produces sinusoidal 

forces along the length of the bimorph cantilever beam that shows the variation of Von-

misses stress along the length of the bimorph cantilever beam. 

And secondly, it is concluded that a ground boundary condition is provided which is a 

reference potential because of one electrode at the bottom and another at the top. Ground 

potential is provided at the bottom and another floating potential is to mimic a conducting 

material. Piezoelectric material is a dielectric material without any conductivity and there is 

a need to know the charge generation. So at a fixed frequency of 80 Hz the voltage generated 

across the bimorph cantilever beam energy harvester is obtained. 

3.1 Effects of PZT 5A sensors utilizing the local variation in acceleration 

1.  The relationship between electrical voltage output, input mechanical power, and electrical 

power output obtained at a constant frequency of 70.5Hz as shown in Figure 4. It is 

concluded from this graph that voltage variation is linear and electrical power output is 

quadratic. 

2.  The Given results show the relationship between electrical power outputs and the voltage 

obtained concerning external load resistance as in Figure 5. From the obtained data it is clear 

that max output is at 6 kΩ obtained at a frequency of 70.5 Hz vibrating at 1g of acceleration. 

3. This result shows the plot between input mechanical power, output electrical power, and 

the voltage induced on the piezoelectric beam to vibration frequency generated due to 

sinusoidal acceleration as shown in Figure 6. This result is computed at a fixed resistance 

load of 12 kΩ which also shows peak amplitude obtain at 70.5Hz which is near to the 

computed resonant frequency. 

 

Figure 3. Von-misses stress generated along the length piezoelectric bimorph at 

Freq of 80 Hz 
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Figure 4. Effect of acceleration concerning dc voltage, mechanical and electrical power 

 

 

Figure 5. Relation between power output versus electrical load 
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Figure 6. Relation between electrical power output versus excitation frequency 

4. SUMMARY AND CONCLUSION 

In this work, a device formed on vortex-induced vibration where a piezoelectric layer is 

established over a cantilever beam was developed which generates electrical power output 

from kinetic energy induced by wind and vibration induced by local variation in acceleration. 

The proposed model comprises two active layers of piezoelectric which are bonded on the 

upper and lower side of the base material. Given model is clamped on one side and at a fixed 

end, a cantilever mass is attached. 

A finite element solution using COMSOL MULTIPHYSICS of the device was performed. 

Three different types of analysis were performed by this system which include Frequency 

Response, electrical load resistance dependence, and a function of acceleration. From the 

obtained data it is clear that max output electrical power is 1.145mW at 6 kΩ obtained at a 

frequency of 70.5 Hz vibrating at 1g of acceleration. To this end, although the power 

obtained was in mill watts but it is sufficient for many small power electronics, rechargeable 

batteries, and wireless communication. 
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Abstract 

 
Cooking with the help of solar energy using a solar cooker will provide colossal gap 

coverage for renewable energy. Solar can be classified mainly four types which can be stated 

as panel type cooker, box-type solar cooker, parabolic type solar cooker, and tube type 

cooker. The most widely used solar is the Box-type solar cookers and most modifications 

are done on the same. Solar cookers have a disadvantage due to the unavailability of solar 

energy in the evening and night time. However, this disadvantage can be removed by using 

thermal storage materials like Phase-change Material (PCM). Some developments have been 

done in different types of solar cookers in the last 25 years concerning different forms of 

glazing covers, booster mirrors, and cooking pots. In some recent advantages of solar 

cookers, thermal energy storage came into the picture. Various sensible and latent heat 

materials were used, which were placed in the form of encapsulation to the pot and storage 

tanks. This review covers various thermal storage materials, and a particular focus is on 

various types of PCM that can be used in solar cooking as thermal storage material [TSM]. 

Sensible TSM stores energy via increasing its temperature, while latent TSM stores energy 

via increasing its temperature as well as from its phase change. From the study, it was 

evident that organic thermal storage material is feasible. Fewer constraints come while using 

them, while eutectic PCM gives an advantage of including properties of both types of PCM 

i.e., organic and inorganic. PCM utilization is confined by its operating temperature range 

and storage container’s material compatibility. 

Keywords. Solar cooking, Thermal energy storage, Phase change materials, Sensible 

thermal energy storage, Latent thermal energy storage 

1. INTRODUCTION 

As per the Intergovernmental Panel on Climate Change (IPCC) report 2021, it is evident 

that quick and fast actions are required to correct the interventions and harms done to the 

planet. In the first part of the sixth test report, published in August and described as "code 

red for humanity," the IPCC showed that the world could hit 1.5 ℃ by early 2030 [1]. In 

COP26, India has set a target for meeting 50 percent of energy requirements from 

renewable energy (RE) by 2030 and achieving net-zero carbon by 2070. India, as a 

tropical country, has vast availability of solar energy. As the world's population 

increases, world energy demands and consumption are also increasing, which has led to a 
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variety of environmental impacts that are impacting the environment in a very harsh manner. 

Most of the energy demand, nearly 80%, is fulfilled with the help of fossil fuels only [2]. 

The footprint of non-renewable resources has created health issues, environmental issues, 

and socio-economic issues, especially in underdeveloped regions of the world [3]. With the 

limited supply of fossil fuels, one must use renewable resources for demand fulfillment. 

However, the selection of renewable resources comes with some cons: the availability of the 

energy sources, irregularity of the energy sources, and the storing of the excess energy. To 

use the alternative and renewable energy source, one must think about storing the energy for 

future use or when the source is not available in its peak form. The solar energy from the 

sun can be collected and converted into electricity which can be said as conversion of high-

grade energy to low-grade energy. 

In developing countries, domestic energy is consumed for different daily needs like water 

heating, cooking applications, and lighting. This energy demand and consumption are 

different in different developing countries. In India, 36% of the total primary consumption 

and 90% of the rural households depend on biofuel for cooking purposes [4]. In 

underdeveloped or rural or agrarian areas, biofuels such as wood, agricultural wastes, and 

animal dung cakes are few of the primary energy sources utilized for cooking purposes, 

whereas, in developed or non-rural areas, kerosene and LPG are the primary sources of 

energy. The demand for firewood is fulfilled by cutting trees, which causes deforestation, 

leading to desertification and dung cakes polluting the environment. Also, the supply-

demand chain of fuel for cooking and some other factors have given a continuously 

increasing price of the fuel, which implies a dire need to utilize different renewable energy 

resources effectively for the purpose of cooking. For India, it is a blessing that a large amount 

of solar radiation occurs good potential for solar cooker practical usage in India [5]. 

However, the issue of irregularity or limited availability of solar radiation is the primary 

reason for the underutilization of solar radiation-based cooking. The use of energy storage 

systems can improve this drawback. To counterbalance the consumption and production of 

energy, it is obligatory to reserve excess energy for the short term or the long term. In today's 

time, storing electrical energy is not economic, but on the counterpart, it is significantly low 

if the cost of storing thermal energy is considered. The power supply grid cannot transfer 

thermal energy, but excess electric energy can be exported to the grid connection. This gives 

an area of utilization of thermal storage. Thermal energy storage may complement the 

electric utility grid whenever it is in not working condition or is under stress. Batteries or 

phase change materials can be used to store energy [6]. However, as the energy storage 

capacity of a kilowatt-hour battery is currently limited and to enhance its capacity and usage, 

research is going on. It is a viable and practical option for phase change material as an 

alternative [7]. Phase change materials are of various types out of these which is to be used 

for solar cooking depends on their application temperature, their application process, and 

compatibility with the storage container's material.  

 

2. ENERGY STORAGE SYSTEMS 
 

There are several types of energy storage systems. However, their utilization depends mainly 

on the application for which it will be used and its environment, including the equipment 

and working principles used. Figure 1 describes different energy storage systems based on 

their working principles.  



 
Figure 1. Types of Energy Storage Systems [8] 

As mentioned earlier, thermal energy storage (TES) gives the highest efficiency of all the 

systems. TES systems can lessen the consumption of fossil fuels which will restrict CO2 

emissions. Utilization of the solar energy and excess energy generated during the daytime 

and stored for an extended or short period. This stored energy can be used to achieve an 

efficient system. One of the TES subcategories is PCM, a desired and valuable material 

because it stores a high energy density at a steady temperature. 

3. CLASSIFICATION OF PCM 

PCM is a viable option for solar heat storage due to its large energy storage capacity and 

property like a rapid supply of a large amount of heat to the application area. PCM's energy 

storage has many advantages over sound systems due to its low weight and volume. Energy 

is stored at a stable temperature which dissipates over time in which phase changes, and 

energy lost to the environment are smaller than in traditional arrangements. 

3.1 Working Principle 

As the temperature reaches a critical temperature, as the phase changes from solid phase to 

liquid phase, in this transition the chemical bonds of the PCM breaks down. The phase 

conversion process from solid to liquid is endothermic and PCM absorbs energy in the form 

of heat energy. When one keeps PCM in the area of storage, the PCM starts to melt when it 

detects the temperature change of critical value. The temperature then remains constant till 

the time the melting process is completely finished. The stored heat during PCM phase 

transition is called Latent heat. Latent heat retention can be defined via a high degree of 

energy density. When the temperature starts decreasing, the stored energy is again 

transferred to the critical area of interest with the help of sensible heat and latent heat from 

the exothermic process of solidification, which can be viewed in Figure 2. Figure 3 shows 

various types of heating, i.e., sensible and latent heating. 
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Figure 2. The Phase Transition of PCM [9] 

 

 
Figure 3. Classification of PCM based on heating 

3.2 Sensible Heat Storage Materials: 

Materials which are utilized in order to store heat by change in its temperature only are 

sensible heat storage devices. The widely used suitable heat-retaining materials are water, 

oil, and salt dissolved in alcohol. A list of solid and liquid thermal fluids used to maintain 

reasonable temperatures and their properties is shown in Table 1. 

Table 1. Sensible heat storage materials with their properties [10] 

S. 

No. 

Medium Density 

(𝝆) 
(kg/m3) 

Specific Heat 

Capacity 

(∁) 
(J/kg K) 

Heat Capacity 

𝝆 × ∁ × 𝟏𝟎−𝟔(J/m3 K) 

1. Calcium 

Chloride 

2510 670 1.68 

2. Cast Iron 7900 837 6.61 

3. Clay 1458 879 1.28 

4. Aluminium 2707 896 2.43 

5. Steel, 

Limestone 

2500 900 2.25 

6. Ethylene 

glycol 

1116 2382 2.66 

7. Ethanol 790 2400 1.89 

8. Isobutanol 808 3000 2.42 

9. Lithium 510 4190 2.14 

10. Water 1000 4190 4.19 

Water is an excellent choice for requirements in which a low temperature below 100 ℃ is 

required. Oil is used for medium temperatures applications varying from 100 ℃ to 300 ℃. 

Heating

Sensible Heating

Latent Heating



Soluble and inorganic salts are of use when installing large temperatures that require 

temperatures ranging over 250 ℃. Advantages of using melted salt are very high stability 

of the cost of the material, high density, high temperature, non-combustion, and low vapor 

pressure. Solids-liquids and solids-liquid mixtures can be utilized in sensible storage devices 

in the TES of solar cookers. Fuels that can be used as sensible liquids are Coconut oil and 

Engine oil. To maintain a reasonable temperature in high temperatures, such as energy 

production via solar power plants, a non-eutectic salt solution consists of 60 % by weight 

sodium nitrate (NaNO3) and 40 %  by weight potassium nitrate (KNO3) is used. This 

composite is known as "sun salt” in layman's language. The resulting non-eutectic mixture 

possesses a melting point of 240 ℃ & maximum melting point temperature of about 550 

℃. Solid materials are stone, brick, brick/mortar, concrete, concrete, earth / dry and wet soil, 

metal, wood and concrete board. Very often solid materials show lower storage capacity 

than water. The use of rocks is acceptable on the basis of the per-unit cost of storage media 

of stored energy [11]. 

3.3 Latent Heat Storage Materials: 

When a PCM for solar cookers is finalized, the operating temperature should be similar to 

PCM’s critical temperature. The volumetric latent heat should be high to lessen the PCM's 

physical space/size required. Property such as high thermal conductivity would enhance in 

storing and dissipating power of PCM. Various types of materials are shown in table 2 with 

their properties. 

Table 2. Latent heat storage materials with their properties.[10] 

 

S.no. PCM Melting 

Point (℃) 

Latent heat of 

fusion (kJ/kg) 

1. Stearic acid 55.8 160 

2. Acetamide 82 263 

3. Mg(NO3)2.6H2O 89 134 

4. Paraffin 100 140 

5. MgCl2.6H2O 118 167 

6. Erythritol 118 339 

7. D-Mannitol 169 326.8 

8. Nitrate salts (KNO3-NaNO3) 220 146 

PCM can also be classified based on its chemical structure, i.e., Organic, Inorganic, and 

eutectic, as mentioned in figure 4. Organic PCM includes Non-Paraffin and paraffin, and 

Inorganic PCM includes salt and metallic hydrates. Eutectic PCM includes inorganic-

inorganic, organic-inorganic, and organic-organic, depending on what PCM types are being 

mixed. 



 
 

Figure 4. PCM classification based on chemical structure 

Organic PCMs are hydrocarbons, primarily paraffin (C2 H2n+n), lipids, and sugar alcohols. 

Organic PCM freezes without showing significant supercoiling. They have a property to 

melt congruently. Organic PCMs are generally compatible with commonly used 

construction materials. They are chemically stable, which gives an advantage for usage, and 

are non-reactive. Organic PCMs generally show a phase change temperature range of -5 ℃ 

to 190 ℃. Organic PCM is behind due to its low thermal conductivity for solid structure, 

resulting in a high heat transfer rate during the phase conversion from liquid to solid. Its 

volumetric latent heat storage capacity is low compared to some inorganic PCMs. 

Inorganic PCMs are generally Salt Hydrates (MxNyH2O) type structures. The main 

advantage of using an inorganic PCM is its high volumetric latent heat storage capacity. 

Inorganic PCMs exhibit sharp melting points as well as high thermal conductivity. Most 

inorganic PCMs are readily available, and that too at low cost. Inorganic PCMs go through 

phase separation upon repeated process, which causes a considerable loss in latent heat 

enthalpy. Inorganic PCMs generally exhibit a phase change temperature range of -50 ℃ to 

175 ℃. Water or oxygen in its chemical structure can cause corrosion to most metals of 

construction. There can be an issue with supercoiling in solid-liquid phase change, which 

should be considered in the design phase of the container only where PCM will be stored. 

The eutectic mixture combines more than one type of PCM, which can be any organic or 

inorganic. It has a sharp melting point, High volumetric storage density. The issue with the 

eutectic mixture is that very little data is available, so using a eutectic mixture will require 

an experimental approach to some extent [12]. In many binary eutectics, different types of 

fatty acids may be incorporated into almost any melting point of TES systems according to 

climate requirements. Eutectic mixture PCMs generally have a phase change temperature 

range between -5 ℃ to 225 ℃, and this will depend on combining two mixed materials. 

Thermal properties and thermal reliability of pure or eutectic PCM should be examined for 

thermal cycling health tests to confirm the duration of the utilization of the TES system. 

4. PCM PROPERTIES 

PCM properties play an essential role in selecting PCM for solar cooking. Table 3 shows 

different properties of PCM Materials that are required if used as TES in solar cooking. 

 

 

PCM

•Organic

•Paraffins

•Non-Paraffins

• Inorganic

•Salt hydrates

•Mettalics

•Eutectic

•Organic-Organic

•Organic-Inorganic

•Inorganic-Inorganic



Table 3. PCM properties 

 

S.NO. PROPERTIES 

TYPE 

PROPERTIES 

1. Thermophysical 

properties 
• Melting temperatures lies in a fixed range.  

• Per unit volume high latent heat of fusion.  

• High specific heat so to have additional usable sensible 

storage. 

• High thermal conductivity in both phases, i.e., liquid 

and solid. 

• Small volume variation during transition and slight 

vapor pressure for working temperatures.  

• Befitting melting and freezing of PCM for a material 

storage capacity with both melting and freezing 

process. 

• Phase changing temperature conformable to use.  

• To minimize heat storage size, latent energy should be 

high.  

• Possess high enthalpy.  

• Fixed and mentioned transition temperature. 

• Density should be high during transition. 

• Small volume variation during phase transitions.  

• It should have high thermal conductivity. 

2. Kinetic properties • High nucleation rate in order to elude supercooling in 

the liquid phase. 

• Crystal growth rate should be high that enables the 

system to fulfill the requirements of heat recovery 

from the material. 

• Undercooling crystallization rate should be pretty 

sufficient during the freezing process. 

3. Chemical properties • Chemical stability throughout the working 

temperature.  

• Complete reversible for melting and freezing cycles.  

• No or minimum degradation even after a huge number 

of the working cycle. 

• Non-corrosive behaviour with the storage fabrication 

material. 

• Non-noxious, non-corrosive, non-combustible, and 

non-detonative material. 

• High chemical stability. 

4. Material 

characteristics 
• The unit size should be small. 

• Desired low vapor pressure. 

5. Economic 

characteristics 
• Cheap and large availability 



 

5. PCM SELECTION CRITERIA FOR A BASIC SOLAR COOKER 

 

When selecting PCM for a solar cooker, its properties and requirement both should be kept 

in mind. Some criteria are mentioned below: 

• It should have critical temperatures within the required operating temperature 

(installation in solar cooker 60 ℃-120 ℃). 

• It should acquire a high latent heat of fusion per unit mass in order to lessen the 

amount of PCM required. 

• For maximum benefit, PCM must have a high specific temperature to maximize 

sensible heat retention. 

• PCM materials must have high thermal conductivity to reduce charging and 

discharge duration. 

• It should possess small volumetric expansion as well as small shrinking coefficients 

for phase changes. 

• It must have little or no cooling during solidification. 

• It must be chemically stable and non-corrosive for the containers used for storage. 

• In addition, it should be non-toxic, inflammable, or non-explosive. 

• PCM should be readily available at a low cost to improve cost optimization and 

mass production. 

 

6. PROBLEMS WITH LATENT HEAT MATERIALS 

 

The selection of latent thermal materials is based primarily on properties such as thermo-

physical, which are the melting point, latent heat of fusion, specific heat, and thermal 

conductivity. However, the critical parameters limiting latent heat storage use are the 

number of repeatable processes without change in material properties and the valuable life 

of PCM-container setup. So the problem which has limited application of  LHS (Latent Heat 

storage) is the requirement that it must last for a long time [13].  

 

7. PROBLEMS WITH USAGE OF PCM MATERIAL IN SOLAR COOKER 

 

PCMs, come with some disadvantages, which get highlighted when used in the solar cooker. 

Some common issues with PCM usage are as follows: 

1. It increases the weight of the solar cooker as a whole setup which reduces its portability 

as using PCM increase weight of solar cooker by 10kg [14]. 

2. It increases the cost of a solar cooker setup. 

3. Removing or refilling PCM from its storage tank is a heavy and challenging task. 

4. The heat trapped inside the box increases due to the presence of PCM, which gives a 

condition like handling pots with gloves is a must condition. 

5. The stability and lifecycle of some TES are very less for practical applications [15].  

 

8. APPLICATIONS 

 

Substantial efforts have been made to develop a latent energy thermal system in solar 

systems, where heat must be stored in the daytime for nighttime usage. Many PCMs possess 



a low thermal conductivity which lowers the rate of heat transfer, making them infeasible 

for their applications. Therefore, PCM should be integrated in such a way as to limit a 

significant decrease in heat transfer rates that happens along the phase transition processes. 

PCM usually consists of small flat containers, such as plate-type heat exchangers [12]. The 

significant enhancement of rate of heat transfer was achieved via inserting PCM into small 

plastic parts to form a complete bed storage unit. Direct heat transfer by phase transition 

using hydrated salt provides significantly high temperatures. Storing thermal energy is 

essential for efficient solar energy in a building. PCM storage provides an extra edge for 

solar cooking purposes also. Solar ponds are one of examples for solar energy storage which 

happens naturally. Photosynthesis is a natural process in which solar energy is converted to 

other form of energy. 

Similar to other applications, PCM will gain and store energy in day/sunshine time and store 

it, which can be used in night/off-sunshine time. Especially for solar cooking, latent heat 

comes forward as a better option for TES. PCM placement within the solar cooker setup is 

also a topic worth noting. The outer cover for the vessel can be co-cylindered [16], and PCM 

can be filled in that space which will act as the single-layer transmission of energy from 

PCM to food in the solar cooking vessel. Another area where PCM Materials can be stored 

will be the base of the solar cooker, where the solar cooking vessels are placed. However, 

there will be a two-layer energy transmission from PCM to food in the solar cooking vessel 

in this format. This drawback can be removed by providing holes of the same size as the 

vessel based on the cost of size and placing the solar cooking vessel. 

 

9. CONCLUSION 

This review paper can be concluded via the following points: 

• Thermal storage materials are a viable option for better utilization of solar energy 

as it provide easy, convenient and practical application of energy storage. 

• Organic, inorganic, and eutectic, all types are usable TES materials to utilize solar 

energy in the solar cooker. So, for a particular applications many options are there 

depending on type of application one can choose from them. 

• Most salts are usable in the hydrated form, limiting the type of material used for 

storage tanks for TES. 

• Organic PCMs generally have a low melting point, but it is short-range to cook 

food. 

• The number of thermal cycles are higher when low or medium temperature range 

PCM are used compared to high temperature range PCM. 

• Sunflower oil and many more edible oils also acts as a valuable material for TES. 

• Stearic acid and paraffin wax are commonly used due to their easy availability and 

economically viable options. 

• A sound approach is a must condition in area of solar cooking to promote its usage 

and affordability. 
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Abstract 

In today's world, global warming is increasing at a tremendous level. There are several 

reasons like exhaust gases from vehicles, smoke from industries, deforestation and many 

more. Presently, most of the vehicles are running on internal combustion engines (ICEs) and 

producing exhaust gases. These exhaust gases are increasing the environmental pollution 

level and creating health problems. The best way to reduce the pollution from the automobile 

sector is to find an alternate way to fossil fuels. An alternate way can be the use of renewable 

energy in the automobile sector. These days electric vehicles (EVs) are in more demand and 

various research is also going on in this direction. Electric vehicles are the best substitute 

for fossil fuel-based vehicles. In recent days, EVs are very popular, and the main 

components of EVs are battery, DC motor, charge controllers, etc. Among these 

components, the battery is the most essential component of the EV because the battery helps 

to run the vehicle for a longer range. So, the use of the battery is an important parameter in 

EVs. With the help of solar energy in the EVs, the range of vehicles can be increased. 

 

Keywords: Solar energy, Electric vehicles, Automobile: E- Rickshaw, Battery, DC motor 

1. INTRODUCTION 

Energy is one of the most important needs for the survival of human beings on earth and 

eventually on every planet of this universe. Humans are dependent on this type of energy to 

fulfil their all needs.[1] Humans are using fossil fuels for the smooth running of our vehicles 

for hundreds of years. Largely populated countries like India, China, U.S. are using a lot of 

fossil fuels for their transportation sector. But the main disadvantage of these fossil fuels is 

that they are not environment friendly and these are exhaustible. So, for the removal of such 

issues, we need to think of an alternate way, and the use of renewable energy is the option 

to tackle these problems.[2]  

The solar electric vehicle is primarily powered by solar energy directly. Photovoltaic panels 

are used to collect solar energy, and this solar energy can easily be converted into electrical 

energy with the help of a photovoltaic cell. The PV cell collects a portion of the solar energy 

and stores it into the battery of the vehicle with help of the charge controller.[3] After storing 

the electrical energy in batteries, this energy is supplied to the DC motor to drive the vehicle 

continuously. The motor controller helps to control the amount of electrical energy to the 

motor corresponding to the throttle. The DC motor uses that controlled electrical energy to 

drive the vehicle. 
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1.1 Why we need Solar Electric Vehicles 

When the combustion of fossil fuels takes place in automobiles, the engine produces a large 

amount of pollutants in their exhaust. These pollutants help to increase the rate of global 

warming and impact the environment. This is one of the biggest problems faced by the urban 

people throughout the world. 

 

Figure 1. Different Sectors of CO2 Emissions [4] 

The number of vehicles is increasing continuously with the increasing population and due 

to this, air pollution is also increasing. Figure 1 shows that the transportation sector is the 

main culprit for producing the CO2 production. The earth has a limited amount of fossil 

fuels, and according to the consumption rate, fossil fuels are going to be eliminated in the 

near future. And these fossil fuels produce harmful gases during their combustion which 

impact the environment’s health. Various actions and restrictions are taken to control the air 

pollution level but this is not sufficient. So, we have to shift towards the renewable energy 

side so that we can control the pollution level and can-do sustainable development.[5]  

1.2 Working 

A solar-powered electric vehicle is an electric vehicle that is powered by direct or indirect 

solar energy. The word "Solar Vehicle" directly shows that solar energy is used to perform 

all the functions of a vehicle. The solar-powered electric vehicle gets the energy from the 

solar energy it needs to move. The surface created by solar panels absorbs most of the light 

that falls on it with help of the photovoltaic effect.  

 

 

 

                      

 

 

 

 Figure 2. Energy flow diagram for solar-powered electric vehicle 

 

 

 



The figure 2 gives an overview of the working of solar-powered electric vehicles. Sun is the 

main source of energy for the vehicle. Solar radiations are obtained on earth from the sun. 

Solar radiations are absorbed by the solar panel, and these solar radiations are converted into 

electricity by the photovoltaic effect in the solar panel. The electricity produced is being 

transferred to the batteries by the help of a power tracker which helps to charge the battery 

for future use. And then current flows from the battery to the motor via the motor controller 

for the movement of a vehicle. The motor controller helps to adjust the speed of a motor by 

its internal mechanism. The rest of the excess electricity is stored in the battery for future 

use during cloudy weather.[3] Solar panel helps to provide continuous current by 

photovoltaic effect to battery so that vehicle can cover a longer distance than its actual 

battery range. 

2. CALCULATION 

During the movement of a vehicle, there are certain resistant forces that act on a vehicle. 

These forces are rolling friction force, drag force, uphill resistance, and inertia force. With 

the increase in velocity, drag force increases rapidly. 

The rolling resistance, aerodynamic drag, inertia force, and climbing force can be calculated 

using the below equations [2] –  

                    𝑅𝑜𝑙𝑙𝑖𝑛𝑔 𝑓𝑜𝑟𝑐𝑒(𝐹𝑟𝑜𝑙𝑙𝑖𝑛𝑔) =  𝑚𝑔 × 𝜇𝑟𝑜𝑙𝑙𝑖𝑛𝑔 ×  cos 𝜃                         (1) 

          𝐶𝑙𝑖𝑚𝑏𝑖𝑛𝑔 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑜𝑟𝑐𝑒(𝐹𝑐𝑙𝑖𝑚𝑏) =  𝑚𝑔 × Sin 𝜃                                       (2) 

           𝐴𝑒𝑟𝑜𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑑𝑟𝑎𝑔 𝑓𝑜𝑟𝑐𝑒(𝐹𝑑𝑟𝑎𝑔) = (1
2⁄ ) × ρ × 𝐶𝐷 × 𝐴 × 𝑉2                     (3) 

         𝐴𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑓𝑜𝑟𝑐𝑒(𝐹𝑎𝑐𝑐) =  𝑚𝑎𝑠𝑠 ×  𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛                                        (4) 

𝑇𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑓𝑜𝑟𝑐𝑒(𝐹𝑡𝑟𝑎𝑐) =  𝐹𝑟𝑜𝑙𝑙𝑖𝑛𝑔 +  𝐹𝑐𝑙𝑖𝑚𝑏 + 𝐹𝑑𝑟𝑎𝑔 + 𝐹𝑎𝑐𝑐                            (5) 

In these equations, ‘m’ is the Mass of the vehicle with load (Kg),  

‘g’ is the Acceleration due to gravity (m/s2), 

‘CD’ is Drag coefficient,  

 ‘A’ is projected frontal area (m2),   

‘ρ’ is the air density (kg/m3), 

 ‘V’ represents the velocity of the solar-powered electric vehicle (m/s) and Ftrac is the total 

force required to counterbalance the all forces which resist the motion of the vehicle. 

The Ptrac applied to the vehicle to move will be: 

 

2.1 Estimation of DC Motor 

The total power required by the vehicle to run on the road can be calculated using the 

equation number (6):  

𝑇𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑝𝑜𝑤𝑒𝑟(𝑃𝑡𝑟𝑎𝑐) =  𝐹𝑡𝑟𝑎𝑐 ×  𝑉     (6) 



where V represents the velocity of the solar-powered electric vehicle (m/s) and Ftrac is the 

total force required to counterbalance the  all forces which resist the motion of the vehicle 

[6],  

 where M is the total mass which includes the mass of the vehicle and mass of five 

passengers and mass of the battery and the mass of the solar panel. 

Mass of vehicle = 200 kg 

Mass of 1 passenger = 55 kg, (ICMR Report) 

Mass of battery = 35 kg 

Mass of solar panel = 25 kg 

Total mass (M) = 200 + (55 x 5) + 35 + 25 =535 kg 

 

Table 1. Specifications used during calculation 

 

      

                          

 

                                                       

 

 

 

 

 

Source: ARAI & Ministry of Road Transport and Highways 

  

Vehicle is moving on a straight road with a velocity of 25km/h on a straight road. Here 

considering forces are rolling and drag forces only. Considering the data from Table 1 

calculation of motor power is calculated as:  

𝑅𝑜𝑙𝑙𝑖𝑛𝑔 𝑓𝑜𝑟𝑐𝑒(𝐹𝑟𝑜𝑙𝑙𝑖𝑛𝑔) =  𝑚𝑔 × 𝜇𝑟𝑜𝑙𝑙𝑖𝑛𝑔 ×  cos 𝜃 = 535 × 9.81 × 0.011 = 57.73𝑁              

𝐴𝑒𝑟𝑜𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑑𝑟𝑎𝑔 𝑓𝑜𝑟𝑐𝑒(𝐹𝑑𝑟𝑎𝑔) = (1
2⁄ ) × ρ × 𝐶𝐷 × 𝐴 × 𝑉2  

                                                              =(1
2⁄ )  × 1.2 × 0.44 × 1.8 ×   (25 × 5/18)2 

                                                                                            = 22.91N   

          𝑇𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑓𝑜𝑟𝑐𝑒(𝐹𝑡𝑟𝑎𝑐) =  𝐹𝑟𝑜𝑙𝑙𝑖𝑛𝑔 + 𝐹𝑑𝑟𝑎𝑔 

= 57.73 + 22.91 = 80.64 𝑁 

The main aim is to determine the power of motor, so by multiplying the maximum velocity 

to our total traction force, we will get the total traction power. The power required to drive 

the vehicle will be calculated by using the equation number (2.6) as: 

                                         

Total mass(M) 535 kg 

Air Density(ρ) @ 27°  1.2 Kg/ m3  

Drag Coefficient (CD)  0.44 

Projected area(A)  1.8 m2 

Vehicle velocity (V)  25 km/h 

Acceleration due to gravity(g) 9.81 m/s2 



𝑇𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑝𝑜𝑤𝑒𝑟(𝑃𝑡𝑟𝑎𝑐) =  𝐹𝑡𝑟𝑎𝑐 ×  𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 

=  80.64 × 25 × (
5

18
) = 560 𝑊 

Now, a DC Motor with a rating of 1000 W is sufficient and this used capacity is higher than 

the above calculated capacity. We decided to use a DC motor because of its long-life 

expectancy, low maintenance and operation cost . 

2.2 Estimation of the Battery Capacity 

Battery is the main component for continuous running of solar powered electric vehicle. 

Solar- powered electric vehicle can be used by the office staffs and college students. 

Consider the longest distance which will travel by our  vehicle from Teachers colony to 

Yamuna gate, MNNIT, PRAYAGRAJ, UP, INDIA which is approximately equal to 1.5 km. 

 With 20 return trips in a day, the total distance will be: 

Distance(D) = 20 (2 × 1.5) = 60 km. 

The total distance to be travelled by solar- powered EV is 60 km then the total energy 

required by the DC motor during travel time is given by: 

𝐸𝑚 =  𝑃 × T  

where T= (D/V) 

𝐸𝑚 =  1 𝐾𝑊 × (60/25) h = 2.4 kWh = 2400 Wh 

Em  is the capacity required by motor for smooth running of vehicle while Eb is the battery 

capacity required after considering the all loses. 

Consider the efficiency of motor as 90%, then the maximum energy that should be supplied 

by the battery to the DC motor is: 

𝐸𝑏 =  
2.4 𝑊ℎ

0.9
= 2.6 𝑘𝑊ℎ = 2600 𝑊ℎ  

2600 Wh battery capacity is required for the smooth flow of 1000 Watt DC Motor and this 

battery capacity helps to cover this distance without any problem with all conditions 

imparted. [6]  

To know the battery capacity in Ampere Hour (Ah): 

Now, 48-volt batteries are generally used in E – rickshaw vehicles. 

Voltage(V) x Ampere Hour (Ah) = Watt Hour (Wh) 

48 V x (Required Ah) = 2600 Wh 

Required Ah = 
2600

48
 = 54.16 Ah 

The battery Ah measured here as 54.16 Ah, which will be acquired by considering 48 Volt 

20 Ampere-hour in parallel connection of three batteries.  

 

 



2.3 Estimation of Solar- Panel Size 

To provide the continuous supply of current to battery, solar panel is required. The solar 

panel size can be determined by total energy requirement for battery and losses occur during 

supply. 

Now, assume the efficiency of battery, the efficiency of charging the battery and the 

efficiency of charge controller as ηb , ηch, and ηcc respectively . 

The total energy required from the solar panel is : 

𝐸𝑝 =  
𝐸𝑏 

ηb ×  ηch ×  ηcc
 

= 
2.6

0.9 x 0.9 x 0.9
 

= 3.566 kWh 

where Ep is the total power required from the solar panel for continuous functionality of the 

vehicle without a stoppage. [6] 

To run the vehicle at 25 Km/h, we required a battery of 2.6 kWh with a motor capacity of 1 

KW. 

The total energy required from the panel is 3.566 kWh for the continuous functionality of 

the vehicle. 

 For Solar panel power output: 

Solar energy (Wh) =    Solar panel power output (W) x (Average hour of sunlight) x (75% 

because of 25 % loss due to dust, pollution, weather, etc.) 

• During Summer: 

3566 Wh = Solar panel power output x 10 hour x (0.75)  

Then,  Solar panel output requirement  =
3566

(10 𝑥 0.75 )
 =  475.46   ͠     475 W  

 

• During Winter : 

3566 Wh = Solar panel power output x 5 hour x (0.75)  

Then, Solar panel output requirement = 
3566

(5 𝑥 0.75 )
 =  950.93   ͠     950 W  

Now, solar panel capacity will be considered by using the average method- 

Average for solar panel = 
𝑆𝑢𝑚𝑚𝑒𝑟  𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦+𝑊𝑖𝑛𝑡𝑒𝑟 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦  

2
  

=
475+950 

2
 = 712.5 W   ͠   720 W 

So, the 720 W capacity of the solar panel is sufficient for the continuous running of the 

vehicle.  

3. ADVANTAGES 

As solar vehicle is the need of the future because it has a lot of advantages.[4] Some of the 

major advantages are – 



 

• There is no need to refuel the solar electric vehicle. 

• Maintenance required for a solar electric vehicle is very low. 

• Solar electric vehicles are noise-free because of the use of an electric motor. 

• Solar electric vehicles are environmentally friendly because they do not produce 

any harmful gases. 

• The efficient solar panels can be used to obtain a large amount of electrical energy. 

• Solar EVs can be easily produced because of their easy mechanism. 

 

4. CHALLENGES 

Despite the wide range of advantages, solar electric vehicles come with some challenges 

too. These are some of the major challenges of the solar electric vehicle – 

• Solar panels available on the market are less efficient for the conversion of solar 

energy into electrical energy, so we need a large surface area of solar panels on the 

roof of vehicles.[3]  

• It is not easy to fix the solar panel on the top of the vehicle to get the low value of 

wind resistance during the motion of the vehicle. 

• Solar electric vehicles cannot be used during winter and cloudy weather.  

• Highly efficient solar panels are required in solar electric vehicles and these are too 

expensive and this can increase the initial cost of the vehicle. 

• Solar electric vehicles are not able to run at high speeds as compared to IC engines 

 

5. CONCLUSION 
Solar electric vehicle’s future is quite bright and it will bring advancement in the automobile 

industry as it can help to reduce pollution.[3] It also helps to reduce the dependency on a 

single source. Other conclusions are like as  : 

 

• To charge the 3.5kWh battery, solar panel requirement during summer will be of 

475-Watt capacity and for winter, solar panel capacity will increase to 950 Watt. 

• Solar panel capacity will increase during winter because of less solar radiation 

intensity availability. 

• Solar electric vehicle is the best option for controlling the pollution level.  

• With the implementation of solar panel, the range of distance covered by the 

vehicle will increase due to continuous charging from the PV solar panel. 

 

Solar electric vehicles also have some disadvantages, but the advantages are more and 

because of this, solar electric vehicles are the future of the automobile industry. So, we can 

use solar electric vehicle in the upcoming future. 
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Abstract 

With the exponential rise of the electric vehicles in the field of automobile sector, the use of 

lithium-ion battery (LIB) has been increased to several folds. The performance and life cycle 

of LIBs is governed by its temperature during operation. Therefore, studies related to the 

prediction of thermal behavior of operating LIB is gaining worldwide attention nowadays. 

The thermal behavior of LIB under different charging and discharging rates are predicted 

experimentally and numerically. The present work includes the thermal analysis of 

cylindrical LIB at 1C rate of discharge using three-dimension (3D) multipartition thermal 

model. The influence of geometric changes on the cooling performance, using radial cooling 

approach, is analyzed for two convective heat transfer coefficients (h=20 and 50 

W/m2K).The numerical results are validated by the published experimental data. Present 

work compares the average surface temperature for three different geometries (datum 

geometry-DG i.e. 18650 LIB, large geometry-LG and small geometry-SG) of LIB subjected 

to radial convective cooling. Subsequently, the temperature heterogeneity in terms of radial 

temperature gradient for 1C discharge rate is compared. The results show that average 

surface temperature of DG is minimum, while radial temperature heterogeneity is minimum 

for LG. 

Keywords: Lithium-ion battery, multipartition model, battery geometry, radial cooling, heat 

transfer coefficient, average surface temperature, radial temperature gradient.   

1. INTRODUCTION 

Lithium-ion cylindrical batteries (LIB) have been widely considered as an energy storage 

device for battery electric vehicles (BEV), hybrid electric vehicles (HEV), and plug-in 

hybrid electric vehicles (PHEV) etc, due to their high power density, high specific energy, 

high reliability, low self-discharge rate, as well as low cost [1,2]. However, LIB exhibit high 

sensitivity to temperature [3, 4]. As reported in some studies, the internal resistance of the 

battery will increase noticeably at low temperatures, which result in the reduction of battery 

specific energy and power significantly. In the charge/discharge process, considerable heat 

is generated in the battery[5,6]. Effect of temperature on the life of LIB is very crucial [7] 
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and some studies depicts that even a single degree increase in the temperature can reduce 

the life of battery significantly [8-10]. 

It is to be noted that, prediction of internal temperature variation of a battery for different 

rate of charging and discharging with the help of experiment is possible[11], but the real 

time situation of a battery during its operation when assembled as pack and module in an 

vehicle or device is difficult. Therefore, the numerical modelling is crucial to enhance the 

understanding of thermal aspects of battery. Finite element method, lumped analysis or 

electro chemical methods are some techniques which can be used for the simulation of 

battery thermal behaviour[11-14]. However, they have their own limitation and 

assumptions. Further, development of appropriate phenomenological models to simulate 

thermal behaviour of batteries can be battery electrode dependent that vary with different 

battery technologies [15, 16]. It is computationally expensive to have predictions of thermal 

behaviour accurately while battery is in operation. A comparatively less computational 3D 

model using the approach of equivalent circuit network (ECN) for thermal management is 

performed by coding on python[17]. However, to increase the accuracy level multi partition 

modelling using FEM for thermal analysis is an emerging approach[18-20].The 3D multi 

partition cylindrical model has been used and integrated with finite element method to 

investigate the internal temperature variation for different geometries. 

In the present work, radial convective cooling is taken into the consideration with heat 

transfer coefficient equals to 20 W/m2K (natural) and 50 W/m2K (forced) and the effect of 

cooling is checked for three different types of geometry to find out the best geometry among 

the three with minimum average surface temperature and radial temperature gradient. The 

thermal behaviour of battery is different at different charging and discharging rate. The 

surface temperature and radial temperature gradient variation over the time for 1C discharge 

rate is numerically predicted and compared for the considered geometries. Discharge rate is 

taken into consideration rather than charging rate in the present work as, during charging, 

the endothermic reaction take place inside the battery. On the other hand, during the 

discharge process, exothermic reaction takes place, due to which the rise in temperature and 

temperature heterogeneity is high in battery[3, 11]. 

2. MATERIALS AND METHODS 

Three different geometries considering multi partition model approach is designed to study 

the thermal behavior at 1C discharge rate. The multipartition model of a battery consist of 

five parts i.e. positive terminal, negative terminal, jelly roll, cell cap and cell steel can. 

Separately all parts are designed and assembled to carry out the thermal transient analysis 

using convective heat transfer cooling method in ANSYS platform. 



 

Figure 1. (a) Datum geometry (DG) i.e. 18650 LIB, (b) large geometry (LG) and (c) small 

geometry (SG). 

In presented work three types of geometry is taken. The first one is Li-ion 18650 cylindrical 

battery with pre known dimensions of 18 mm diameter and 65 mm length and in paper this 

geometry is abbreviated as datum geometry (DG). In second geometry length has been 

increased and diameter has been decreased while keeping the volume constant and this 

geometry is abbreviated as large geometry (LG), in next geometry diameter has been 

increased and length has been decreased while keeping the volume constant and this 

geometry is abbreviated as small geometry (SG). The dimensions and data are tabulated in 

Table1. 

Table 1. Diameter and length of different geometry 

Geometries Length (mm) Diameter (mm) Volume (mm3) 

DG 65 18 16520 

LG 82.5 16 16520 

SG 47.75 21 16520 

 

From the above assembly design and dimensions table, it can be observed that different 

geometry has been found out by changing the dimensions while keeping the volume 

constant. 

 

2.1 Thermo physical properties of different components of battery 

As discussed earlier, three-dimensional (3D) multipartition model is considered, as 

compared to lumped model multipartition model give more accurate results[13]. Here a 

transient thermal analysis has been performed for 1C discharge rate (discharging in 3600 

seconds). Mainly five components are taken to constitute multipartition model i.e. positive 

terminal, negative terminal, cap, jelly-roll and cell can. The orthotropic thermal conductivity 

has been taken for the jelly-roll as per cylindrical coordinate system and rest all other 

d=18mm

L=65mm

D=16mm

L=82.5mm L=47.75mm

D=21mm

(a) (b) (c)



components are provided with isotropic properties. The variation of temperature in jelly-roll 

is very crucial, jelly-roll plays the major contribution in radial temperature gradient. 

 

Table 2. Thermo physical properties of all different component used in battery[13] 

Components Material Density 

(kg/m3) 

 Heat capacity 

(J/kg K) 

Thermal 

conductivity 

(W/m K) 

Positive 

terminal 

Aluminum 2719 871 202.4 

Negative 

Terminal 

Nickel 8900 460.6 91.74 

Jelly roll Electrode 

&Separator 

2440 1210 Kr=1.1, 

Kz=Kq=12.5 

Cap PTC 3455 565.5 30 

Steel Can Steel 8030 502.48 16.27 

 

2.2   Heat generation for different component 

Cap, positive terminal and negative terminal having a constant internal heat generation 

whereas internal heat generation for the jelly roll is dependent on rate of charging and 

discharging, it will give different value for different rate of charge/discharge[13]. Heat 

generation of jelly-roll mainly depends on its internal resistance and internal resistance of 

jelly-roll varies with state of charge and discharge. By tracking the variation of internal 

resistance, we can get the data related to internal heat generation for different rate of charge 

and discharge. Here the analysis is limited to 1C discharge rate. The plot of volumetric heat 

generation v/s time for 1C is given in Figure 2. 

Table 3. Component wise heat generation [13] 

Components Heat 

generation(mW/mm3) for 

1C 

Cap 0.147 

Positive Terminal 0.214 

Negative Terminal 0.671 

 



 

Figure 2. Volumetric heat generation of Jelly-roll at 1C discharge rate[13] 

The volumetric heat generation for jelly-roll is plotted versus time, from the curve it can be 

observed that at the end of discharging i.e. in between 2500 to 3600 seconds the variation is 

large, from the above observation this can be said that at higher value of depth of discharge 

the heat generation is high. The variation heat generation with time can be seen in Figure 2. 

2.3 Validation study 

The  thermal model is validated from the published experimental [13] cooling performace 

data for Li-ion 18650 battery which is also assumed as a datum geometry (DG). The 

percentage error in experimental and simulated result is less then 5 % the comparision graph 

is also ploted (Figure 3). 

 

Figure 3. Numerical and experimental battery surface average temperature at 1C for DG 

i.e. LIB 18650. Experimental data are taken from the study Yang et al[13] 



3. RESULTS AND DISCUSSION 

After designing the battery model as per table 1 for DG, LG and SG, the multipartition heat 

generation transient thermal analysis is performed in ANSYS. The input parameters of table 

2 and 3 and convective heat transfer values are provided to predict the average surface 

temperature. The results are shown in figure 3.  

From the figure 4, it is observed that the average surface temperature for all the three 

geometry is different and it is maximum for SG at h=50 W/m2K, which is 17.474 ℃. The 

maximum surface temperature for the LG and DG is 16.577℃ and 16.269℃ respectively. 

From the obtained results one can conclude that radial cooling approach for DG is good in 

terms of average surface temperature after 1 hour of cooling. 

 

Figure 4. Average surface temperature contour for Datum geometry (DG), Large Geometry 

(LG), and Small Geometry (SG) at the end of 3600 seconds for 1C discharge rate at h= 50 

W/m2K (i.e. forced cooling). 

Max. temperature of 17.483 0C at the cap

Max. temperature of 17.848 0C at the cap

Max. temperature of 16.79 0C at the cap 

DG

LG

SG



 

Figure 5. Variation of average surface temperature with time for 1C discharge rate at (a) h= 

20 W/m2K, (b) h=50 W/m2K 

The average surface temperature of the considered geometries are predicted and the values 

are compared in figure 5 for h=20 Watt/m2K and 50 W/m2K, simulating the natural and 

forced convective cooling.  

 

Figure 6. Maximum average surface temperature diffrance for DG, LG and SG for changing 

the heat transfer cofficient from 20 to 50 W/m2K 

As in the analysis when the convective heat transfer cofficient is chnaged from 20 to 50 

W/m2K the maximum surface average temperature fall is 2.954℃, 3.321℃ and 3.954℃ for 

DG, LG, and SG respectively, as shwon in Figure 6. The rate of cooling for the SG type 

battery on increasing the heat transfer cofficient is higher in comparision with DG and LG. 

This is because the difference between maximum average surface temperature and ambient 

temperature is high for SG type battery after natural cooling. 

(a) (b) 



 

 

Figure 7. (a) Variation of radial temperature gradient over the time for h=50W/m2K and, (b) 

Maximum radial temperature gradient for different geometry for h=50W/m2K. 

Radial temperature gradient plot versus time at h=50 W/m2K for radial cooling for all the 

three geometries is plotted in figure 7(a). This can observe that variation of radial 

temperature gradient for 1C rate for DG and LG is very close to each other. In figure 7 (b) 

this can be observed that maximum value of radial temperature gradient is minimum for LG 

and maximum for SG.   

4. CONCLUSION 

In the present work, the effect of geometry is clearly seen on radial convective cooling at 

different values of heat transfer coefficient. The cooling performance, in terms of average 

surface temperature, is most efficient for DG i.e. for 18650, intermediate for LG and least 

efficient for SG. It is also observed that, on increasing the value of heat transfer coefficient 

from 20 to 50 W/m2K the average surface temperature decreases for all the geometries. This 

can be observed from the above analysis that on increasing the heat transfer coefficient the 

rate of cooling is increasing. The rate of cooling is highest for SG type batteries at elevated 

heat transfer coefficient due the high temperature difference between battery surface and 

ambient.  

Radial temperature gradient is an important thermal parameter to analyze the life cycle and 

working conditions of cells. The non-uniform and high radial temperature gradient is 

dangerous and deteriorating. From the above analysis it has been observed that the radial 

temperature gradient is minimum for LG and highest for SG. The result can be different for 

different types of cooling process for different geometry. 

It is inferred from the present approach of radial cooling strategy that by increasing the 

diameter and decreasing the length of LIB, both the average surface temperature and radial 

temperature gradient will increase. Conversely, decreasing the diameter and increasing the 

length of the LIB, the radial temperature gradient will decrease and a very minute rise in 

average surface temperature will take place. If it is important to keep the radial temperature 

gradient in limit then LG type geometry can be used and if it is required to keep the average 

surface temperature low, then DG type batteries is suggested in case of radial convective 

(a) (b) 



cooling. Therefore, the present work gives a direction towards improving the cooling 

efficiency by using the optimum cell geometry. 

REFERENCES 

[1] T. Ahmad, A. Mishra, Energy Technology.2022, 10.2, 2100888.  

[2] G. Zubi, R. Dufo-López, M. Carvalho, G. Pasaoglu, RenewableSustainable Energy 

Rev. 2018, 89, 292. 

[3] M. S. Jo, S. Ghosh, S. M. Jeong, Y. C. Kang, J. S. Cho, Nano-Micro Lett.2019, 11, 

3. 

[4] M. Doyle, T. F. Fuller, J. Newman, J. Electrochem. Soc. 1993, 140, 1526. 

[5] A. R. Baird, E. J. Archibald, K. C. Marr, O. A. Ezekoye, J. Power Sources2020, 

446, 227257. 

[6] V. G. Choudhari, A. S. Dhoble, S. Panchal, M. Fowler, R. Fraser,J. Energy 

Storage2021, 43, 103234. 

[7] J. Hou, L. Lu, L. Wang, A. Ohma, D. Ren, X. Feng, Y. Li, Y. Li, I. Ootani,X. Han, 

W.Ren, X. He, Y. Nitta, M. Ouyang, Nat. Commun. 2020,11, 5100. 

[8] P. Ahmad, S. Shriram, K. Gi-Heon, Large Format Li-Ion Batteries 

forVehicleApplications, 2013, http://www.nrel.gov/docs/fy13osti/58145.pdf. 

[9] S. Ma, M. Jiang, P. Tao, C. Song, J. Wu, J. Wang, T. Deng, W. Shang,Prog. Nat. 

Sci.Mater. Int. 2018, 28, 653. 

[10] C. Forgez, D. Vinh Do, G. Friedrich, M. Morcrette, C. Delacourt,J. Power Sources 

2010, 195, 2961. 

[11] S. Abada, G. Marlair, A. Lecocq, M. Petit, V. Sauvant-Moynot, F. Huet,J. Power 

Sources 2016, 306, 178. 

[12] K. Makinejad, R. Arunachala, S. Arnold, H. Ennifar, H. Zhou, A. Jossen, W. 

Changyun, World Electr. Veh. J. 2015, 7, 1 

[13] X. Yang, X. Hu, Z. Chen, Y. Chen, Appl. Therm. Eng. 2020, 178,115634. 

[14] J. Newman, W. Tiedemann, AIChE J. 1975, 21, 25. 

[15] S Kala, A Mishra, Materials Today: Proceedings 46,1543-1556. 

[16] S Kala, A Mishra, V Shukla, Indian Chemical Society,2020 

[17] S. Li, N. Kirkaldy, C. Zhang, K. Gopalakrishnan, T. Amietszajew,L. B. Diaz, J. V. 

Barreras, M. Shams, X. Hua, Y. Patel, G. J. Offer,M. Marinescu, J. Power Sources 

2021, 492, 229594. 

[18] S. D. Chitta, C. Akkaldevi, J. Jaidi, S. Panchal, M. Fowler, R. Fraser,Appl. Therm. 

Eng. 2021, 199, 117586. 

[19] M.-K. Tran, A. DaCosta, A. Mevawalla, S. Panchal, M. Fowler, Batteries2021, 7, 

51. 

[20] D. Worwood, Q. Kellner, M. Wojtala, W. D. Widanage, R. McGlen,D. Greenwood, 

J. Marco, J. Power Sources 2017, 346, 151. 

 

 

 



Biographies 

Mr. Dwijendra Dubey received the bachelor's degree in Mechanical 

Engineering, the master's degree in, Engineering Mechanics and 

Design from Motilal Nehru National Institute of Technology 

Allahabad, Prayagraj, India, and currently pursuing the PhD from 

Motilal Nehru National Institute of Technology Allahabad, Prayagraj  

 

 

Dr. Ashutosh Mishra received the bachelor's degree in 

Manufacturing Technology, the master's degree in Production 

Engineering from IIT BHU, Varanasi, India, and the philosophy of 

doctorate degree in Structural Mechanics, Mechanical Engineering 

from Indira Gandhi Centre for Atomic Research (IGCAR), 

Kalpakkam, Chennai, India. He is currently working as an Assistant 

Professor at the Department of Applied Mechanics, Motilal Nehru 

National Institute of Technology Allahabad, Prayagraj, UP, India. His 

research areas include Mechanics of composites and 3D printed parts, Battery modeling and 

battery abuse testing, Mechanical behavior of metals, Macro mechanics of bones and tissues 

under time dependent and radioactive load, Application of mechanics in multidisciplinary 

field.. He has been serving as a reviewer for many highly-respected journals - Latin 

American Journal of Solids and Structures (SCI-IF=1.289), Journal of Materials 

Engineering and Performance (SCI-IF=1.652). 

 Mr. Taufeeq Ahmad received the bachelor’s degree in Mechanical 

Engineering Dev Prayag Institute of Technical Studies, UP, India, 

have done M.Tech in Engineering Mechanics and Design from 

Motilal Nehru National Institute of Technology Allahabad, 

Prayagraj, India. He is currently working in the research and 

development (R&D) department (Battery modeling) of 

SiegerRobotek Electric Pvt. Ltd., Sonipat, Haryana. 

 Dr.Ramesh Pandey received the bachelor's degree in Civil 

Engineering from Motilal Nehru National Institute of Technology 

Allahabad, Prayagraj, Indiaand the master's degreein Structuresfrom 

Motilal Nehru National Institute of Technology Allahabad, 

Prayagraj.He has done PhD in Composite Structures from Motilal 

Nehru National Institute of Technology Allahabad, Prayagraj and 

currently working as an Associate Professor at the Department of 

Applied Mechanics, Motilal Nehru National Institute of Technology Allahabad, Prayagraj, 

UP, India. His research areas include Solid Mechanics and Smart Composite Structure. 

 

 

 

 

http://www.google.com/url?q=http%3A%2F%2Fwww.igcar.gov.in%2F&sa=D&sntz=1&usg=AOvVaw1RIVl-4CXrgRp2tNNIcDN4
http://www.google.com/url?q=http%3A%2F%2Fwww.igcar.gov.in%2F&sa=D&sntz=1&usg=AOvVaw1RIVl-4CXrgRp2tNNIcDN4


Numerical Simulation of Shockwave/Boundary-Layer 

Interaction for Different Mach Numbers 

1Prateek Kumar, 2Shantanu Srivastava 

Department of Mechanical Engineering, Motilal Nehru National Institute of Technology 

Allahabad, Prayagraj, Uttar Pradesh, India 

prateek.2020TH15@mnnit.ac.in, shans@mnnit.ac.in 

 

Abstract  

This paper focuses on studying various sonic viscous flows in which the interaction of the 

shock wave and boundary layer dominates over the compression ramp corner. The 

interaction of the shockwave with the boundary layer is studied numerically by solving the 

Navier-Stokes system of equations for an unsteady flow using Mach numbers 1.5, 3.0, 7.0, 

and 10.30. The flow is modelled using the finite volume method with linear tetrahedral 

elements. Results include pressure coefficient and Mach number profiles. Dimensionless 

coefficient of pressure is calculated using a computational method and compared with 

experimentally obtained pressures for upstream and downstream surfaces for ramp angle 

30°. The construction of a numerical grid, taking into account, the effect of pressure jumps 

associated with shock waves on the boundary layer has been discussed. Comparison with 

the experimental data for the coefficient of pressure depicts that the turbulence model is 

appropriate for the calculation of total pressure. 

Keywords - Hypersonic, Supersonic, Boundary layer, Shockwave, Finite Volume Method 

Abbreviations- 

M            Mach number  

SW         Shock wave 

BL          Boundary Layer 

M∞          Freestream Mach number                                     

Rex         Local Reynolds number                                        

FVM       Finite Volume Method 

SWBLI   Shockwave boundary layer interaction 

P             Pressure 

S             Source 

u             Velocity in the x-direction 

Cp          Coefficient of Pressure 

t              Time 

 

Greek letters- 

τ             Shear stress  

μ             Dynamic viscosity 

ρ             Density 

ϕ             Flux 

Г             Diffusion coefficient 
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1. INTRODUCTION 

A shock front is a compression wave in supersonic flows that affects the flow properties 

across upstream and downstream locations. Typically, shock is a region where immense 

pressure, temperature, and momentum gradients occur. 

The presence of any obstacle in the supersonic flow-field creates oblique shock, strength of 

which is dependent upon the local Mach number and the ramp angle. The oblique shock that 

appears to be in contact with the fore-front of the bow is called as attached bow-shock, and 

beyond the maximum deflection angle, the separated shock waves bend and locate 

themselves at a short distance away from the body. 

The boundary layer (BL) is a thin region adjacent to the solid surface, where the viscous 

effects are under dominance. At the solid boundary, the fluid in contact assumes the velocity 

of the solid boundary. This is typically known as no-slip condition in the literature. The 

boundary layer develops in the region adjacent to the solid surface, in which the velocity 

gradients do exist. The velocity gradients are present due to the viscous nature of the fluid. 

A boundary layer may be laminar or turbulent in nature, which is strictly governed by the 

local Reynolds number. In supersonic flows, the boundary layers generated are turbulent in 

nature, exhibiting high dissipation.  

In laminar flows the boundary laminar flow occurs when the flowing fluid comes into 

contact with a layer of solid material. The boundary layer is created by the interaction of the 

fluid and a solid surface. The BL can detach from the surface even if the pressure is too high 

or the surface is curved. Even if the Reynolds number is high, the boundary layer can 

separate off from the surface. 

 

 

Figure 1. Shockwave-Boundary Layer Interaction over a compression ramp [1] 



Oblique shock waves can be generated when the supersonic flow is turned into itself, results 

in the rise in pressure and temperature sharply. As the pressure rises, the boundary layer 

gradually thickens until it comes in contact with the shock and then quickly thins again. This 

property can lead to the separation and reattachment of the boundary layer. The interaction 

mechanism between the BL and SW depends upon several factors, including: ramp angle, 

Mach number, and the type of BL. In turbulent flow, the interaction region can extend up to 

the wall. Previous studies have shown that shock / BL interactions have a significant effect 

on the distribution of pressure, velocity, and heat transfer along the wall. The model 

developed by the ramp and the flat plate is a case of SWBLI. The shape is simple, but the 

phenomenon observed in this problem is complex. BL detachment is generated by the 

interaction of the SW/BL with the strong gradient developed in the compression zone. The 

major parameters affecting SWBLI [2] are Mach number, temperature, BL, inclination 

angle, Reynolds number and chemical state of the fluid.  

The interaction between the SW and the BL produces a relatively weak shock on the 

compression front of the flat plate as shown in Figure 1. The shock wave caused by the ramp 

when comes in contact with the plate, the BL and upstream movement of pressure wave 

across the subsonic portion of the BL causes separation of flow which depends on the Mach 

number and ramp angle of the viscous fluid flow interaction parameters. There is a 

possibility that the presence of the bubbles causes detachment and reattachment shocks, the 

interaction of which creates a SW that comes in contact with the BL over the ramp based on 

the transfer of shock, shear layer, and the Mach number. Pressure and heat transfer increase 

rapidly downstream of reattachment due to flow recompression and peak occurs shortly after 

reattachment near the region where the boundary layer thickness is minimum. 

The interaction of the shock wave with the boundary layer (SWBL) forms a recirculation 

zone and a large effect zone downstream and upstream of the shock point of the incident 

shock wave as shown in Figure 1. Numerical modelling by solving the first principles of 

conservation-law is a basic idea for evaluating SWBLs. The phenomenon of SWBLI for 

Mach number above 1.2 has been studied for the past 50 years. The shockwave- boundary 

layer interactions are essential for hypersonic problems. Neil D. Sandham [4] focused on the 

fundamental problems of shock waves caused by supersonic free currents and wedges in 

shear wave dynamics. Primarily focus was on the modelling the issues that arise when 

wedges create flow fields in supersonic free- flow. The ability to perform direct and large 

vortex simulations has made it possible to study the interaction between fluids and their 

dynamics. He further concluded that his work could also be used to study the physical 

mechanisms involved in the flow. SW/ BL interaction was frequently observed in high-

speed currents by Ribhu Pal & Prince Raj Lawrence Raj [5] in which they observed large 

flow discontinuities and high heat transfer coefficient. The interaction between the BL and 

SW can cause blockages and increase flow rates. Numerical studies of the interaction 

between the BL and SW were performed at very high velocity concludes that the resulting 

separated bubbles were due to the strong interaction between the BL and SW. A detailed 

study of hypersonic currents governed by the interaction between SW and BL over the 

compression regime was conducted. The flow is investigated by the numerical simulation 

of the Navier-Stokes equation. The boundary layer interaction between the compressed 

corners and the shock wave was calculated using two explicit Taylor-Galerkin schemes [6] 

in which the temperature of the wall affects the condition of the BL in the form of wall 



thickness, coefficient of viscosity, Reynolds number. This effect becomes more important 

as the separation region is increased. 

2. NUMERICAL SIMULATION METHODOLOGY 
This section provides a case for evaluating the accuracy, power, and performance of the 

Navier-Stokes equation in context of a mesh applied to a hypersonic flow solution for 

validation. This simulation ignores high temperature effect which leads to the chemical 

reactions. 

In this study the simulation analysis has been done using a 2-D solver. The properties of 

fluid are taken as constant, with heat capacity ratio = 1.4 and Prandtl number = 0.74. In this 

study, the pressure coefficients and Mach no. downstream and upstream of the obtained 

corner is compared with the experimental results. The reason for the discrepancy between 

the experiment and the calculation is explained and will get the required turbulence model, 

numerical grid, and calculated parameters. 

 

2.1 Hypersonic flow across a compression corner  

In this study, a case study performed by Holden et al. (2006) [3] is examined for validation. 

This demonstration is extensively examined using computational and experimental 

techniques. The properties of fluid are provided with Mach number of 10.3. This validates 

the hypersonic flow scheme and explain to the understanding of the physical properties of 

the SW / laminar BL interaction problem. The boundary conditions for the flat plate problem 

are dimensions AB = 0.5, BC = L = 4.004, BD = 8.661, AF = 0.5, DE = 5.0, with a 30 ° tilted 

ramp. Entrance boundary conditions have been applied to AF and FE. Non-slip restrictions 

are imposed on BCG. At GE, boundary conditions are free and the free stream condition is 

assumed to be the initial condition. 

Following is the detail of the boundary, along with the boundary conditions considered for 

simulation. 

Table 1. Boundary with boundary conditions 

 

Boundary Boundary condition 

Inlet Velocity inlet 

Far-field Pressure far field 

Outlet Pressure outlet 

Flat plate and ramp section Wall (No slip) 

Symmetry Axis 

 

FVM is a technique for expressing and calculating partial differential equations in terms of 

the algebraic equations. "Finite volume" refers to the tiny volume that surrounds every node 

on the mesh. This method is conservative because the flow that goes into a particular volume 

is similar to the flow that goes out of an adjacent volume. The advantage of FVM is that it 



can easily be mapped to enable unstructured meshes. The conservation of a general flow 

variable is represented as a balance between different processes that likely to enhance or 

reduce it. 

𝜕(𝜌𝜙)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝜙𝑢) = 𝑑𝑖𝑣(Γ𝑔𝑟𝑎𝑑𝜙) + 𝑆𝜙 

The expression can be expressed as – 

Rate of increase in flux of fluid element + Net rate of flow of flux out of fluid element
= Rate of increase of flux due to diffusion
+ Rate of increase of flux due to source 

The CFD code is used to handle the most important transport phenomena: diffusion 

(transport by point-to-point variation of φ), convection (transport by fluid flow), and source 

terms (related to formation or the reduction of φ) and the rate of change over time. The 

SWBLI numerical model for slopes is based on ANSYS / FLUENT used finite-volume 

discretization for the generation of the grid. The selected viscosity model can be achieved 

with two equations. The viscosity is estimated with the help of 3-factor Sutherland equation 

accessible in Fluent-19. 

 

Figure 2 Computational domain with corresponding dimensions  

The Fluent Handbook recommends a Sutherland formula with moderate temperature and 

pressure and is compared to the modelling of the flow field assuming a constant molecular 

viscosity (assumed at 273 K) with the results achieved by the Sutherland viscosity model 

accessible in Fluent-19 adopted for the entire flow field in the presented calculations. BL 

separation depends primarily on the viscosity in the BL adjacent to ramp where the air 

temperature approaches the temperature of the wall at 290K. 



3. RESULTS AND DISCUSSION 

 

 

 

Figure 3. Mach number contour and Pressure Coefficient Contour obtained at M=10.3 

using ANSYS-FLUENT 19.2 

 

 

Figure 4. Variation of Coefficient (Cp) of pressure over the Flat plat and Compression 

Ramp arrangement. 

From the above Mach number contour, it is clear that at Mach number 10.3, the shockwave 

and boundary layer interaction induce separation. A recirculation region is formed near the 

compression corner. 

The coefficient of pressure (Cp) obtained after simulation shows a similar trend, and the 

value of the maximum coefficient of pressure (Cp) is identical to the result obtained by 

Holden (2006) and Bono (2008). 



 

Figure 5 Grid Independence Study for variation of Coefficient of pressure along with the 

Flat plat and Ramp arrangement 

 

In the Grid independence test P1, P2, and P3 are the curves obtained by computation at Mach 

number 10.3.  

Table 2 Meshing Properties of Computational Domain for GIT 

 

Properties Computational Domain 

Element size (in mm) (6 x 6) (5 x 5) (4 x 4) 

No. of Grids (in 

millions) 

0.61 0.80 1.25 

Max. Aspect Ratio 5.31 7.12 9.54 

Max. Orthogonality 0.998 0.998 0.999 

Max. Skewness 0.80 0.82 0.84 

 

It is observed after computation that there is no significant change in Coefficient of pressure 

(CP). However, there is a slight variation in CPmax. The trend in the variation in Coefficient 

of Pressure (CP) is similar in all three cases, which are compared and show good agreement 

with the result obtained [6]. This indicates that the solution obtained can be considered to 

be grid-independent. 

 



 

 

Figure 6. Mesh Generation in ANSYS Fluent 19.2 

To study the boundary layer effects, the elements are dense over the flat plate and ramp 

section to get the enhanced and detailed output contour. In this present study the element 

size taken is 0.005 x 0.005, and the domain area is 18.931m2. The present computation is 

carried out by providing boundary conditions as the inlet is considered velocity inlet, flat 

plat along with compression ramp is considered the wall, far-field is considered pressure far-

field and outlet as pressure outlet. 

 
(i)                                                                   (ii) 

 



 

(iii)                                                                      (iv) 

 

(v)                                                                        (vi) 

Figure 7 Mach number contours for (i)M=7, (iii)M=3, (v)M=1.5, and Pressure contours for 

(ii)M=7, (iv)M=3, (vi)M=1.5 with tetrahedral elements computed in ANSYS-FLUENT 

19.2 

The different Mach numbers considered here from Supersonic to Hypersonic range are 

simulated for a contour comprising a flat plate and ramp section without a gap in the 

arrangement. At Mach number (M=7), strong oblique shock is observed over the 

compression ramp, whereas at Mach number (M=3), an oblique shock along with Mach 

reflection is obtained, but this oblique shock is not as strong as observed at M=7. At Mach 

number (M=1.5), near the transonic range, a shock that approaches the weak oblique shock 

is observed in front of the compression corner over the flat plate as the wave is turned into 

itself when it approaches the sharp compression corner. 

For different Mach numbers considered, initially pressure at Inlet is provided as 10 bar for 

all the cases considered, Prandtl number considered is 0.74, and variation in pressure is 

obtained, which shows that at high Mach numbers, high-pressure gradient is obtained at 



the sharp compression-corner. The separation and reattachment of shock are observed as the 

Mach number varies from Supersonic to Hypersonic for the computed domain. 

4. CONCLUSION 

 

• Variations of Mach number and Pressure are determined based on simulation. Good 

conformity is observed between the computational and experimental results. 
• Significant pressure-rise and separation and reattachment of shock are seen at a 

high Mach number.  

• This simulation gives the idea that a turbulent model (Realizable k- ԑ) provides 

better prediction of flow separation at adverse pressure gradient relieves the user 

from more time consuming for developing an appropriate mesh that leads to an 

optimal solution.  

• Shock obtained over the compression corner shows that the angle between the ramp 

and shock decreases as the Mach number increases from 1.5 to 7.  
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Abstract 

Our dependency on the nonrenewable energy resources is increasing day by day, whereas the 

resources are scares. Therefore, it is the present need of humankind to look at some another 

sources of energies so that our future generation can also use the less available resources. 

Looking at renewable sources of energies, the most effective and abundant energy resource is 

solar energy. There are various generation of solar cells but among them 3rd generation solar 

cell shows greater efficiencies. One of most popular technology from 3rd generation solar cell 

is perovskite solar cell which has shown a tremendous increase in the efficiency in a decade 

period. Cost of fabrication is also very low and also it shows tremendous efficiency and various 

other properties. There is a stability issue related to perovskite solar cell which when reduced 

completely can make these solar cells a very good alternative for commercialization purposes as 

compared to Silicon Solar cell. Several obstacles need to be handled before it can be entered in 

the market of photovoltaics. Inspite of high PCE the instability of perovskite should be addressed 

and also it should be fabricated at lower processing temperature. 

Keywords. Perovskite Solar Cell, Power Conversion efficiency, Open Circuit Voltage, Current 

Density. 

1. INTRODUCTION 

As the industrialization is growing day by day, and the fact that fossil fuels are nonrenewable 

sources of energy which pollute our environment and demand is increasing at very high rate, 

therefore this has put a pressure on humans to develop some sources which can be capable of 

meeting our demand. Fossil fuels has an adverse effect on the environment therefore to reduce 

this, people are seeking clean renewable energies to replace fossil fuels [1]. Basically, our energy 

resources are categorized as renewable resources of energy and nonrenewable resources of 

energy. As our population is tremendously increasing therefore use of nonrenewable resources 
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are increasing very rapidly. If we keep on consuming the nonrenewable energy resources at the 

same rate, then our future generation might not use it because they are on the verge of extinction. 

Therefore, among the various renewable energy resources we need to look at which energy 

resources are easily available and can be useful for providing a large amount of energy. Among 

various renewable energy resources solar energy is one the important source because it provides 

us a very large amount of energy continuously throughout the year. Sun is a very enormous 

source of energy and we are currently unavailable to use its energy properly. There are various 

technologies available for the generation of solar energy [2]. One of the most advanced and 

popular technique which researchers have found in previous decade is Perovskite solar cell 

which requires easy laboratory preparation methods and on the other hand it is very cost effective 

technology [3]. The increase in efficiency, fill factor, Open circuit Voltage, Current density, etc. 

has taken place very rapidly. As compared to Silicon solar cell in which the efficiency of 25% 

has reached in 60 years whereas it only took 10 years to reach to that level. Therefore, it plays a 

major role in generation of electricity in the upcoming years which will provide a great support 

in decreasing the use of nonrenewable energy resources which produces a lot of pollution and 

also, they are very scarcely available resources. 

2. GENERATIONS OF SOLAR CELL 

Different Generations of solar cells are shown in Figure 1. There are 3 generations of solar cell. 

Since the development of first solar cell a large number of researches started on solar cell and as 

the time progresses 3 generations are developed which have different advantages as well as 

disadvantages 

 

Figure 1. Generations of Solar Cell 

2.1 First generation 

These are based on Silicon wafers and it is playing a vital role in the photovoltaic market. Mostly 

these solar cells are made of crystalline silicon which can be either single-crystal or poly-crystal 

silicon wafers having a high purity. Although these have an efficiency in the range of 20 % but 



 

 

they have a disadvantage that for the large scale production the manufacturing cost rises to very 

high level and also its method of production has a poor impact on environment. 

2.2 Second Generation 

These are based on thin film technology. A very thin film of active material is deposited on the 

substrate. Due to this reason the use of active material is reduced and also it helps in decreasing 

the weight and making the cell more flexible. Some of the active materials used are Cadmium 

Telluride (CdTe) or Copper Indium Gallium Selenide (CIGS). The efficiency of second 

generation solar cells is around 20 % but it still faces the difficulty of production at large scale 

and also the availability of the Te, In, and Ga is difficult.  

2.3 Third Generation 

These are the latest technology solar cells that aims at producing the solar cells which has a great 

efficiency and also it can be manufactured at low cost. Various efforts are made on this 

technology so that it can be used for industrial purposes which can solve the problem very easily 

since they are of low cost with a great efficiency. Organic solar cells, quantum dots solar cells, 

dye-sensitized solar cells (DSSCs), perovskite solar cells are some of the examples of third 

generation solar cell. As we can see from Figure 2 that the third generation solar cells are 

showing a great efficiency as well as the cost of the solar cells are also very less as compared to 

other generations. Therefore, various measures are taken by researchers to increase the 

efficiency and making low cost solar cells [4]. Perovskite solar cells are one of those types of 

solar cells that had taken a very rapid growth and the efficiency of these solar cells are increased 

in the upcoming years also. 

 

Figure 2. Efficiency and Cost Comparison of different Generations of Solar Cell[6] 



 

 

3. PEROVSKITE 

In 1939 Gustav Rose found this mineral in Ural mountain, Russia. Lev Alekseevich Perovski, a 

mineralogist had done the research and hence was named as ‘Perovskite’. Mitzi et al. reviewed 

the optoelectronic properties of the perovskites in 1991 [5]. The report shows that the perovskites 

has strong excitation properties and therefore may be used in LEDs, transistors and solar cell. 

The process of Photovoltaic generation was firstly being observed in this material by Kojima et 

al. in 2009 [6]. First use of perovskite material in solar cells application was by using it as a 

liquid sensitizer in DSSC architecture [7]. Since first use of perovskite in solar cells, the 

efficiency of perovskite solar cells has increased from 3.81% to 25.8 %. 

4. STRUCTURE OF PEROVSKITE 

Compounds with perovskite structure have a chemical formula of ABX3, where an A Cation is 

present at the eight corners of the cubic cell and the B Cation is present at the body center, 

surrounded by six X Anions (located at the face center), forming a BX6 octahedron [8]. Some 

of the examples of cation and anion are shown in Figure3. 

 

 

Figure 3. Examples of Cation and Anion 

5. PEROVSKITE SOLAR CELL 

Perovskite Solar cell was firstly developed in 2009 by Kojima et al. At the time of its 

development its model was taken from DSSC Structure with a slight modification in it. But due 

to the presence of liquid electrolyte it could not work for longer duration. [9].Therefore, after 

many years of hard work the PCE of perovskite solar cells is increased from 3.51 % to 25.8 %. 

The researchers working in the area of DSSC and Organic solar cells are mostly influenced by 

this technology because PSC consist of similar structure and components. [10] 

5.1 Major Components of Perovskite Solar Cell 

There are 4 major components of the Perovskite Solar cell as shown in Figure4. Main component 

of perovskite cells consists of absorber layer which is generally made up of MaPbX3, FaPbX3 



 

 

and various others. Electron transport layer is generally made of TiO2, ZnO, Al2O3 [11]. Hole 

transport layer is generally made up of Spiro-OMetad, Pedot etc. and metal electrode is made up 

of silver or gold layer. [12] 

 

Figure 4. Components of Perovskite Solar Cell [8] 

The Configuration of Solar cell is shown in Figure Error! No text of specified style in 

document... Various components of the Perovskite Solar cells such as metal Cathode, Hole 

Transport Layer, Perovskite Layer, Electron transport Layer, FTO glass are shown. 

 

Figure Error! No text of specified style in document.. Structure of perovskite solar cell [12] 

6. PROGRESS IN PEROVSKITE SOLAR CELLS 

Kojima et al. discovered a new type of solar cell by doing some modifications in DSSC structure. 

The results obtained was great and they obtained the efficiency of 3.51%. The perovskite was 

used as a liquid sensitizer, but due to the presence of liquid electrolyte, the system was extremely 

unstable and it could not work for longer duration. The device configuration which was used 

was (Pt-FTO/Electrolyte solution/CH3NH3PbI3/TiO2) [9].Park et al. make use of quantum dots 

of nano-crystalline material and used dye-sensitized method which in turn increases the cell 

efficiency from 3.8% to 6.54% and they found that still the device performs for only 10 min. 



 

 

This is because of the dissolution of quantum dots in the electrolyte. Due to instability by liquid 

electrolytes, this architecture does not meet the expectation. The device configuration which was 

used is Pt/Liquid Electolyte/ CH3NH3PbI3 (QD) / TiO2/FTO [13]. Kim et al. solve this problem 

of liquid electrolytes by developing solid-state Photovoltaic Solar cell. The Spiro-OMeTAD has 

been used as a HTL and hence the efficiency increased to 9.7%. The device configuration which 

was used is Au/spiroOMeTAD/ CH3NH3PbI3/mTiO2/FTO. Due to this a tremendous change 

occured in the field of the PSCs which increases the PCE and also raised the stability. [14]. Also, 

in the same year Lee et al. developed a device efficiency of 10.9% with the open-circuit voltage 

higher than 1.1 V. [15]. Burschka et al. found the efficiency of 15% with the help of 2-step 

sequential deposition technique by making it in planar architecture. This is done through the 

sequential deposition method in which they firstly deposited PbI2 layer and then deposition of 

CH3NH3I.The device configuration which was used is Au/spiroMeOTAD/TiO2/ 

CH3NH3PbI3/Glass [16]. Im et al. manufactured solar cells with two-step solution processing in 

which MAPbI3 is used. Due to the regulated size of the MAPbI3 cuboid, which allowed good 

light harvesting and increased charge transportation, high performance is achieved. The solar 

cell's efficiency is therefore increased to 17.01 %. The device configuration which was used is 

Au/spiroMeOTAD/TiO2/CH3NH3PbI3/Glass [17]. A technique in which Yang et al. deposited 

improved quality FAPbI3 film with (1 1 1) crystallographic orientation, uniform, dense and large 

microstructures was developed. In place of CH3NH3PbI3, they used FAPbI3 and achieved 20.2 

% efficiency. The device configuration which was used is Au/PTAA/Perovskite/(bl/m-

TiO2)/FTO [18]. Li et al. fabricated a perovskite film which has uniform morphology as well as 

crystalline behavior. They used VASP in which FA0.81MA0.15PbI2.51Br0.45 was used as an 

absorber layer. Due to this reason PCE of 20.5% was achieved. The device configuration which 

was used is Au/Spiro-OMeTAD/Perovskite/m-TiO2/ bl-TiO2/ FTO [19]. Bi et al. have reported 

a new technique to manufacture perovskite film in the same year and improved electronic 

properties due to polymer usage. Growth and nucleation processes are increased by the use of 

poly methyl methacrylate (PMMA) and 21.6 % efficiency. The device configuration used was 

Au/Spiro-OMeTAD/Perovskite/m-TiO2/ Perovskite/bl-TiO2/ FTO [20]. Many cations, such as 

FA and mixed halide anion, were used as an absorber layer by Yang et al. By adding iodide 

solutions to the organic cation solution, they reduce the concentration of deep-level defect states. 

This enables to reach uptoPCE of 22.1% for small scale and 19.7% in 1 cm2cell.The device 

configuration which was used is FTO/TiO2/m-TiO2/perovskite composite layer/perovskite 

upper layer/PTAA/Au [21]. The Chinese Academy of Sciences researchers developed a solar 

cell device which has shown a great efficiency of 23.3%. Jung et al. developed a solar cell made 

of P3HT as a hole transport layer. In this a thin layer of halide perovskite is deposited which 

have very high bandgap. The PSC of the device came out to be 22.7%. The device configuration 

which was used is FTO/d-TiO2/mp-TiO2/NBH/P3HT/Au [22]. This type of perovskite solar cell 

is developed by Mingyu. Jeong et al. using isomeric HTM instead of normal HTM and therefore 

due to this reason the efficiency is increased upto 24.82%. Spiro-OMetad was used as hole 

transport material. Also, the stability of solar cell was increased upto a great extent [23]. Min et. 

al created an interlayer between SnO2ETL and perovskite layers to minimize interfacial defects. 

This interlayer enhances charge extraction and transport from perovskite layer and efficiency is 

also maintained to about 90 % after 500 hours of light exposure [24].  



 

 

6.1 Improvement in the Power Conversion Efficiency of PSC 

As we can see from the Figure Error! No text of specified style in document. that the efficiency 

of PSC started from 3.8% in 2009 and in a very less amount of time the efficiency has come a 

long way to 25.8 %.This change occurs by developing various changes in the device 

configuration and by changing the materials required in the fabrication techniques of PSC 

[24]..In 2009 when it was firstly used by kojima et al. then the PCE was coming to be 3.8%. 

kojima fabricated their device by using DSSC structure but it doesn’t have much stability 

therefore park et al. uses quantum dots so the efficiency is increased to 6.54%.Kim et al. solve 

this problem of liquid electrolytes by developing solid-state Photovoltaic Solar cell and the 

increased efficiency is found 9.7%.by changing the carrier transport material the efficiency is 

increased and also as the time progresses many researchers who have made their contributions 

and now the PSC stands at 25.8 %. The life of solar cell is increasing and in near future there is 

a scope of much more enhancement in the efficiency. 

 

Figure Error! No text of specified style in document.. Power Conversion Efficiency 



 

 

6.2 Improvement in the Fill Factor of PSC 

The ratio of actual maximum available power to the product of the open circuit voltage and short 

circuit current is known as the fill factor. In assessing efficiency, this is a key parameter. The 

Fill Factor is a measure of the I-V curve's "squareness”. As it is clear from the Figure 7 that the 

increase in the fill factor in case of perovskite solar cell is upto a great extent in the last decade. 

 

Figure 7. Increase in Fill Factor 

6.3 Improvement in the Open Circuit Voltage of PSC 

Open-circuit voltage is the electrical potential difference between two terminals of a device, 

when disconnected from any circuit. This is achieved if there is no attached external load and no 

external electric current flows between the terminals as well. From the year of development of 

PSC and till now there has been a continuous growth in the open circuit voltage because 

researchers are doing various modifications in the material and the fabrication techniques of the 

PSCs [25]. The growth rate is so fast that PSC has made a great impact in the field of solar 

energy and the number of researchers related to PSC is increased rapidly. It is shown in Figure8. 



 

 

 

Figure 8. Improvement in Open circuit Voltage 

6.4 Improvement in the Current Density of PSC 

Current density is the amount of charge per unit time that flows through a unit area of a chosen 

cross section. A continuous growth in the current density is seen. In 2009 at the time of PSC 

development it was 11 mA/cm2 and now it has reached to 25.7 mA/cm2. Current density plays 

a important role in case of solar cells applications [26]. This increase in the current density of 

the perovskite solar cells make this solar cell a very advantageous for various solar energy 

applications. It is shown in Figure 99. 



 

 

 

Figure 9. Improvement in Current Density 

7. CONCLUSION 

Renewable Resources of energy are capable of producing a large amount of power because its 

availability is very large and throughout the year. The only reason for a lesser consumption of 

these resources is that we are not having a great technology so that we can fulfill our needs from 

these renewable energy sources. Whereas many steps are taken in the recent years for enhancing 

the use of these resources. Perovskite solar cells shows a great result in producing the energy 

from the sun via photovoltaic effect. There is a tremendous increase in the efficiency, fill factor, 

open circuit voltage, current density etc. by changing the configuration of the device. The 

development was so quick that it gained interest of lot of researchers and various other methods 

were adopted in order to increase its performance. If some stability related issues are solved in 

the upcoming years then it can prove out to be one of the greatest techniques which can be used 

for commercialization purposes. 
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Abstract  
 
This experiment gives an alternative cooling method of photovoltaic (PV) solar panel using 

water spray. The PV panel has a specific experimental setup at Sultanpur (India) explained in 

detail. This set up tested in a geographical location with different climate conditions. It was 

found that by spray cooling, the temperature of the panel decreases on average 53℃ to 23℃ in 

both case of up and bottom cooling and total power was increased by 15.3%.Apartfrom that 

effectiveness of the system also increased by its cleaning effects. The efficiency of this solar PV, 

as well as water-based crystalline, gets reduced with the increase of panel temperature. It was 

also observed from the experiment that the efficiency of PV cells dropped by 0.5% with 

anincreaseof1℃ofpaneltemperature. 

 

Keywords. Experimental analysis, photovoltaic solar panel, cooling, water spray method, 

efficiency. 

 

1. INTRODUCTION 

Photo-voltaic (PV) cells are widely adopted as one of the most significant sources of renewable 

energy applications that can utilize solar energy by converting solar irradiance into direct current 

(DC) electricity [1,2]. According to the PV cells manufacturing materials, converting of solar 

irradiance into direct electricity can be achieved with various conversion efficiency 

atratingvaluesbetween7and40% [2,3].From the solar radiation incident on the surface of PV 

cells, a range of about 80% can be absorbed, however, only a small portion of the absorbed 

incident solar energy is converted into electrical energy based on the conversion efficiency of 

the PV cell manufacturing technology [4]. The remainder of absorbed energy is overheating the 

PV cells and according to many researchers, the operating temperature of the PV cells above the 

ambient atmospheric temperature byabout40°C [5–7]. 

The reason for overheating is since PV cells convert a certain band of the coming irradiance 

spectral wavelength that is responsible for light direct converting into electrical energy, while the 
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remaining spectral wavelength is overheated by the PV cells [8]. Elevated temperatures of the 

PV panels are considered one of the most critical issues especially in hot climatic regions causing 

a series drop in PV electrical conversion efficiency by about 0.5%/1 °C for every degree rise of 

the PV panel temperature and reducing the lifetime of the PV cells [9]. 

Thus, an integral cooling system of PV cells during operation is the task of great significance to 

enhance the performance of the PV cells with an efficient conversion process, particularly in 

sunbelt regions. Furthermore, the presence of the cooling system will help in decreasing the 

overall cost of solar cells, prolong the PV cell’s lifetime, encourage solar cell industries, and 

ensure maximum output power from the installed PV cells [10]. The cooling method is water and 

air normally. Air takes less amount of energy compared to water cooling however the cooling 

capacity of water is more, water can be circulated for recoiling purposes and warm water can be 

used for domestic purposes like bathing washing, etc. It is experimented and checked out that the 

surface of the solar cell is not allowedabove46℃.Whenexplosivesperiod4hoursofthewater-

basedcoolingsystem. Module constructed such that solar energy Impact on more area and cooling 

Medium also [11]. 

The main cooling system for reducing solar panel temperature is an active and passive cooling 

system. The case of active cooling requires coolant like air and water which is worked with a 

favor electric motor. Where in the case of passive cooling there cooling is divided into three 

main categories passive cooling of the air, passive cooling of water, and conductive cooling 

natural convection is done by heat exchange sink, heat pipe, etc. are used in passive cooling. 

Modern cooling technologies include phase change material (PCM) nanotechnology (nanofluid) 

sinks thermoelectric generators microchannel. 

Previously different cooling techniques were discussed such as solar panel air cooling was 

invented when the panel was cooled by air then panel temperature decreases to 4℃ and its 

efficiency increases about 2.6% while in the case of water the temperature decreases to 8℃ and 

system efficiency increase up to 3% [12]. Shelby et al. [13] examined that the efficiency of solar 

panel water cooling is more than air cooling also it was also examined that the total power output 

of photovoltaic panels increases 33.3%, 25.9%, and 27.7% with the help of water spray cooling. 

The panel temperature falls from 57.1% to 24.7℃ and 26.4℃ by water spray cooling. While 

PCM absorbs or releases significant quantities when it is realized to change their physical state, 

PCM has high absorber capacity latent heat before phase change solidifies or melts [14]. Apart 

from this Lupu et al. [15] examined that heat pipe cooling improved the thermal efficiency of the 

PV panel by 13.9%. Apart from this heat pipe uses sealed pipe which should have a high value 

of thermal conductivity like as copper-silver etc. The heat pipe converted solar panel heat to air 

or water this lowered system heat and improved system efficiency. Apart from that other cooling 

techniques were discussed previously such micro-channel heat exchanger [16], solar panel nano 

fluid cooling [17], and solar panel evaporative cooling [18]. 

It was observed from the literature survey that various research was present on solar panel water 

spray cooling but only a few manual works achieved above 25% efficiency. The novelty of this 

study is to analyze the PV panel cooling system and its thermal aspect for Sultanpur (India). 

Effects of the number of the nozzle, the distance between nozzle and panel, angle of the spray 



nozzle, and angle of the panel concerning the surface on system performance have been 

examined. 

2. EXPERIMENTAL SETUP AND PROCEDURE 

An experimental setup has been developed to study the performance of a photovoltaic panel with 

spray cooling. The main component soft his experiment area  solar panel nozzle strainer, motor 

pump, and a tank. The solar panel is located at some angle from the earth's surface. It is situated 

on the four pillar tidewaters pulled from the tank by an electric motor which has some power 

after pulled arthritis sprayed by a nozzle on the surface of the solar panel. After’s praying the 

cooled the panel temperature, therefore, panel t temperature falls from the rated temperature, 

water is full slides on the panel surface so that with cooling action, cleaning action also done. 

Water falls into the tank after sliding downs. This water, again and again, recalculates via a softer 

pipe. The water distribution system is located on a flexible pipe around 4 mm India meter on 

which the nozzle is fixed. The distance between the nozzle and panel surface is around 80mm 

from the front and back side150mm. 

In general water spray cooling is more efficient than the other cooling media. Except for that 

water submerged method in which higher efficiency was obtained. Water spray also acts as a 

self-cleaning agent from a good cleaning action technique. The surface of the panel is made bless 

coefficient of reflex ion material. Less reflection means more light is observed by the surface and 

also it has low weight than other materials. When the solar light falls on the surface of a 

photovoltaic cell them most infra radiation is absorbed by the surface. The remaining light is 

generated into electricity by the photovoltaic cell. The solar panel water spray cooling system 

remains on the roof of hostel of KNIT Sultanpur India for several days during June 2021. The 

geographical location of this place is the latitude, longitude & altitude respectively, is 26.270 N& 

82.070E and 95meters above the sea-level. The schematic diagram and photograph of setup are 

showninFigure1 and Figure 2 respectively. 

Figure 1. Schematic diagram of solar panel water spray cooling system 



 

 

 

 
Figure 2. Photograph of Solar Panel Water Spray Cooling System 

 
The main components used in the solar panel water spray cooling system and their 

specifications are described as  

 

2.1 Solar panel stand: a stand is necessary for holding the panel. It has four legs in taper form. 

It is constructed by iron material and parts are welded having dimensions 1.0414m X0.6604m. 

The length of the small and bigger leg is 0.2286m and 0.5588m respectively. It has a nozzle 

mouth from bigger legs at height. The nozzle diameter mouth is 1.51mm as displayed in figure. 

 

2.2 Nozzle pipe: A PVC material pipe is used for transferring water from the bucket to the nozzle 

mouth. It has a length of 1.5m and 1.38mm in diameter as shown in Figures 1 and 3. Motor: The 

motor is used for the conversion of mechanical energy into hydraulic energy. It generates flow 

with power and according to the load manages the pressure. An AC motor 18W, 165-

230V/50Hzis used for pulling water from the reservoir and send to the nozzle pipe. Its photograph 

is shown Nozzle: for spraying water, a 1.38m diameter nozzle is used. It is made of steel 

materiality has many small holes for spraying to water. Solar panel: Photovoltaic modules use 

for the generation of electricity by use of light energy (photons) mast modules use thin-film cells 

or water-based crystalline silicon cells. All cells one electric cell is so connected that mechanical 

damage and vibration do not take place. A 12V power solar panel is used for cooling purposes. 



Its length is 1.0414 m and its width is0.6604 m. This solar panel is fixed on the solar panel stand. 

The panel absorbs solar energy and converts it into electrical energy as illustrated in Figure (2.1) 

and (2.3). 

 

2.3 Water reservoir: A water reservoir is used for the flow of water. It is used for the continuous 

supply of water. The motor is fully dipped inside it and pulled waterbrain. 

 

Figure 3. The Component Used in The Experimental Setup 

 

Apart from this for calculating the performance and characteristics of the solar panel water 

cooling spray following instruments are used.  

2.4 Temperature sensor: the temperature at the required places was measured by the digital 

sensor and shown by Figure 4. This sensor can be used to measure the temperature in the range 

of -50℃ to 110℃ with accuracy + 1℃. 

2.5 Whirling hygrometer: whirling hygrometer is used for measuring dry bulb temperature and 

wet bulb temperature. It can measure the dry bulb and wet bulb temperature to 20 Fahrenheit can 

be seen in Figure 4.  

2.6 Anemometer: the wind velocity affects the temperature of the solar panel; its speed is 

measured by an anemometer as shown in Figure 4. The range of velocity of the anemometer is 



0to 45 m/s with a range of operating temperature– 10℃ to 50℃ and humidity 40% RH – 85%RH 

respectively. 

2.7 Voltmeter: voltmeter is used for measuring to voltage and the current value of the solar panel. 

It can measure the maximum voltage is 600V and the maximum currents 10A.It has three polls 

one is voltage, and another is current and in between to this neutral pole. 

2.8 Electronic digital caliper :electronic digital calipers used for measuring the dimension of 

different sections. It can measure in both units like mm and inch. It can measure maximum 

dimensions int he ranges of 150mm. Its photograph can be configured 4. 

 

Figure 4. Instrument Used in The Experimental Setup 

 

In summer conditions the temperature of solar panels generally gets very high consequently the 

value of power output becomes decreases. We are cooled to solar panel and getting reached to 

anormal temperature of the solar panel so in this way the efficiency of my system becomes 

improved. 

2.9 Working Procedure 

First, a water reservoir is taken, and solar panel put on a solar panel stand generally sliding on a 

panel and going out from panel surface for pulling to water from reservoir an AC motor issued 

which is pulled water from reservoir and water goes inside the nozzle and the water comes out 

from nozzle in the form of a spray. Become water expands during spray so its temperature 



becomes down in some amount. The panel so in this way, cleared to the panel surface and cooled 

it. We have taken reading every 5 to 10-minute interval and noted voltage, current, DBT and 

WBT reading, and air velocity because velocity affects the panel temperature by the process of 

forced convection. The water spray cooling technique aim stoa cheval overtemperatures of solar 

panels in this way increasing the photovoltaic panel power output. If we wantto apply water spray 

on both sides of the panel front and backward both then suppose Gsis the incoming solar 

irradiation APis the total solar panel area. Now we are interested in convertinguse of full power 

output of this incoming solar radiation. Solar energy of this in radiation is wanted into uncreative 

solar. 

According to this Figure 5, it can be seen Q is the total heat loss, in convection 𝑄𝐶 ,𝑄𝐸 is the total 

evaporation heat and 𝑄𝑅is the radiation heat l loss. 

Then the total solar irradiation is expressed as 

𝑄𝑆𝑂𝐿𝐴𝑅 =  𝛼 𝐺𝑆𝐴𝑃(1) 

Where, α,𝐺𝑆and𝐴𝑃absorptive coefficient, solar irradiation, and panel area, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.Net Heat 

Loss from Solar Panel Overall photovoltaic heat loss 𝑄𝐿𝑂𝑆𝑆 can be calculated by 

𝑄𝑐 +  𝑄𝑅 + 𝑄𝐸  = 𝑄𝑙𝑜𝑠𝑠            (2) 

Where QC, QR, QEare convection heat loss, radiation heat loss, evaporation heat loss respectively 



If we total heat loss considered the heat exchange by front and back side of the PV 

Total convection heat loss is 

𝑄𝐶𝐹 + 𝑄𝐶𝐵 = 𝑄𝐶                         (3) 

Convection heat loss from the front side isa also calculated by given below 

𝑄𝐶𝐹 = 𝐹𝑟𝑜𝑛𝑡 𝐴𝑃 (𝑇𝑃𝐴𝑁𝐸𝐿 𝐹𝑅𝑂𝑁𝑇  - 𝑇𝑃𝐴𝑁𝐸𝐿 𝐹𝑅𝑂𝑁𝑇  )  (4) 

Same as from back side 

𝑄𝐶𝐵 = ℎ𝑏𝑎𝑐𝑘 𝑠𝑖𝑑𝑒 𝐴𝑃 (𝑇𝑃𝐴𝑁𝐸𝐿 𝐵𝐴𝐶𝐾𝑆𝐼𝐷𝐸 - 𝑇 𝐴𝐼𝑅 𝐵𝐴𝐶𝐾𝑆𝐼𝐷𝐸 )   (5) 

Total radiant or heat loss is expressed as. 

𝑄𝑅𝐹 + 𝑄𝑅𝐵 =  𝑄𝑅(6) 

Total heat radiation QRc ana also be calculated by 

𝑄𝑅 =  𝜎 𝜀𝐴𝑃𝐹𝑋𝑌 (𝑇𝑥4 − 𝑇𝑦4)  (7) 

Where x subscription denoted that front side any description denoted that backside, and Fxy, TX, 

Ty, 𝜎, AP andε are view factor of both side, front side temperature, backside temperature, 

StefanBoltzmann Constant, panel area, emissivity respectively. 

Thetotalevaporationheatlossdependsonbothrelativehumilityandsurroundingairtemperature and 

the velocity of air respectively. Total heat loss evaporation depends on applied water flow 

temperature i.e., the boundary layer of the photovoltaic panel this can be explained. 

𝑄𝐸 =  𝑄𝐸𝐹 + 𝑄𝐸𝐵(8) 

The evaporation heat loss also can be written as. 

𝑄𝐸 = 𝑒 𝐴𝑃 (𝑃𝑆 − 𝑃𝑅)𝑟 (9) 

Ps, Pd is the partial pressure the total evaporation heat loss depends on the relative 

humidityvelocity of the air and the temperature of the water spray and the purpose of the spray 

of water is to increase overall heat refection by evaporation it strongly depends on evaporation 

coefficient. 

(e) (where evaporation coefficient greatly depends on the air velocity in case of turbulent flow it 

directly depends on the convection heat transfer coefficient). 

Furthermore, depends on surrounding air temperature relative humidity as well as the 

temperature of the thin boundary layer. 

Also following equations has been considered for the performance calculation During cooling of 

PV, panel water is sprayed forcefully by the pump. Hence it is clear that heat transfer via force 

convection. 

According to Newton's cooling law 

𝑄 = ℎ 𝐴𝑆(𝑇𝑊 − 𝑇𝐹)  (10) 

Here Tw and Tf is the temperature difference between wall and fluid, Q is related to 

overall heattransfer. 

According the second energy balance 

𝑄 = 𝑚 𝐶𝑃(𝑇𝐸 − 𝑇𝑂)                                                      (11) 



First, we check that flows laminar or turbulent by the Reynolds Number  

𝑅𝑒 =  
𝜌𝑣𝑑

𝜇
                           (12) 

 

Ρ is the density of the fluid, v is the velocity of the fluid and μ is the dynamic viscosity.  

The velocity of fluid can be determined by 

𝑚 =  𝜌 𝐴𝑉                  (13) 

Nusselt number can be calculated as. 

𝑁𝑈 = 0.332 𝑅𝑒
1

2⁄ 𝑃𝑟
1

3⁄  (laminar)             (14) 

𝑁𝑈 = 0.0228 𝑅𝑒
4

5⁄ 𝑃𝑟
1

3⁄  (turbulent)             (15) 

Heat transfer coefficient(h)can be determined by 

 

𝑁𝑈 =  
ℎ𝑑

𝐾
 

Where, d is hydraulic length 

Efficiency of the system can be calculated as. 

 

𝜂 =  
𝑜𝑢𝑡𝑝𝑢𝑡 𝑝𝑜𝑤𝑒𝑟

𝐴𝑃𝐺𝑆

 

3. RESULTS AND DISCUSSIONS 

In this section performance of the system were discussed without cooling and with 

cooling on after the other. 

3.1 Performance testing without cooling 

The results of experiment were recorded without cooling of solar panel in the month of 10 th 

July2021 as shown listed in Table 1. The wind velocity, DBT, WBT, module power has been 

recorded at some stage in the test and were used within the calculation of the efficiency of the 

PV module. The panel temperature initially at60.6℃ (1:00 PM) is increased and reaches the 

peak point of day 62.3℃ (2:00PM). During the experiment, the panel temperature was 

fluctuated, according to wind velocity and environmental conditions. The minimum 

temperature of the panel is 59.8℃ at 2:30 PM. After this time the temperature becomes down 

gradually. Here it can be seen that the value of voltage become decreases with temperature and 

the value of current also decrease with higher cell temperature. It has been observed that that 

the module efficiency slightly decreases with increase in temperatures. At 1:00 PM, initial 

temperature of the solar panel was 60.6℃ and corresponding efficiency was observed as 



2.88%. When temperature slightly decreases to 60.1℃, then efficiency slightly improved to 

2.919%. All variation were listed in Table 1 

Table 1. Recorded data of solar panel without Cooling on10th-July-2021 

 
Time 1:00P

M 

1:15P

M 

1:30 

PM 

1:45 

PM 

2:00P

M 

2:45 

PM 

3:00PM 

Temp (℃) 60.6 60.1 60.8 61.2 62.3 61.8 59.8 

Voltage(V) 19.08 19.30 19.24 19.11 19 19.03 19.28 

Current 

(A) 

1.04 1.06 0.98 0.93 0.63 0.58 0.08 

DBT (℃) 89 89.1 90 90 91 89.9 88 

WBT (℃) 82.5 82.4 83 83 83.5 03 82.9 

Air 

velocity(m/

s) 

1.1 1.2 1.1 1.3 1.08 1.2 1.08 

Output 

power(W) 

19.84 20.45

8 

18.85 17.77 12.92 11.03 20.822 

Efficiency 

(%) 

2.88 2.919 2.69 2.536 1.84 2.33 3.027 

It was also observed that the current first increased with the voltage and after some value of the 

voltage, it decreased. Keeping constant all other parameters, the as the voltage increased 

corresponding temperature also decreased which leads to the decrease of the current. The 

maximum current was foundat1. 06Vofvoltage. It can also be seen in Figure 6, t h e  dropping 

grate of the current was faster corresponding voltage from 0.58V to0.55V. As discussed 

previously in this reason rate of temperature drop was also sharp. 

Figure 6 shows the temperature variation of solar panels with time. Itis observed that the 

maximum temperature is between 1:00 pm to 2:30 pm on July 10th, 2021. Because at this time 

the high amount of solar radiation was received in India. Therefore, energy transformation rate 

was also high. It can be observed that solar panel temperature fluctuated with the environmental 

condition and wind velocity also. 

 

 

Figure 6. Variation of Temperature with Time 
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Figure 6 shows the relation between voltage and power output. The maximum power was 

achieved at the time 3:00PM, where minimum temperature was found. The maximum 

power was obtained as 20.822W at 59.8℃ of temperature. It can be seen from the Figure 6 

that power out decreased with the voltage and found maximum a voltage of 19.28V. It is 

concluded that when the panel temperature tends to maximum then their power output 

becomes minimum. 

 
Figure 7. Variation of Power Output with Voltage 

 

Figure 8. Variation of Current with Voltage 

It was observed that when the panel temperature reached to maximum value corresponding 

electrical efficiency also obtained its maximum value as can been seen in Figure 9. In this 

experiment, the maximum efficiency occurred at the lowest temperature which is 59.8℃ at 

the maximum temperature 62.3℃ efficiency is the lowest value which is 1.84%. 
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Figure 9. Variation of Electrical Efficiency with Temperature 

 

3.2 Performance analysis of the system with cooling 

In this section all measurements were taken with cooling of the solar panel on 12th July 2021 

Sultanpur India. The wind velocity, DBT, Titmouse power has-beens recorded atmometer in 

the test and were used within the calculation of the efficiency of the PV module. The panel 

temperature initially at 45℃ (1:00 PM) is lowered and reaches the lowest point of day42.8℃ 

(3:15 PM). During the experiment, the panel temperature was fluctuated, according to wind 

velocity and environmental conditions. The minimum temperature of the panel is 42.8℃ at3:15 

PM. After cooling the temperature become down gradually. Here It was seen that the value of 

voltage decreases with temperature and the value of current also decreases with higher cell 

temperature. After the experiment, It can also be seen that the module efficiency gradually 

increases with temperature. At 1:00 PM my initial temperature of a solar panel is 45℃and my 

efficiency is 13.5%. When the temperature slightly decreases to 42.80C, then efficiency slightly 

improved to 15.662%. At 1:15 PM my efficiency is 14.64% after 15-minute temperature 

become44.6℃temperature lowest by 0.2℃my and efficiency become improved to 15.2% from 

14.64% another worthies when temperature become improved by 0.28% hence it can be said 

that the panel temperature should by a moderate temperature value at a higher temperature 

value its efficiency become lowered. Therefore, solar panel must be cooled for achieving better 

performance and efficiency. 

Table 3.2 Recorded data of solar panel without cooling on 12th, July-2021 

0
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Time 1:00 PM 1:15 PM 1:30 PM 1:45 PM 2:00 PM 2:15 PM 2:30 PM 3:00 PM 3:15 PM 

Temperat

ure (℃) 

45.0 44.9 44.6 44.5 44.3 46.3 46.3 43 42.8 

Voltage(

V) 

20.6 21.9 21.2 20.9 21.9 19.6 20.6 22.1 22.3 

Current(

A) 

4.54 4.75 4.96 4.84 4.90 4.75 4.58 4.80 4.83 

DBT (℃) 80 79.9 79.8 79.7 79.8 80 80 79.9 79.9 
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Figure 10. shows temperature variation with time. The maximum temperature was observed 

as46.23℃ between the whole test range i.e., between 1:00 PM to 3:15 PM on July 12th, 2021. 

The Figure 6andFigure cane compared and due to spray water cooling temperature of the 

panel decreased sharply. The minimum temperature was found as 42.8℃ at the 3:15 pm while 

in previous test i.e., without cooling it was 59. 75℃ at the same time. Apart from this panel 

temperature fluctuated with the environmental condition and wind velocity also as can be 

seen in Figure 10. 

 
Figure 10. Variation of Temperature with Time 

Figure 11 shows the variation of electrical power with voltage. Maximum was observed at 

the 3:15 PM when the temperature was minimum of all-temperature readings. It can see in 

the table 3.2 at 42.8℃ voltage is a maximum of 22.3 volts and here maximum power output 

was obtained as 107.709 W. It is concluded that when the panel temperature tends to 

maximization then their power output becomes minimized. Comparing the Figures 7 and 

11, it was observed that due to cooling effect the efficiency was improved. As discussed 

above, the electrical efficiency decreased with panel surface temperature.  
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Figure 11. Variation of Power Output with Voltage 

 

Further current variation with the voltage can be seen in the Figure 12. The pattern of 

variation was same as in without cooling conditions. It was observed that the maximum 

current value occurred at maximum value of the voltage. As the panel temperatures lowered 

then both temperature and voltage became maximum. As comparison to the figure 8, it was 

seen that with cooling the current was obtained more than the without cooling. 

 

         

Figure 12. Variation of electrical efficiency with temperature 
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Abstract 

The manuscript proposes the implementation of parallel full active topology of a Hybrid 

Energy Storage System (HESS). It includes combination of a lead-acid battery and super-

capacitor on microgrid. An active topology has been simulated using four direct 

current/direct current (DC/DC) converters with switches controlled by Fuzzy Logic 

Controller. The proposed model is implemented to provide the additional power for the 

requirement of the load. The proposed model also minimizes the power fluctuation between 

the load and supply and maintain the power demand from the grid within limit. The Energy 

Management System (EMS) is designed with help of Fuzzy Logic Controller (FLC). The 

simulated EMS provides a dependable and continuous power supply to local loads while 

ensuring a stable supply condition.  

Keywords. Energy Management System (EMS), Energy Storage Systems (ESSs), Fuzzy 

Logic Controller (FLC), Lead-Acid battery (LA Battery), Super-capacitor (SC). 

1. INTRODUCTION 

A microgrid is a distributed small-sized grid. It is often denoted as systems that are 

connected to the Distributed Generations units and usually consists of various renewable 

energy resources, power generators, Supercapacitors, Battery Energy Storage Systems 

(BESSs) and Load Demand (LD). This is normally capable of functioning in either stand-

alone mode or grid-connected mode.  

In a period for 24 hours, a grid faces various fluctuations like change in demands, change in 

power supply, electrical malfunctions, short circuits, etc. All these issues combined cause 

an increase in stress on the grid along with its EMS. An effective way to solve this is addition 

of localized energy storage systems, which can reduce the mismatch between consumption 

and power generation, ensuring system power balance [1]. Energy Storage Systems are 

classified based on various characteristics like energy density, power density, ramp rates, 

etc. Unfortunately, there is no single Energy Storage System, that fulfills all requirements 

[2]. Considering this fact, Hybrid Energy Storage Systems, which uses the benefits of all 

ESS emerge to be an effectual solution for solving economic and performance issues.  

In recent times, research is being carried out in the field of Energy Management Systems 

including Hybrid Energy Storage Systems. In [3], a decoupled controlling strategy has been 

proposed for supercapacitors and batteries which is based on nonlinear PI controller (NPIC) 

and k - Type compensators respectively. In [4], the existing LPF has been replaced with 

single rate limiter, for ensuring proper battery discharge rate. This has resulted in solving 

mailto:aj4527@srmist.edu.in
mailto:sr9179@srmist.edu.in
mailto:damodarn@srmist.edu.in
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challenges like non-systematic selection of cut-off frequency at much ease. In [5], a new 

approach to energy management has been proposed. A two-level energy management 

strategy has been used, in order to optimize the operation cost and manage uncertainties. In 

[6], a novel power management strategy has been approached to solve the demand 

generation gap and maintain DC bus voltage, in addition to minimizing stress levels in the 

battery. In [7]-[8] a Fuzzy Logic based controlling is used in the functioning of a grid-tied 

MG and standalone MG. FLC controller for voltage and/or frequency control using flywheel 

ESS operation also presented in [9]. FLC for evening the variation in stand-alone wind 

power generation with BESS is given in [10]. 

The main intent of this work is to develop a controlling strategy for a HESS consisting of 

Lead-Acid battery and Super-capacitor to improve stability and efficacy of the microgrid 

while constantly considering SoC of both SC and LA battery at an acceptable limit. The SoC 

is being considered in order to prevent the damages of ESS due to excess charging and 

discharging of ESS. An FLC-based controlling algorithm has been proposed for energy 

management and distribution. The model is designed on MATLAB/Simulink platform.  

The rest of the paper is organized as given: Section 2 provides a general overview and system 

configurations, Section 3 gives the proposed energy management system, Section 4 

demonstrates the simulations and results obtained and the paper has been concluded with 

Section 5. 

2. GENERAL OVERVIEW AND SYSTEM CONFIGURATION 

The microgrid system considered in this simulation is shown in Figure 1. It shows 

configuration of microgrid with proposed energy management system. The model consists 

of seven parts: Lead-Acid battery, Super-capacitor, DC-DC boost converter, DC-DC buck 

converter, FLCs, DC supply, and DC Load. Lead-Acid battery and Super-capacitor (that 

constitutes the Hybrid Energy Storage System) have been connected in parallel to DC bus 

with the DC-DC converter. Two separate fuzzy logic controlling systems are being used for 

switching between charging and discharging modes for ESSs. 

The main objective of proposed energy management system has been provided as to: 

i) Decompose systems power demand into lower and higher frequency components. 

ii) Power distribution among HESS for realizing power-sharing based on ESs’ 

characteristics. 

iii) Scheduling dynamic charging and discharging of the HESS with FLCs. 

iv) Maintain a constant power drawn from the grid irrespective of the load. 

Let PTotal be the active power flowing in the microgrid. PHESS denotes the power output/input 

from/to the HESS, the power that is shortage/surplus is injected/absorbed by the HESS. 

PSupply denotes the power supplied by the utility to the grid and PLoad refers to the power 

demand. The main objective is to reduce the fluctuation of power balance. The power 

balance equation can be given by: 

PTotal = PSupply + PBatt + PSC - PLoad   =  PSupply+ PHESS - PLoad                (1) 
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PTotal ={

𝑃𝑇𝑜𝑡𝑎𝑙 < 0𝑖𝑓𝑃𝑙𝑜𝑎𝑑 > 𝑃𝐻𝐸𝑆𝑆 + 𝑃𝑆𝑢𝑝𝑝𝑙𝑦

𝑃𝑇𝑜𝑡𝑎𝑙 = 0𝑖𝑓𝑃𝑙𝑜𝑎𝑑 = 𝑃𝐻𝐸𝑆𝑆 + 𝑃𝑆𝑢𝑝𝑝𝑙𝑦

𝑃𝑇𝑜𝑡𝑎𝑙 > 0𝑖𝑓𝑃𝑙𝑜𝑎𝑑 < 𝑃𝐻𝐸𝑆𝑆 + 𝑃𝑆𝑢𝑝𝑝𝑙𝑦

}             (2) 

 

SoC is given by [16]: 

SoCess(n) =(Eess(n) / Eess,max)              (3) 

SoCess(n) denotes current capacity of ESS, Eess,max denotes the maximum capacity and Eess(n) 

is current capacity of the ESS. 

The state-of-charge of the HESS 𝑆𝑂𝐶𝐻𝐸𝑆𝑆 is connected to the SOC of Lead-Acid battery and 

Super-Capacitor, which is given as [11]: 

𝑆𝑂𝐶𝐻𝐸𝑆𝑆 = ((𝑄𝑏𝑎𝑡×𝑆𝑂𝐶𝑏𝑎𝑡+𝑄𝑠𝑐×𝑆𝑂𝐶𝑠𝑐)/(𝑄𝑏𝑎𝑡+𝑄𝑠𝑐))           (4) 

Where 𝑄𝑏𝑎𝑡 and 𝑄𝑠𝑐 respectively denotes the rated-capacity of battery and supercapacitor. 

𝑆𝑂𝐶𝐻𝐸𝑆𝑆 tells the remaining capacity of the HESS. 

A Low Pass Filter (LPF) has been used to divide power into high and low frequency 

components. Pnet denotes difference between Pload and Psupply [1] 

Plow(t) = (1/(1+Ts)) *Pnet(t)             (5) 

Here low-frequency component is denoted by Plow. T indicates reciprocal of the cut-off 

frequency. High-frequency component Phigh is calculated by removing low-frequency 

component from the Pnet. It is given as follows [1]: 

Phigh(t) = Pnet(t) – Plow(t) = (Ts/(1+Ts)) *Pnet(t)           (6) 

 

Figure 1.  Configuration of the microgrid with proposed EMS 
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3. PROPOSED ENERGY MANAGEMENT SYSTEM 

3.1 Fuzzy Logic Controlling: 

By simulation of unreliable judgment and rational thinking, FLC has been used to manage 

with optimization problem that is strenuous to solve with old control methods [11].   

A normal FLC consists of: 

• Fuzzification: In this step, crisp inputs are converted into fuzzy values using 

membership functions. 

• Rule base: This block stores the defining commands for the operation of FLC. 

• Fuzzy Interference Engine: It is a process of simulation of human decisions which 

is built on fuzzy concepts. It is depicting from a given input(s) to an output(s) [12].  

• Defuzzification: This process will evaluate a crisp output which is developed based 

on the output of inference. Mamdani − type FIS is used in this paper. A block 

diagram is exhibited in Fig 2 

 

Figure 2. Mamdani type FLC 

The EMS that has been proposed consists of Low Pass Filter (LPF) and two Fuzzy Logic 

Control (FLC). Two FLC have been used for scheduling of charging and discharging of 

HESS.  

Fuzzy Logic Control-1 (FLC-1) is used to control the recharging of HESS. There are three 

inputs to the FLC: Battery State-of-Charge (SoC_B), Super-capacitor State-of-Charge 

(SoC_SC) and the difference between reference Supply Power and Load (Value). The 

SoC_SC and SoC_B are divided into three levels: High (H) Medium (M) and Low (L). The 

other component, Value is divided into two components, Neg (N) and Pos (P). The output 

of the FLC-1 gives two outputs that control two switches (SW_Batt_Conv and 

SW_SC_Conv). Separate switches are used for Battery and Super-capacitor to increase the 

system reliability. The input/output membership functions are given at figure 3(a) and 3(b) 

respectively.  

Possible values of SOC states of Lead-Acid Battery = {

𝐻𝑖𝑔ℎ 𝑖𝑓 90 ≤ 𝑆𝑂𝐶𝐵 ≤ 100
𝑀𝑒𝑑𝑖𝑢𝑚 𝑖𝑓 30 ≤ 𝑆𝑂𝐶𝐵 ≤ 90

𝐿𝑜𝑤 𝑖𝑓 30 ≤ 𝑆𝑂𝐶𝐵 ≤ 0
}  (7) 
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Possible values of SOC states of Super-Capacitors =  {

𝐻𝑖𝑔ℎ 𝑖𝑓 90 ≤ 𝑆𝑂𝐶𝑆𝐶 ≤ 100
𝑀𝑒𝑑𝑖𝑢𝑚 𝑖𝑓 20 ≤ 𝑆𝑂𝐶𝑆𝐶 ≤ 90

𝐿𝑜𝑤 𝑖𝑓 20 ≤ 𝑆𝑂𝐶𝑆𝐶 ≤ 0
}  (8) 

Fuzzy Logic Control-2 (FLC-2) is used to control discharging of the HESS into grid. There 

are three inputs to the FLC: difference between reference Supply Power and Load 

(Difference), Battery State-of-Charge (SoC_Battery) and Supercapacitor State-of-Charge 

(SoC_SC). SoC_SC and SoC_Battery are divided into two levels: High (H) and Low (L) 

both. The other component, Difference is divided into two components, Neg (N) and Pos 

(P). The output of the FLC-2 controls two switches (Switch_B and Switch_SC) which control 

the discharge of HESS into the grid according to the rule. Separate switches are used for 

Super-capacitor and Battery to increase the system reliability. The input/output membership 

functions are given in figure 3(c) and 3(d) respectively.  

SOC states of Lead-Acid Battery = {
𝐻𝑖𝑔ℎ 𝑖𝑓 30 ≤ 𝑆𝑂𝐶𝐵𝑎𝑡𝑡𝑒𝑟𝑦 ≤ 100

𝐿𝑜𝑤 𝑖𝑓 0 ≤ 𝑆𝑂𝐶𝐵𝑎𝑡𝑡𝑒𝑟𝑦 ≤ 30
}         (9) 

 

SOC states of Super-Capacitors = {
𝐻𝑖𝑔ℎ 𝑖𝑓 20 ≤ 𝑆𝑂𝐶𝑆𝐶 ≤ 100

𝐿𝑜𝑤 𝑖𝑓 0 ≤ 𝑆𝑂𝐶𝑆𝐶 ≤ 20
}        (10) 

Charging and discha 

rging scenarios of HESS ={
𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝑖𝑓 𝑃𝑇𝑜𝑡𝑎𝑙 ≥ 0

𝐶ℎ𝑎𝑟𝑔𝑒 𝑖𝑓 𝑃𝑇𝑜𝑡𝑎𝑙 < 0
}      (11) 

3.2 Membership functions:  

Membership functions engages in an important position in controlling operation of FLC. 

These MFs are defined with linguistic terms having specified boundaries [13]. The input 

membership functions are being used as transitions among different operating modes [14]. 

In the proposed EMS, Trapezoidal MFs are being used. Various membership functions that 

are used in this energy management are shown in figure 3(a), 3(b), 3(c) and 3(d). 

Figure 3(a): Input MFs for FLC-1 Figure 3(b): Output MFs for FLC-1 



 6 

Figure 3(c): Input MFs for FLC-2 Figure 3(d): Output MFs for FLC-2 

Overall system Specifications 

Table 1: Overall system specification 

System Specifications 

System Parameters Rating 

Capacity of the Microgrid 4KW 

DC Bus voltage 72 V 

Supercapacitor rating 29F 

Lead-Acid Battery rating 250Ah 

DC-DC buck converter input/output 100V/72V 

DC-DC boost converter input/output 72V/100V 

Number of Residential Houses considered 3 Nos 

Number of FLCs considered 2 Nos 

Simulation duration considered 24 Hours 

3.3 Power allocation strategy:    

The power allocation strategy used is this energy management system is achieved with the 

help of LPF. The LPF separates the High and low frequency components from the difference 

between supply and demand. The separated value then acts as an input to the PWM 
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generators, which generated a specific pulse for the DC-DC converters accordingly. Figure 

4 gives a schematic for the power allocation strategy used.  

Figure 4. Controlling structure for power allocation strategy 

3.4 Functioning of the EMS: 

The value of the PTotal can be calculated by the formula given in eqn. 1. It reflects the power 

shortage or power surplus in the grid. The term PLoad refers to the load power demand at a 

specific time and is measured in KW. The value PLoad is compared to a predefined threshold 

value PRef (4000KW). Based on the comparison, three modes are possible:  

(i) Positive Value: This result is observed when reference power demand is more than load 

power demand, which demonstrates that the supply is in excess and excess energy is used to 

charge the Energy Storage Elements. 

(ii) Negative Value: This result is observed when reference power demand is less than load 

power demand, which shows that there is an outage of power and additional sources of 

energy is required to fulfill the requirements. 

(iii) Ideal: This situation is seen when the power load demand and reference supply are 

equal, thus resulting in an ideal stage. 

Possible outputs of the comparison = {

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑖𝑓 𝑃𝑅𝑒𝑓 > 𝑃𝐿𝑜𝑎𝑑

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑖𝑓 𝑃𝑅𝑒𝑓 < 𝑃𝐿𝑜𝑎𝑑

𝐼𝑑𝑒𝑎𝑙 𝑖𝑓 𝑃𝑅𝑒𝑓 = 𝑃𝐿𝑜𝑎𝑑

}       (12) 

The proposed Energy Management System has been designed to operate in four states to 

manage the flow of energy in system which depends on power drawn by load [15] and SoCs. 

The states are briefly discussed in the paragraphs following: 

▪ State 1: This state is operated when load power demand is more than the reference 

power and the SOC of ESS i.e., Lead-Acid Battery / Supercapacitor is in between 

30% and 100% / 20% and 100% respectively. In this mode, the ESS is connected 

to the microgrid to fulfill the shortage of supply. 

▪ State 2: This state is switched on when the load power demand is more than the 

reference power and the SOC of the Energy Storage Systems are not within the 

limits i.e., less than 30% for Lead-Acid Battery and less than 20% for 

Supercapacitor. In this situation, due to the non-availability of the ESSs, the DC 

supply is directly connected to the load without ESS.  
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▪ State 3: This state is switched on when load power demand is less than reference 

power denoting that the supply is excess than the demand and the SOC of both the 

Energy Storage Systems is below 90%. In this mode, the ESSs are connected to 

microgrid with the help of a DC-DC boost converter, and ESSs are charged till the 

SOC of both the Energy Storage Systems reaches 90%. 

▪ State 4: This state is switched on when load power demand is less than the reference 

power denoting that supply is excess then the demand and the SOC of both the 

ESSs i.e., Lead-Acid Battery and Supercapacitor is 90% or above. In this mode, the 

ESSs are not connected to the microgrid and are kept in the same ideal state. 

Figure 5. Various operation stages in proposed energy management system 

4. SIMULATION RESULTS AND DISCUSSION 

This simulation has been executed out in the MATLAB/Simulink software. A source-

controlled Voltage source has been used as a supply from the microgrid. A uniform voltage 

of 72 V has been maintained for the DC bus utilizing a DC source. SoC of the ESSs have 

also been maintained in the limits. 

 

 

 

 

 

 

    Figure 6(a). Load demand for 24 Hours       Figure 6(b). Power supplied from grid to load 
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        Figure 6(c). DC Bus voltage            Figure 6(d).  Battery Voltage levels 

      Figure 6(e). SoC levels of battery                        Figure 6(f). Battery current levels 

         Figure 6(g). SoC level of SC                   Figure 6(h). Voltage level of SC 

 

 

 

 

 

 

Figure 6(i). SC current levels 
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Three resistive loads have been considered, for three houses for a period of 24 hours. In the 

presented simulation, a grid has been designed to supply a power of 4KW. The purpose of 

the proposed EMS is to connect ESSs to the grid, whenever the load exceeds the capacity 

limit of the grid, it feeds the excess load demand and the other purpose of EMS is to recharge 

the ESS to the predefined values when there is excess power in grid. The microgrid system 

presented in this simulation has been tested for 24 hours. Overall parameters of the model 

have been mentioned in Table 1. 

A LPF has been used to distribute demand according to the frequency at τ = 0.3 sec. The 

initial SoC of the Battery and SC was considered 50% and 95.8%. Fig 7(e) and Fig 7(f) show 

SoC capacity of ESSs in the simulation. Figure 7(a) represents the load demand from three 

houses for 24 hours. The graph shows us two peaks around 7:00 hrs and 21.00 hrs.  

From the demand graph (Fig. 7(a)), it can be observed that the presented grid is insufficient 

to supply the load and needs more energy. At t= 5 to t=8.55; t=14.15to t=16.66; t=17to 

t=23.65, it is noticed that the load demand is exceeding the capacity of the grid which 

resulted in the activation of the EMS and connecting ESS to the system. The graph response 

that is being shown in Fig 7(b) gives us the data about how much power is being taken from 

the grid. It shows us that there has been stability in the power taken from the grid, 

irrespective of the load being increased in 24 hours. The additional demand is being 

stabilized to a limit of around 4KW with the help of the proposed EMS.  

The controller is mainly responsible for balancing the power taken from the grid by using 

energy being stored in the ESSs.  The proposed Energy Management System Successfully 

reduces the demand on the grid within the predicted range (4KW) as shown in Fig. 7(b), 

reducing the load on the grid, reducing the prices, and prolonging the lifespan of the critical 

devices in the grid.  

A fall in the SoC levels of LA-Battery and SC has also been noticed, proving the fact that 

the ESS power is being utilized. For the period, when the load demand is less than the grid 

capacity, the EMS directs the additional power to recharge the ESS. In the Lead-Acid 

Battery, for a duration of t=0.00 to t=5.10; t=8.75 to t=14.15; t=16.58 to t=16.96 and t=23.65 

to t=0.00 a rise in SoC level has been noticed confirming the recharge of the battery. 

Whereas, in the case of SC, no rise in SoC has been observed as the ESSs are recharged only 

if the SoC is below 90%. 

The graphs show a remarkable improvement in grid system after the implementation of 

localized ESSs. The use of Fuzzy Logic Systems has made the system more reliable and 

functional. 

5. CONCLUSION 

In this paper, a new Fuzzy Logic based Energy Management has been developed and 

proposed for a HESS connected microgrid. It is exhibited that the presented EMS is 

dependable and ensures continuous power supply without increasing power draw from the 

grid irrespective of the load demand. Stable DC bus voltage, maintained SoCs of the ESS, 

smooth transition between charging and discharging modes and fast response are a few other 

pros of the proposed EMS that have been observed. Simulation of the model has been carried 
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out in MATLAB/Simulink. Results with varying values of loads and smooth transition 

between modes prove the effectiveness of the proposed EMS. 
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Abstract 

Safe disposal of coal ash is a major concern for the thermal power industry, as the coal ash 

is to be transported to ash pond, which are situated at some distance from the ash generation 

unit. It can be transported through various modes of transport viz. trucks, trolleys including 

the pipeline transportation in slurry convey mode. As the energy required for transportation 

of coal ash with the help of hydraulic conveying is substantially less in comparison to other 

transportation modes, present study has been focussed on the optimization of power 

requirement for the transportation of high concentration coal ash slurry disposal (HCSD) 

system under laminar flow regime. In current work various parameters like pipe diameter, 

flow velocity and solid weight concentration have been considered to evaluate their effect 

on the optimum energy requirement (specific) for slurry transportation using computational 

Fluid Dynamics (CFD) in laminar regime, with the help of commercially available CFD 

software Ansys FLUENT 16. It is found that the effect of the selected parameters is 

substantial. 

Keywords. Slurry flow, Bingham plastic fluid, specific energy consumption, CFD 

1. INTRODUCTION 

The demand of energy is increasing day by day in today’s modern world, which is fulfilled 

through renewable and non-renewable source of energy. Although there are many 

advantages of renewable energies both in terms of environment protection and their ease of 

handling, their high initial cost makes it unaffordable to many countries like India and they 

have to depend more on non-renewable sources of energy including coal based thermal 

power. The major challenge in such thermal systems is its residue which is fly ash. Although 

the utilization of ash been substantially increased in last decade, still tonnes of ash needs to 

be transported to the dumping sites/Ash ponds including their pipeline transportation to the 

nearby utilization industries like brick manufacturing plants etc. Among various 

transportation modes pipeline transportation of coal ash is more prevalent due to its low 
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operating cost and less wear to the pipeline systems.  That too the energy required for high 

concentration slurry transportation is lesser in comparison to low concentration slurry [1].  

The slurry transportation can be classified into three types: low (5-20% approx.), medium 

(20-45% approx.), and high (50-70% approx.) (all concentrations mentioned are in terms of 

by weight) [2]. High concentration slurry behaves like Bingham plastic fluid and its 

rheological behaviour may be modelled as Herschel-Bulkley model [3]. Based on the 

available rheological data fly ash slurry could be suitably modelled using Bingham plastic 

fluid having concentration by weight in the range of 40-70% [4]. Pressure drop, for high 

concentration fly ash slurry can be accurately evaluated using CFD for both laminar and 

turbulent flow regime for the calculation of friction factor along with the effect of particle 

size on head loss [5-7]. The energy required for the transportation of both fine and coarse 

particle will be less when the ratio between fine and coarse particle is not more than 30% 

also the particle size ratio will be in the range of 4:1 to 3:2 [8,9]. There are many other 

studies available in literature which generally relates to very limited aspects of slurry 

transportation that too without giving due weightage to flow regime of the slurry [10-14] 

Therefore, the objective of the current study is set to optimize the energy requirement for 

the high concentration slurry transportation with respect to various operating parameters viz. 

pipe diameter (D), flow velocity (V) and solid weight concentration (Cw), with the help of 

commercially available CFD tool ANSYS FLUENT 16, in laminar regime. The current 

study mainly focuses on the energy consumed for high concentration slurry disposal systems 

which is calculated in terms of Specific Energy Consumption (SEC) [15]. It is the amount 

of energy required for the transportation of unit mass to a unit distance and is given as 

𝑆𝐸𝐶 =  
2.726 𝑋 𝑖

𝐶 𝑋 𝛿𝑠
                                               (1) 

Where, i = hydraulic gradients of slurry (mm W/m),  

C = Volumetric concentration of slurry (%), 

δs = Specific gravity of solids 

SEC is expressed in kW.h/t.km. 

2. COMPUTATIONAL METHODOLOGY 

Following are the various step wise computational strategies adopted in current work. 

2.1. Geometry 

In the current work, the study is of conducted for different pipe geometries having pipe sizes 

75 mm, 100 mm, 125 mm, 150 mm, and 200 mm and pipe lengths of 6, 8, 8, 9, and 12m 

respectively. Figure 1 shows the straight pipe considered for computational study having 

variable diameter and length. For structured meshing the shown pipe is divided into five 

parts where the inner square is of dimension a, where a = 0.2D (D = pipe diameter). The 

solid cylinder is representing the fluid (slurry) domain used for computational study. The 
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shown geometry is drawn in Design Modular, of a commercially available CFD software, 

ANSYS Fluent 16. 

2.2. Meshing 

Once the geometry i.e., computational domain is modelled, it is then discretized into small 

grids, known as elements. A structured hexahedral mesh is generated, using multizone mesh 

method as shown in figure 2. Edge sizing is used to control the number of elements. Inflation 

layer is used to capture the wall phenomenon by keeping the Y+ value equal to 1, for finding 

the first layer height. The governing equations are solved for each element. 

2.3. Boundary conditions, solution controls, and slurry properties 

For the present study the boundary condition taken into consideration are Inlet: the flow 

velocity Outlet: the outflow, wall: no slip having wall roughness as constant.  

The first order upwind scheme is used for discretization, whereas the under-relaxation 

parameters are set to the default values.  

The slurry rheological properties changes with respect to change in particle size, and 

concentrations. The slurry experimental properties are taken from Rawat et al. [16] as shown 

in Table 1 where displayed values are used for simulation. 

Table 1 Rheological properties of slurry having dwm=34.5 μm [16] 

Sl. 

No. 

Cw (% by 

weight) 

Density 

(kg/m3) 

Yield Stress 

(Pa) 

Bingham Viscosity 

(Pa.s) 

1 55 1394.72 0.173 0.007 

2 60 1446.63 0.317 0.0136 

3 62 1468.49 0.484 0.0282 

4 65 1502.63 0.736 0.0502 

5 68 1538.23 1.6730. 0.1388 

Table 2 Particle size Distribution (PSD) 

Size 

(μm) 

300 200 100 74 53 43 38 25 18 13 9 7 5 3 

PSD 

(%) 

100 97.8 88.9 84.4 75.1 69.1 67.2 53.6 45.8 36.1 24.4 16.7 7 3.1 

 

Figure 1. Cross-section and profile view of the 

cylindrical pipe 

Figure 2. Cross-sectional and profile 

view of meshing 



 4 

2.4. Models and governing equations 

From literature review it is clear that High concentration slurry flow behaves like 

homogeneous Bingham plastic fluid and can be modelled using Herschel-Bulkley equation. 

The current study is conducted for laminar flow regime and thus the governing equation are 

the continuity and momentum equation and are written in equation 2 and 3 below 

respectively. 

∇. (𝜌�⃗�) = 0     (2) 

∇. (𝜌�⃗��⃗�) =  − ▽ 𝑝 + ▽. (𝜏) +  𝜌𝑔   (3) 

where, ρ is density, p is static pressure, and τ is stress tensor. The rheological equation for 

the Bingham plastic fluid can be written as  

𝜏 =  𝜏𝑜 + 𝜇𝐵𝐷       (4) 

where μB is Bingham viscosity, τo is yield stress and 𝐷 = (
𝜕𝑈𝑗

𝜕𝑥𝑖
+ 

𝜕𝑈𝑖

𝜕𝑥𝑗
). 

2.5. Grid Independency Test (GIT) and Validation 

For the selection of optimum mesh, the GIT for 75 mm diameter pipe is shown in Fig. 3. It 

is observed from Fig. 3 that after the mesh M* (having 2.88 x 105 elements) there is no 

substantial change in the values of pressure drop and therefore M* is selected as the optimum 

mesh for the current study. Similarly, GIT is done for all pipes having diameter 75 mm to 

200 mm.  

 

For validation the pressure drop obtained computationally is compared with the pressure 

drop obtained from experimental data and Buckingham-Reiner equation. Both the obtained 

results show close precision having very less deviation within the acceptable limits of ±1%. 
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3. RESULTS AND DISCUSSIONS 

Various results obtained are discussed in the subsequent sections. 

3.1. Effect of solid concentration on energy consumption (specific) 

A graph between SEC and solid concentration (by weight) (Cw) of fly ash particles is shown 

in Fig. 4. Fig. 4 (a) shows that for constant Pipe diameter, the amount of energy consumed 

increases non-linearly with the increase in Cw
 for a fixed velocity. Whereas, the increase in 

velocity causes a related increase in energy. Fig. 4(b) depicts that the SEC increases non-

linearly with the increases in Cw for a fixed pipe diameter at constant velocity. The figure 

also reveals that the value of SEC reduces with the increase in pipe size at a constant velocity 

of flow.  

3.2. Effect of Pipe Diameter on energy consumption (specific) 

Ash shown in Fig. 5 (a) with the increase in pipe diameter the specific energy consumption 

will decrease at constant velocity for a given Cw. Whereas, the increase in Cw causes a related 

increase in SEC values.  Fig. 5 (b) depicts that increment in Pipe diameter causes a 

decrement in SEC at constant flow velocity and given Cw.  Whereas, the increase in flow 

velocity for a given Cw brings a related increment in the values of SEC. This can be explained 

based on the fact that pressure drop is inversely proportional to the pipe diameter, whereas 

the SEC is directly proportional to the pressure drop. Thus with the increase in pipe diameter 

the pressure drop decreases which in turn causes a lesser corresponding value of the SEC. 

 

 

(a) D = 0.075m (b) V = 0.5m/s 

Figure 4 SEC vs Cw 
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3.3. Effect of flow velocity on energy consumption (specific) 

In this section the effect of flow velocity on SEC is evaluated with respect to constant pipe 

size and Cw values. Fig. 6(a) revels that for constant Pipe sizes the SEC increases almost 

linearly with respect to flow velocity for a given Cw. Whereas, a related increase in flow 

velocity for a given pipe size brings a related increment. Similar effect is seen in Figure 6 

(b) where variation of SEC w.r.t. slurry flow velocity is seen at fixed Cw and given pipe size.  

 

4. CONCLUSIONS 

The current study i.e., optimization of HCSD flow in laminar regime by using computational 

method is taken up with the help of commercially available CFD tool Ansys FLUENT 16. 

(a) Cw = 0.68  (b) V = 0.5m/s 

Figure 5 SEC vs D 

(b) D = 0.075m  (a) Cw= 0.68 

Figure 6 SEC vs V 



 7 

Herschel-Bulkley model is used for modelling of the rheological properties of HSCD system 

whereas the viscous model is set to be laminar. The effect of various operating parameters 

like flow velocity, pipe diameter, and concentration (by weight) on the energy required 

(specific) is studied. The following conclusion may be drawn out of the study for the flow 

of high concentration fly ash slurries through pipelines in laminar regime:  

• With the increase in concentration and flow velocity, the SEC increases non-

linearly. 

• With the increase in pipe diameter, the SEC decreases non-linearly. 
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Abstract 
 

In order to boost speed, reduce space for compactness, and minimise power consumption, 

numerous innovative circuit designs must be developed. Comparators are a fundamental 

design module that can be used in VLSI, digital signal processors, and data processing 

application-specific integrated circuits. In this research, we suggested four distinct models 

of one-bit comparators and used model-4 to develop a four-bit comparator. The performance 

of these four different comparators was compared to that of an existing comparator, and it 

was determined that the proposed model 4 outperforms the existing comparator in terms of 

speed, power consumption, and area. The DSCH-3.1 software programme is used to develop 

and simulate the schematics. Then, using Microwind 3.1 software, they simulated Verilog 

files and examined the performance of different design comparators at 90nm and 120nm 

technologies. From the results we can conclude that designing a magnitude comparator using 

proposed model 4 design style we can reduce all parameters of transistor count, logic gates 

count, power consumption and delay by 30%, 40%, 58.38%, 38.688 % respectively for 1 bit 

comparator and 19.5%, 14.05%, 13.21%, 28.088% respectively for four-bit comparator. 

Keywords. Magnitude Comparator, Area, Power Consumption, Delay, VerilogHDL 

1. INTRODUCTION 

The magnitude of two binary values, say X and Y, is compared using a digital magnitude 

comparator, which is a logic circuit. As depicted in Figure 1, the logic circuit will have three 

outputs that indicate if XY, X=Y, or X>Y is true. Table-1 depicts the truth table. 

Conventional comparator consumes more area and delay due to it requires more transistors 

in CMOS design. In CMOS AND gate itself requires 6 MOS transistors and NOR requires 

4 MOS transistors. Conventional one magnitude comparator requires 2 NOT, 2 AND and 1 

NOR gate shown in Figure 2. All it takes 20 MOS transistors to implement in CMOS design. 

In a 4-bit magnitude comparator shown in Figure 3 have two binary numbers in which each 

of the binary number consists of four bits. The logic circuit of Four Bit Comparator consists 

of 8 NOT gates, 23 two input AND gates and 6 two input OR gates4 two input NOR gates. 

Here also we have three outputs X<Y, X=Y and X>Y. It requires 178 MOS transistors to 

implement in CMOS [1- 2]. 

mailto:anwaralyyasmine@gmail.com
mailto:balajichaitra3@gmail.com
mailto:tharunmallela143@gmail.com
mailto:namrathanaidu12@gmail.com


 2 

Previously described works have been focused on designing comparator in transistor level 

using different design techniques. In this paper comparator is designed using 2 NOR gates 

and 1 XNOR gate where it requires only 14 MOS transistors to implement it in CMOS. This 

makes circuit simple, less area, low power and less delay. Using proposed model 4 designed 

four-bit comparator then simulated and compared results with existing comparator in both 

90nm and 120nm technologies [3- 4]. 

The paper is organized as follows. The section 2 clearly explained different models of one 

bit magnitude comparator. This section clearly explains the designing of all four proposed 

models 1, 2, 3 and 4 and redundant Boolean expressions for every model and their logic 

diagrams. Simulation results of one bit and four-bit existing magnitude comparator and 

proposed model-4 comparator in 90nm and 120nm technologies are analyzed and discussed 

in Section 3. And finally, Section 4 concludes that designing a magnitude comparator using 

proposed model-4 have better performances than existing magnitude comparator. 

 

 

 

 

 

 

 

 

Figure 1. Block of one-bit Magnitude Comparator 

Table1: Truth Table of one- Bit Magnitude Comparator 

Input Output 

X Y F (X>Y) F (X=Y) F (X<Y) 

0 0 0 1 0 

0 1 0 0 1 

1 0 1 0 0 

1 1 0 1 0 

 

Figure 2. Implementation of existing one-bit Magnitude comparator 

Y 

X One bit 
Comparator 

X > Y 

X = Y 

X<Y 
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Figure 3. Implementation of existing 4-bit Magnitude comparator 

2. PROPOSED MODELS 

The proposed models are designed in terms of logic gates. The first two proposed models 

are designed using half subtractor logic. The proposed model 3 is modified version of 

proposed model 2 where it reduces one gate compare to proposed model 2 and also with 

existing comparator. Proposed model 4 is designed only using one XNOR and two NOR 

gates, this model requires only 3 gates and this model have better performance interms of 

area, power, delay when compared with existing comparator and also all proposed models 

[5- 6]. 

2.1. Proposed Model -1 

As said above this model is designed by using half subtractor logic. The truth table in Table-

2 shows that borrow of half subtractor is high if and only if the input Y is greater than X. 

And also, the Difference of half subtractor is low if and only if the both inputs are similar. 

The compliment of difference output of half subtractor gives X equals to Y output. The 

outputs Difference and Borrow of half subtractor fed to XOR gate to get X greater than Y 

[7- 9]. 

By adding one XOR and one NOT gate to half subtractor one bit magnitude comparator is 

realized in proposed model-1 as shown in Figure 4.The logical expressions for every output 

is realized below. The difference output of Half Subtractor is given to a NOT gate to get X 

equals to Y. Difference and Borrow is given to a XOR gate to get X Greater than Y. And 

Borrow of Half Subtractor equals to X Less than Y. This Proposed model 1 needs 2 XOR 

gates, 2 NOT gates and 1 AND gate [9- 11]. 
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Table2: Truth Table of Half Subtractor 

Input Output 

X Y Difference Borrow 

0 0 0 0 

0 1 1 1 

1 0 1 0 

1 1 0 0 

 

Figure 4. Implementation of Proposed-1one-bit Magnitude comparator 

X<Y = 𝑋Y 

X = Y =𝑋Y + 𝑋𝑌 

= 𝑋𝑌.𝑋𝑌 

= (X+𝑌)(𝑋+Y) 

=XY + 𝑋𝑌 

𝑋 > 𝑌 = (𝑋𝑌 + 𝑋𝑌)Ꚛ (𝑋𝑌) 

=  (𝑋𝑌 + 𝑋𝑌 .𝑋𝑌 + 𝑋𝑌 )(𝑋𝑌 + 𝑋𝑌) 

= (XY+𝑋𝑌)𝑋𝑌 + (X+𝑌)(𝑋𝑌 + 𝑋𝑌 ) 

= 𝑋𝑌 
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2.2. Proposed Model-2 

 

Figure 5. Implementation of Proposed-2 one-bit Magnitude comparator 

The proposed model 2 shown in Figure 5 is a slight modification of proposed model-1 in 

Figure 4.This model is realized by replacing XOR gate by AND gate to get X greater than 

Y. The input X and difference output of half subtractor is given to AND gate to get X greater 

than Y. The logical expressions for every output is realized below. The difference of Half 

Subtractor is given to a NOT gate to get X equals to Y. Difference and input X is given to a 

AND gate to get X Greater than Y. And Borrow of Half Subtractor is equals to X Less than 

Y. This Proposed 2 model needs 2 AND gates, 2 NOT gates and 1 AND gate [12-15]. 

 

X<Y = 𝑋Y 

X = Y =𝑋𝑌 + 𝑋𝑌 

= 𝑋𝑌.𝑋𝑌 

= (X+𝑌)(𝑋+Y) 

=XY+ 𝑋𝑌 

X>Y = (𝑋𝑌 + 𝑋𝑌)A 

= X𝑌 
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2.3. Proposed Model-3 

The proposed model 1, 2 and existing comparator have same number of logic gates. 

Proposed model-3 requires 4 logic gates shown in Figure 6.The output X greater than Y and 

the output X equals to Y both realization is similar to proposed model 2. In this model the 

input X and Difference output of Half Subtractor is given to AND gate to get X Less than 

Y. By modifying a circuit like this the number of gates required to design is reduced to 4 (as 

conventional comparator requires 5 gates).The logical expressions for every output is given 

below [16- 19]. 

The inputs X and Y are given to a XOR gate. The XOR output is given to a NOT gate to get 

X equals to Y. Input X and output of XOR is given to an AND gate to get X Greater than Y. 

Input B and output of XOR is given to an AND gate to get X Less than Y. This Proposed 3 

model requires 2 AND gates, 1 NOT gate and 1 XOR gate [20- 22]. 

                      

Figure 6. Implementation of Proposed-3 one-bit Magnitude comparator 

X<Y =(𝑋𝑌 + 𝑋𝑌)B 

=𝑋𝑌 

 X = Y =𝑋𝑌 + 𝑋𝑌 

= 𝑋𝑌.𝑋𝑌 

= (X+𝑌)(𝑋+Y) 

=XY + 𝑋𝑌 

X>Y =(𝑋𝑌 + 𝑋𝑌)X 

 =𝑋𝑌 
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2.4. Proposed Model-4 

This model requires only 3 gates shown in Figure 7 and very simple to design and also the 

performance of this comparator is better interms of area, delay and power consumption 

compared to existing comparator. The input X and Y is given to XNOR gate to get X equals 

to Y output. The remaining two outputs are realized by using two NOR gates. To get X 

greater than Y output high the input Y and output of XNOR gate is given to NOR gate. The 

input X and output of XNOR gate is given as inputs to NOR gate to get X Less than Y. The 

logical expression for every output is given below [23-25]. The inputs X and Y is given to a 

XNOR to get X equals to Y. Input X and output of XNOR is given to a NOR gate to get X 

Greater than Y.  Input A and output of XNOR is given to a NOR gate to get X Less than Y. 

This Proposed model-4 needs only XNOR gate and two NOR Gates [23-24]. 

X<Y =  XY + 𝑋𝑌 + 𝑋 

=  XY + 𝑋𝑌.𝑋 

=𝑋𝑌.𝑋𝑌.𝑋 

=(X+Y)(𝑋+𝑌)𝑋 

=(𝑋Y)(𝑋+𝑌) 

=𝑋Y 

 

Figure 7. Implementation of Proposed Model-4 one-bit Magnitude comparator 

X=Y  = XY + 𝑋𝑌 

X>Y =  XY +  𝑋𝑌 + 𝑌 
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=  XY + 𝑋𝑌.𝑌 

=𝑋𝑌.𝑋𝑌.𝑌 

=(X+Y)(𝑋+𝑌)𝑌 

=(𝑋𝑌)(𝑋+𝑌)=𝑋𝑌 

3. RESULTS AND DISCUSSION 

 

Figure 8. Timing Diagram of One Bit Comparator Existing Model in 120 nm Technology 

The timing diagram shown in Figure 8 reveals that the average delay of existing one bit 

magnitude comparator is 25.7ps, power consumption 8.54µW and also it requires 20 

transistors to implement in CMOS 120nm technology. 

 

Figure 9. Timing Diagram of Four-Bit Comparator existing model in 120nm Technology. 

The timing diagram shown in Figure 9 reveals that the average delay of existing four bit 

magnitude comparator is 117.83ps, power consumption is 45.03µW and it requires 178 

transistors to implement in CMOS 120nm technology. 
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Figure 10. Timing Diagram of One Bit Comparator Proposed 4 Model in 120nm 

Technology 

The timing diagram shown in Figure 10 reveals that the average delay of proposed model-4 

one bit magnitude comparator is 15.5ps, power consumption is 3.55µW and it requires 14 

transistors to implement in CMOS 120nm technology. The above results have better 

performance in terms of transistor count, power, delay than existing one bit magnitude 

comparator. 

 
Figure 11 Timing Diagram of Four Bit Comparator proposed 4 Model in 120 nm  

Technology 

The timing diagram shown in Figure 11 reveals that the average delay of proposed model-4 

one bit magnitude comparator is 84.1ps, power consumption is 39.08µW and it requires 153 

transistors to implement in CMOS 120nm technology. The above results have better 

performance interms of transistor count, power, delay than existing four-bit magnitude 

comparator. 
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Figure 12. Timing Diagram of One Bit Comparator Existing Model in 90 nm Technology 

The timing diagram shown in Figure 12 reveals that the average delay of existing one bit 

magnitude comparator is 23.16ps, power consumption 5.41µW and it requires 20 transistors 

to implement in CMOS 90nm technology. 

 

Figure 13. Timing Diagram of Four Bit Comparator Existing Model in 90 nm Technology 

The timing diagram shown in Fig.13 reveals that the average delay of existing four bit 

magnitude comparator is 89.83ps, power consumption 30.95µW and it requires 178 

transistors to implement in CMOS 90nm technology. 

The timing diagram shown in Figure 14 reveals that the average delay of proposed model-4 

one bit magnitude comparator is 14ps, power consumption is 2.37µW and it requires 14 

transistors to implement in CMOS 90nm technology. The above results have better 

performance interms of transistor count, power, and delay than existing one bit magnitude 

comparator. 
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Figure 14. Timing Diagram of One Bit Comparator Proposed 4 Model in 90 nm 

Technology 

 

Figure 15. Timing Diagram of Four Bit Comparator Proposed 4 Model in 90 nm 

Technology 

The timing diagram shown in Fig.15 reveals that the average delay of proposed model-4 

four- bit magnitude comparator is 80.33ps, power consumption is 27.24µW and it requires 

153 transistors to implement in CMOS 90nm technology. The above results have better 

performance interms of transistor count, power, delay than existing four- bit magnitude 

comparator. 

The results shown in Table-3 and Table-4 shows that implementing proposed model-4 

shown in Figure 7 in CMOS design have better performances in terms of transistor count, 

delay, power than the existing comparator in both 90nm and 120nm technologies. And also, 

it shows that implementing in 90nm technology have better results compared to 120nm 

technology. 
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Table 3. Comparison of one bit Magnitude Comparator with proposed model- 4 in 90nm 

and 120nm Technology 

Technology used 90nm 120nm 

Parameters 
Existing 

Model 

Proposed 

model- 4 

Existing 

Model 

Proposed 

model- 4 

No. of transistors 20 14 20 14 

No. of logic gates 5 3 5 3 

Power consumption (µW) 5.410 2.37 8.540 3.555 

Delay (ps) 23.16 14 25.7 15.5 

 

Table 4. Comparison of Four- bit Magnitude Comparator with proposed model- 4 in 90nm 

and 120nm Technology 

Technology used 90nm 120nm 

Parameters 
Existing 

Model 

Proposed 

model- 4 

Existing 

Model 

Proposed 

model- 4 

No. of transistors 178 153 178 153 

No. of logic gates 41 33 41 33 

Power consumption (µW) 30.952 27.240 45.031 39.080 

Delay (ps) 89.83 80.33 117.83 84.1 

4. CONCLUSION 

The final results in terms of number of logic gates, transistor count, power consumption and 

delay have been obtained at 90nm and 120nm technologies. From the results designing a 

magnitude comparator using proposed model-4 design style reduce all parameters of 

transistor count, logic gates count, power consumption and delay of the comparator by 30% 

,40%, 58.38%,38.688 % respectively for 1 bit comparator and 

19.5%,14.05%,13.21%,28.088% respectively for four-bit comparator. And also 

implementing in 90nm technology have better performance than implementing in 120nm 

technology. All this simulation results have done in DSCH and microwind tools. Based on 

the following advantages in area, power and delay of the proposed model-4 magnitude 

comparator can be used for various applications such as scientific computations, VLSI 

designs, Test circuits etc. As per the results, the proposed model- 4 magnitude comparator 

is quite suitable for present day works.  
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Abstract 

 

When the dependent variable is recorded at a specific level, the χ2 a statistical is 

essentially a non-parametric technique used to explore group differences. The χ2 is 

powerful in regard to the distribution associated with information like all data being non-

parametric. Particularly, it does not need equivalence of variances a few of the analyze 

this is research classes or homoscedasticity with the particular information. It allows 

analysis of both dichotomous variables is split along with numerous group studies. The 

computations required to determine the χ2 provide a lot of information about how all of 

the teams fared in the research, as well as a variety of non-parametric and parametric 

statistics. This vast amount of information helps the researcher to acquire the result and 

so gain more specific info about this statistic than from other kinds. The χ2 is an 

important statistic, and may get used by way of the power statistic. When a 

significant χ2the final result has been received, the Cramer's V is the ultimate greatest 

power that is commonly used to examine the information. Benefits of the  χ2 consist of 

value to circulation to its robustness associated at that the data, their simplicity of 

calculation, the step-by-step content which may become based on the test, it is used in 

studies which is why parametric assumptions can't be fulfilled, and its freedom in 

dealing with information at every two classes and several classes’ studies. Limits contain 

their sample or test dimensions needs, the problem of explanation if there will be more 

and more categories into the separate aspects, and inclination of this Cramer's V to make 

general the correlation in which is reduced, also for very significant or considerable 

results. 

 

Keywords. Categorical information; Chi-square formula; Assumptions; Non-parametric; 

Analytical analysis. 

1. INTRODUCTION 

The test this is certainly χ^2 (chi-square) of very important helpful statistics for examining 

hypotheses as soon as the variables are moderate, normally occurs in medical research. The 

Chi-square χ^2can provide information not merely from the importance about any noticed 

variations, however, usually gives step-by-step info on exactly which groups take into 

account any variations found, unlike most statistics. Therefore, the extent and information 

of data this statistic can offer render it probably one of the most of good use resources into 

the variety that is researchers of evaluation resources. As with every statistic, you can find 

mailto:rupa.sharma@glbitm.ac.in
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demands because of its usage that proper tends to be known as “assumptions” from the 

statistic. Furthermore, the χ^2is a value test, and may forever be paired at the test this is 

certainly appropriate of power. The χ^2 (Chi-square) test is the non-parametric statistic, also 

named a distribution test this is certainly no-cost. Non-parametric examinations should 

always be utilized when anybody is associated with the problems that are after towards the 

information: 

1. The measuring quantity of the facets is nominal. 

2. But some parametric tests need equal categories, the sample sizes from the identified 

categories are uncompilable; for the χ^2 (Chi-square), the categories are of the equal 

attribute or dissimilar dimensions, although other parametric tests require equal categories.          

 3.The initial data are assessed at a proportion level, however violate one of the after 

presumptions to the test this is certainly parametric. 

i) The distribution regarding the information was seriously skewed or kurtotic and therefore 

the specialist should use a distribution for free statistic instead of a statistic that is parametric.  

ii)The data change the assumptions of alike homoscedasticity or variance. 

iii) For some of several aspects (1), the continuous facts were flattened as a quantity this is 

certainly tiny of, and therefore the info is not any more interval or proportion 

2. PRESUMPTION ASSOCIATED WITH 𝝌𝟐
 TEST 

The non-parametric examinations, like the 𝜒2assume the data had been gotten through 

random selection as with parametric tests. However, it is not uncommon to locate data that 

are inferential whenever information comes from convenience examples in the place of 

random examples. (to possess self-confidence within the outcomes as soon as the sampling 

this is certainly random is violated, a few duplication tests should be pre-created at basically 

the same outcome received). All test that is non-parametric its particular inference too. The 

presumptions for  𝜒 2 test offer: 

1) instead of percentage or a few other information transformations, the information within 

the cells must be frequencies or problems of cases.  

2) The understood levels of these variables are collectively special. That is, a subject this is 

certainly certain into only one amount of each of the factors.  

3) Each topic might add information to one and just one cellular in the 𝜒2.Then 𝜒2is almost 

certainly not utilized if, for instance, the same topics are tested over moment in a way that 

the evaluations are of the same subjects at moment 1, moment 2, moment 3, etc.  

4) Separate groups for academic analysis should be formed. If two teams are relevant, this 

suggests that a separate test should be used. For example, if the professor's data consists of 

independent variables and dependent variables, such as in investigations involving a mother 

or father and their kid, a different test should be used. 

5) We may discover two factors, which are both calculated as classes, and which are 

frequently used throughout the minimal degree. Data, on the other hand, might be 

quantitative information. Additionally, percentage data that has been crumpled into ordinal 

types can be used. Although chi2 does not have a law limiting the number of cells, an actual 
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number this large (over 10) makes it difficult to satisfy the presumption not equal to 6 below, 

as well as to comprehend the significance of the results. 

6) In a minimum of 80% of cells, the appropriateness for the cell expected is five or higher, 

with no cell having an expected of less than one (3). This assumption is almost definitely 

fulfilled if the sample size is at least the number of cells multiplied by five. This assumption, 

in essence, determines the number of instances necessary to utilize the 𝜒2for any other 

number of cells since 𝜒2. This need will be easily specified in the example of statistic 

calculation when you look at the entire example instance. 

3. ILLUSTRATION 

In [1] authors created a number of versions to predict the cases' security and opportunities 

of recuperation in MERS-COV contaminated situations. The files on COVID-19 suggested 

that it is actually a pneumonia like SARS, in which 26 to 33 per cent of individuals called 

for extensive treatment and the mortality rate 4 to 15 % [2], [3] China [4], [5], Lombardy, 

Italy [6] as well as New York City, USA [7] has described clinical discussion and early 

outcomes on the attributes of COVID-19 clients. On 11th March, the infection outbreak was 

proclaimed a widespread due to the Planet Health Association [8] Far, it has actually been 

actually stated that 13.8-- 19.1% of COVID-19-infected clients in Wuhan, China, became 

drastically sick [ 9], [10] The first case of Coronavirus CoVID-19 illness in India was 

announced on 30th January 2020 [11] India is actually thought about as the largest country 

having affirmed situations in Asia. Since 11th June 2020, the Department of Health and also 

Family Well Being [12] have affirmed an overall of 286,579 scenarios, 141,029 

rehabilitations and also 8,102 deaths in India [Thirteen], while the worldwide lot of afflicted 

instances is 7255960 as well as variety of confirmed deaths is 412583, describing Globe 

Wellness Company (WHO) [14] In India, 1024 validated cases as well as 27 varieties of 

confirmed deaths were stated by 29th March, 2020. Due to the opportunity, the amount of 

confirmed afflicted cases has been actually rapidly boosted in India. The growth rate 

of verified cases was actually rapid till 29th May, 2020, while India's casualty cost is 

actually relatively lower at 2.80%, against the global 6.13% as of 3rd June 2020 [15].  India 

is looked at as the biggest country having confirmed situations in Asia. In India, 1024 

confirmed scenarios and 27 amounts of verified fatalities were mentioned through 29th 

March, 2020. Through the time, the amount of confirmed afflicted instances has actually 

been rapidly boosted in India [15]. 

 

Figure 1. Top 15 Countries with COVID Cases [16,17] 
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Figure 2. Curve of Circulation of fatality [18,19,20,21] 

 
Figure 3.  Mortality rate in India for various scenarios [23,24, 25] 

 

The following case example can be used to explain how to calculate and explain the 

𝜒2statistic. The Chairman of an Institute would like to hold keep this is certainly sick 

reasonable that you can by continuing to keep students healthier through illness avoidance 

programs. Many students have developed diseases ultimately causing output problems due 

to go out of that is ill the illness. Generally, there is a vaccine for bacterial disease, while the 

Chairman feels it is usually crucial to obtaining as numerous students vaccinated as you 

can Because of to difficulty with offline classes at the institute that makes the vaccine, there 

was only one vaccination that was sufficient for half of the students. Essentially, there are 

two groups of students: those who received the vaccine and those who did not receive the 

vaccine. Each student who hired illness received a questionnaire helper from the institute, 

and they were also required to accept a sputum test for culture to find the causative 

representative. They kept track of the true number of students who contracted sickness and 

what sort of ailment each of them had. The following is how the data was organized: 

Category 1: The vaccination may not be provided with this class. (N=52) 
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Category 2: provided in conjunction with the vaccination. (N=52) 

In conditions like these, the vaccination status is a distinct variable. The variable that is 

reliant Three degrees of overall health outcome: 

• established a bacterial disease  

• established non-bacterial disease and  

• did not establish disease.  

 The organization needs to recognize whether or not providing the vaccination made much 

difference. To resolve this, they must each select a fact that will be utilized to test for 

differences when all of the variables are moderate. To evaluate the relevant question, the 

𝜒2 statistical was utilized. "Was there a difference in the occurrence of disease between the 

two classes?" Table 1 was created over the summer months to represent the incident of 

disease in one of the students. 

 

Table 1.  The outcome of the vaccination model. 

Overall health Impact Non vaccinated Vaccinated 

Unwell with bacterial disease 21 12 

Unwell with non-bacterial disease 8 10 

No disease 23 30 

 

Figure 4. The outcome of the Vaccination 

4. COMPUTING 𝝌𝟐
 TEST  

To extend the problem posed by [1],[2],[3],[4], [5]  the researcher can use the 𝜒2analysis to 

see if the vaccination program had any effect on the students' health and well-being. The 

following is the formula for obtaining a 𝜒2 𝑖s: 

∑  𝜒𝑖−𝑘
2 =

(𝐹𝑜 − 𝐹𝑒)2

𝐹𝑒
                           (1.1) 
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Therefore: 

F0 = Observed value  

Fe = Expected value 

χ2 = Calculate chi-square value 

∑χ2 =Technique studies to add up each cell's χ2values 

χi−k
2 = i − k  is the correct notation to represent all the cells 

Adding the sums of all the rows and columns is the first step in computing χ2 . These sums 

are referred to as the "borderline," and we may also discover row borderline values BRand 

column borderline values 𝐵𝐶, which are borderline calculations. Table 2 usually 

contains values that are on the edge of the case study data. Second is the method for 

computing the expected values (𝐹𝑒) for each cell. The “expected” values (𝐹𝑒)  represent a 

calculation of how the conditions would be distributed if the Chi-square statistic did not 

include a vaccination impact. Expected values(𝐹𝑒)  must represent both the incidence of 

cases in each group as well as the circulation when there is no vaccination effect. Because 

the total N is not equal to the expected number in each cell, the expected number (𝐹𝑒)  in 

each cell cannot be divided by 6. That will not explain the well-known fact that more people 

remained healthy whether or not they were vaccinated. (see Table 2, 3,4). 

 

Table 2. Evaluation of Borderlines 

Overall health Impact Non 

vaccinated 

 

Vaccinated 

Row borderlines (Row 

Sum) 

Unwell with bacterial 
disease  

21 12 33 

Unwell with non-bacterial 
disease  

8 10 18 

No disease 23 30 53 

Column borderlines (Column 

Sum) 

52 52  (N) = 104 

 

Figure 5. Evaluation of Borderlines 
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Fe =
BR × BC

N
 

Where: 

𝐹𝑒 =  Denotes the expected value of something like the cell 

𝐵𝑅 =  The rows borderlines for such a cell are represented by this symbol. 

𝐵𝐶 = The column borderlines for that cell are represented by this symbol. 

𝑁 = The total sample size is 

 

Table 3. Compute Expected values 𝐹𝑒 

 

Overall health Impact Non vaccinated Vaccinated 

Unwell/Suffering with bacterial disease 21(16.5) 12(17.01) 

Unwell/Suffering with non-bacterial disease 8(8.95) 10(9.05) 

No disease 23(26.5) 30(27) 

 
Figure 6.  Compute Expected values  

The following formula is used to determine the cell 𝜒2 values: 

𝜒2 =
(𝐹𝑜 − 𝐹𝑒)2

𝐹𝑒

 

The cell𝜒2 value by each cell the value using parentheses for each cell. (see Table 4) 

Table 4:  Compute Cell Chi-Square Values   𝜒2 =
(𝐹𝑜−𝐹𝑒)2

𝐹𝑒
 

 

Overall health Impact Non vaccinated Vaccinated 

Unwell with bacterial 

disease 

21(1.227) 12(1.475) 

Unwell with non-

bacterial disease 

8(.1008) 10(.099) 

No disease 23(.4622) 30(.3333) 

Following that, the cell chi2 values are computed and then totaled to produce the table's 

𝜒2 statistic. In this condition, 𝜒2 is 3.697. The 𝜒2  the table uses the degrees of freedom of 
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the table to determine the significant level of the fact. The df for a 𝜒2𝑡ℎ𝑒 table is determined 

with all the formulas: (𝑅𝑠-1) x (𝐶𝑠-1). Where 𝑅𝑠 is several rows and 𝐶𝑠 is the number of 

columns. 

If the calculated value of χ
2
 (3.679 ) differs for each of these df (1, 4, and 12), the significance 

level from the tabulated of χ
2
values tends to be: df = 1, P > 0.10(𝛼), df = 4, P 0.025(𝛼), and 

df = 12, P > 0.10(𝛼), Observe that as df rises, the P-level becomes less significant; for 

example, at the.05 (𝛼) degree, the computed value χ
2
 (3.679) is no longer statistically 

significant because P was larger than 0.10. df =2, when working with a sample table with 

three rows and two columns. Many important statistics literature, as well as different web 

resources, provide a chi-square χ
2
of table. The significance of the value is chi-square χ

2
of 

with 2 df  P < 0.005using a tabular value of χ
2
. This number might be rounded to P < 0.01. 

for simplicity. When the Chi-square χ
2
is computed using the mathematical system, the 

significance is determined to be P = 0.0011. 

 
Figure 7. Compute chi square test 

The null hypothesis (𝐻0)  is rejected, whereas the alternative hypothesis (𝐻1) is accepted: 

when the table's P-value is considerably lower than P < 0.05. “There is indeed a difference 

in the number of bacterial disease incidents between the vaccinated and non-vaccinated 

groups.” This overall conclusion, however, does not describe the difference could be. 

Examine the cell Chi-square χ
2
 values to fully comprehend the overall result. 

5. INTERPRETATION OF CHI-SQUARE Χ
2 

VALUES 

Table 4 may contain the fact that the cell with the largest value of 1.227is Cell 1. Here is the 

complete result of the value, which is observed 21 whereas only 16.5 was expected. As a 

result, these cells contain much more observed instances than may be expected with a 

chance. Cell 1 represents the number of non-vaccinated students who contracted the disease. 

Bacterial disease infection is most likely. This implies exactly how many not people that are 

vaccinated contracted disease that is bacterial disease significantly greater than anticipated.  

Cell 2 has the second cell with the highest χ2value of 1.475. However, we find that the 

number of observed instances in this cell is much lower than predicted (Observed =12, 

Expected =47.01). If the vaccination had no effect, there would be a significantly smaller 

number of vaccinated patients who had a bacterial disease. A cell with a χ2value larger than 

99% is rare in any other cell. 
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Table 5.  Compute Cell Expected value 𝐹𝑒 and Chi-Square Values   𝜒2 =
(𝐹𝑜−𝐹𝑒)2

𝐹𝑒
 

Overall health Impact Non vaccinated Vaccinated 

Unwell with bacterial disease 16.5(1.227) 17.01(1.475) 

Unwell/Suffering with non-bacterial disease 8.95(.1008) 9.05(.099) 

No disease 26.5(.4622) 27(.3333) 

A cell χ
2
with a value less than 1.0 should be regarded as an exact number of observed cases 

roughly equaling the number of expected circumstances, implying that the vaccination has 

no impact on a few other cells.  In the case study example, all of the cells had cell χ
2
values 

less than 1.0. As a result of the ongoing lessons, it can be concluded that there was no 

difference in the occurrence of non-bacterial sickness between the two teams. It was clear 

that virtually all workers stayed healthy in both merged groups. It's worth noting that 

vaccinated staff had far fewer occurrences of bacterial disease than non-vaccinated students. 

As a consequence, the institution should be able to establish if the vaccination program has 

consistently reduced the incidence of bacterial disease. Several statistical applications 

generate cell expected and cell χ
2
value tables as part of the basic processing. The cell 

χ
2
values must be checked using choice since certain applications build those tables as a 

choice. The method of this χ2  price gives data if the indicates that having you print just the 

cell χ
2
value (or whichever cell they choose). A positive cell value denotes that the 

observed value surpasses the expected value, whereas a negative cell value denotes that the 

observed cases are less than the expected number. For convenience, researchers may choose 

to manually calculate the cell expected and cell 2 values. Whenever the application does not 

present either option, most experts can determine what it is: the general table shows that the 

two groups are either separate. The majority of studies examine the dinner table to see 

whether cells are overrepresented with a large number of scenarios against those with only 

a few. Nonetheless, the interpretation of the path for team variations is less accurate without 

the inclusion of cell expected or cell  χ2 values. Researchers may wish to manually 

determine the cell expected and cell  χ2 values to better interpretation due to the convenience 

of finding such values. 

 
Figure 8.  Compute cell values  
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6. CHI-SQUARE AND MANY OTHER TESTS THAT SEEM TO BE CLOSELY 

CONNECTED 

One could ask if the Chi-square was the best or only test available to the researcher in this 

case. For nominal variables, non-parametric tests are necessary, and there are three 

commonly used significance tests for this type of nominal data. The Chi-square is the 

simplest basic and commonly used. Fisher's exact test is the second test, which is more 

precise than the Chi-square but only works with 2 x 2 tables (6). 

The table would have two rows and two columns, and Fisher's exact test would be used if 

the case study's only options were Bacterial illness or Non-Bacterial disease. Because the 

case study example requires a 2 x 3 table, the data is insufficient. If the case study's sole 

alternatives were Bacterial illness or Non-Bacterial disease, for example, the table would 

have two rows and two columns, and Fisher's exact test would be employed. The data are 

unsuitable for Fisher's exact test since the case study example suggests a 2 x 3 table. Assume 

the sample size was significantly less. If the sample size was lower and the results presented 

In table 6 were in the table. 

Table 6. A table that violates the expected cell values is shown below. 

Impact on overall health Un-vaccinated Not Vaccinated 

Bacterial disease 4(2.226)/1.42 0(1.75)/1.78 

Non-bacterial disease  2(1.67)/.07 1(1.33)/.08 

Stayed healthy 14(16.11)/.028 15(12.89)/.35 

7. CONCLUSION 

The Chi-square is a useful test that provides a lot of information on the type of study results. 

That's a helpful statistic for researchers to utilize when they want to test hypotheses about 

nominally measured variables. As with any inferential data, the best results are produced 

when information is gathered from arbitrarily selected topics, and when test sizes are large 

enough, they attain excellent analytical power. The Chi-square is a useful tool to use when 

the assumptions of equal variances and homoscedasticity are broken, and parametric data 

(Figure 2.3.1 Compute cell values, Table 5) such as the t-test [6] and ANOVA cannot 

provide trustworthy findings. Hence there is indeed a difference in the number of bacterial 

disease incidence between the vaccinated and non-vaccinated groups. 
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Abstract 

COVID-19, a global pandemic, has caused a rapid increase in the demand of several medical 

devices and parts like testing swabs, face masks, emergency ventilator parts, and personal 

protective equipment (PPE). Filling this sudden increase in the demand of medical devices 

and PPEs has become a prime concern of the medical industry. Additive manufacturing 

which is extensively used for medical devices and other medical applications has been used 

to make such medical devices and PPE parts. In this work, several medical devices and parts 

like nasopharyngeal swab (NP swab), face mask, face shield, ventilator parts, and hands-

free door opener fabricated by additive manufacturing technology have been reviewed. The 

additive manufacturing is found very helpful to combat with the COVID-19 pandemic by 

providing the customised face mask for frontline medical personal. 

Keywords. Additive manufacturing, COVID-19 pandemic, 3D printing, rapid prototyping, 

and medical AM. 

1. INTRODUCTION 

The term additive manufacturing (AM) is referred to a group of technologies like rapid 

prototyping, 3D printing, layered manufacturing, free-form manufacturing and net-shaping. 

The ASTM International defines additive manufacturing, as “a process of joining the 

materials to make objects from 3D model data, usually layer upon layer, as opposed to 

subtractive manufacturing methodologies” [1]. The AM fabricates 3D object directly from 

the virtual CAD model. The CAD model is converted into STL file format. The STL file is 

obtained by tessellating the surface of the CAD model and is a closed volume. The STL file 

is checked for possible errors in translation and rectified with the help of a correction 

software tool. The STL file is then sliced in several layers and transferred to AM system for 

additive fabrication. The AM system builds the physical model by depositing or curing 

material layer-by-layer on to the build platform. Once the fabrication is complete, the part 

is removed from the build chamber. Post-processing operations such as cleaning, post-

curing, surface finishing operations and removal of support structure is done, as required, in 

the last step of additive fabrication. The major stages of additive manufacturing are shown 

in the flow diagram in Figure 1. 

mailto:1harinarayan.phd2020@nituk.ac.in
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Figure 1. AM process chain to develop product from abstract idea. 

The first human cases of COVID-19, the coronavirus disease caused by novel coronaviruses, 

SARS-CoV-2, were first reported in December 2019 from Wuhan City in China. The World 

Health Organization announced COVID-19 as a global pandemic on March 11, 2020 [2]. 

The patients suffer from a severe acute respiratory syndrome caused by the virus, SARS-

CoV-2. A critical shortage of medical parts, devices and protective equipment is observed 

during a pandemic. Personal protective equipment (PPE), face shields and face masks for 

frontier health worker, and nasopharyngeal swab (NP swab) for collecting the patient 

samples are some of medical devices and equipment that are necessary to combat with 

COVID-19. Due to rapid increase in the counting of patients of COVID-19. The hospitals 

also face shortages of the emergency respirators and oxygen ventilators. It is a global 

challenge to fulfil the acute supply of medical parts and devices. The additive manufacturing 

comes in front to meet this challenge by fabricating the necessary medical parts. In this 

study, the endeavours made by the innovators and the organizations in helping the humanity 

fight the COVID-19 pandemic using additive manufacturing is reviewed. 

2. AM TECHNIQUES APPLIED FOR FIGHTING AGAINST COVID-19 

PANDEMIC 

During COVID-19 pandemic, mainly polymeric materials were used to additively fabricate 

the medical devices and parts. Major AM techniques and polymeric medical parts and PPE 

that were fabricated to meet COVID-19 challenges are listed in Figure 2. 

 

Figure 2. Additively fabricated medical parts in COVID-19 pandemic. 
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Photo-curing, laser sintering, and thermal melting are the primary manufacturing processes 

used by various technologies. The polymeric materials have been used in the following three 

states or forms: powder, filament and liquid, depending on AM technique used [3]. The AM 

technologies which are extensively being used to meet the acute demand of medical parts 

and devices in this COVID-19 pandemic situation are as follows: 

▪ Stereolithography Apparatus (SLA) 

▪ Multi Jet Printing (MJP) 

▪ Fused Deposition Modelling (FDM) 

▪ Selective Laser Sintering (SLS) 

▪ 3D Printing (3DP) 

▪ Multi Jet Fusion (MJF) 

3. AM CONTRIBUTION TO FIGHT AGAINST COVID-19 

To meet the acute demand of PPE parts, protective face-mask, NP swab, testing sticks and 

several medical parts necessary to combat COVID-19 are being fabricated with additive 

manufacturing. See Figure 3(a) and (b). The part design and development time is reduced 

significantly using 3D printing technologies to fabricate emergency respirator valve and 

ventilator parts as shown in Figure 4. Many other innovative ideas have also been additively 

manufactured to abate the expansion of SARS-CoV-2 virus, like the hands-free door opener 

shown in Figure 5. This hands-free door opener hand is designed and developed by 

Materialise Inc., Belgium, using MJF, SLS and FDM 3D printing technologies [4]. Many 

3D printing industries have installed mass production units using several additive 

manufacturing technologies to fulfil the acute demand of medical parts and devices. The 

additively manufactured medical parts with production capacity of the AM system is 

summarized in Table 1 with the names of AM technologies, materials used, company, and 

country. 

 

Figure 3(a) 3D printed emergency respirator valve by Isinnova and Weerg [5], reproduced 

with permission from Isinnova, and (b) NP swabs additively fabricated by Origin using SLA 

method [6]. 
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Figure 4 (a) Activated copper plate screwed on the face of door [7] reproduced with 

permission from SPEE3D (b) 3D printed face shield frame [8] (c) Respirator valve printed 

by Ferrari [9]. 

The Photocentric Ltd., UK, fabricates the large quantity of face shields using 45 Magna 

printers. The printing capacity of the Magna printer farm is 50,000 face shields per day. The 

face shields fabricated by Photocentric is customizable and the face screens with inclined 

surfaces provide space at the front and give protection at the sides [10]. The imakr® has 

installed a production unit at Guy's & St Thomas' supply-chain center for rapid production 

of eye shields, PPE parts and NP swabs by establishing a 3D printing farm of 200 3D printers 

to achieve production capacity of 1000 units/day. Nexa3D is producing 10,000 face-shields 

per week and 500,000 NP swabs per week, using NXE400 SLA 3D printers. Honda uses 

indirect rapid tooling technique of additive manufacturing for mass production of face 

shields and has donated 70,000 shields to frontline health personnel in the United States of 

America. Honda initially used 3D printing to fabricate face shields at five manufacturing 

facilities. Later on due rapid increase in the demand, they scaled up the production with 

plastic injection moulding up to 3,000 face shields per hour [11]. 3D Systems Inc. produced 

2,880 emergency ventilator parts on demand using SLS method of additive fabrication in 

the United Kingdom. 3D systems Inc. is also producing several medical parts to help the 

COVID-19 patients and health worker like PPEs, face shield frames without visors and with 

visors, stopgap face masks, surgical N95 respirators and NP swabs [8]. See Figure 4. 

Stratasys is producing nasal testing swabs and face shield frames in the USA. Azul 3D and 

its partners are fabricating 1000 face shields per day per printer using high-area rapid 

printing (HARP). Copper3D (2020) produced NanoHack masks as a last resort device for 

protection against airborne particles. They used polypropylene material in surgical masks. 

The NanoHack masks achieved an efficiency of filtration approximately 96% for 

microorganisms of 1 µ and 90% for microorganisms of 0.02 µ. 

 

Figure 5(a) Hands free door opener designed by Materialise, Inc [4] and (b) NanoHack mask 

designed and fabricated by Copper3D [12]. 
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To meet the shortage of face masks during the current pandemic, Filament Innovations in 

collaboration with St. Luke's University Health Network has designed and fabricated 

reusable 3D printed masks. The full mask is an assembly of four 3D printed parts: 3D printed 

guard, Laser cut acrylic plate, HEPA (High-Efficiency-Particulate-Air) filter, and mask 

frame. The parts have been fabricated using Filament Innovations’ BFP-ICARUS-TP High 

Flow FDM 3D Printer. TPC (or PETG) material is used to print the parts and up to four (4) 

parts can be printed per build in three (3) hours [13]. Huaxiang Group designed and produced 

medical safety goggles using Farsoon 403P system. They used SLS, FDM and SLA method 

for fabrication of various parts of the safety goggles [14]. 

Table 1. AM contribution to meet the COVID-19 pandemic challenges. 

Medical parts Manufacturer/AM System Material used Production 
capacity 

Country Citation 

 

 

 

 

 

 

Face shield  

Photocentric Group 

Model: LC Magna Printer 

Photopolymer resin 50,000/day UK [10] 

iMakr 

Model: SLS and FDM 

PLA & PETG (Poly Ethylene 

Terephthalate Glycol) 

1000/day USA  

 

 

 

[11] 

 

Nexa3D 

Model: NXE400 SLA 3D printer 

proprietary material 10,000/ 

week 

USA 

Honda  

AM system: 3D printing, injection 

moulding. 

NA 3000/hour USA 

3D Systems 

Model: ProX SLS 6100 Printer 

Medical grade nylon 100/day UK [8] 

Stratasys  

Model: FDM 

ABS Total: 275,000 

units 

Israel [15] 

Azul3D 

Model: High-Area Rapid Printing 

Proprietary material 20,000/ 

week 

USA [16] 

 

 

 

 

Face masks and 

fitting s 

Filament Innovations 

Model: BFP-ICARUS-TP High 

Flow FDM 3D Printer 

TPC/TPU & PETG 35/day USA [13] 

Farsoon Technologies 

AM system: Polymer Laser Sintering 

Farsoon FS3300PA 1000/day USA [14] 

Pneumask  

Model: NA 

PLA & ABS Total: 23,534 

units 

California [17] 

3D Systems, Inc. 

Model: Multi-Jet Fusion (MJF) 

Powder Bed Fusion Nylon NA UK [18] 

CIIRU CTU & CARDAM 

Model: HP MJF 540 Printer 

PA 12 10,000/day Czech 

Republic 

[19] 

Copper3D 

AM system: FDM 

PLACTIVE® and MDflex®, 

Nanocomposites developed by 

Copper3D 

NA Canada [12] 

 

 

 

 

 

 

 

Nasopharyngeal 

(NP) swabs 

EnvisionTEC 

Model: Envision One cDLM Printer 

Soft C-29C resin 112,000/ 

day 

USA [20] 

Origin and Stratasys 

AM system: Origin One Printer 

Proprietary material 190,000/ 

day 

Israel [8] 

Forecast 3D and Abigenix, Inc. 

AM system: HP’s MJF Printer 

Proprietary material 100,000/ 

day 

USA [21] 

Markforged 

Model: Markforged Industrial Series 

Printer 

Nylon base and Rayon 10,000/day USA [11] 

Hospital virtual Valdecilla 

AM system: Form 2 SLA Printer 

Surgical Guide resin 324/print Spain [22] 

Nexa3D 

Model: NXE 400 

Nexa3D material 500,000/ 

week 

USA [11] 

Formlabs 

Model: Formlabs SLA Printer 

Surgical Guide resin 112,000/ 

day 

USA [23] 

Carbon3D 

Model: Carbon DLS™ 

KeySplint Soft® 1000,000/ 

week 

USA [24] 

 

 

 

 

Emergency valves, 

respiratory masks, 

and  Ventilator 

parts 

Weerg with Isinnova and FabLab 

Brescia 

AM system: HP’s MJF 5210 Printer 

PA 11 and PA 12 Nylon 500/day Italy [25] 

Materialise, Inc. 

 

Materialise Passive NIP NA Belgium [26] 

CRP Technology 

Model: High Speed Sintering 

Windform® P1 isotropic 

material 

NA Italy [27] 

Ferrari 

AM system: FDM 

ABS NA Italy [9] 

Isinnova, Lonati 

Model: FDM, SLS 

PLA 100/day Italy [5] 
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3D Systems 

Model: SLS 

Medical Grade Nylon 720 sets (total: 

2,880 parts) 

UK [8] 

Hands-free door 

opener 

Materialise, Inc. 

AM system: MJF, SLS, and FDM 

PLA NA Belgium [4] 

Sintratec  

Model: Sintratec S2 SLS 3D printer 

Sintratec TPE powder  NA Switzerland [28] 

Anti-microbial 

copper 

SPEE3D 3D 

Model: Light SPEE3D machine 

ACTIVAT3D (Anti-microbial) 

copper 

NA Australia [7] 

Diagnostic 

platform (lab-on-a-

chip) 

3D Systems Inc. 

Model: Standalone 3D printer MED-

AMB 10 

MED-AMB 10, PRO-BLK-10, 

and RUBBER-65A BLK 

NA UK [29] 

Novak and Loy (2020a) have reviewed several projects initiated prior to April 01, 2020, 

utilizing various AM technologies. There were 91 such projects. These projects were aimed 

at fabricating a range of health and medical products for combating COVID-19 on-demand 

and close to the point of need. They declared that 65% of the products were for PPEs out of 

that 60% were face shields. FDM technology was mostly used to fabricate medical products 

to combat COVID-19 [30]. Novak and Loy (2020b) have performed an analysis of face 

shields and face masks fabricated by various AM technologies during COVID-19. They 

have investigated fabrication of 37 types of face shields and 30 types of facemasks varying 

in the company or institution producing them or AM machine being used. The timeline for 

the design of these face shields and face-masks is May-June 2020. They have demonstrated 

a range of considerations in fabricating PPE parts using AM such as the type of AM 

technology used, the quality of products to be fabricated, the amount of material required 

and the cost of manufacturing. They found that the face shields take almost half the time to 

additively fabricate compared to the face masks and require approximately half the filament 

material. They have concluded that printing face-shields is cheaper than printing face masks. 

The authors have also found that the AM technologies allowed use of distributed 

manufacturing for producing PPE parts during COVID-19 [31]. 

A diagnostic platform has been developed by Dr. Pantelis Georgiou using 3D Systems, Inc. 

This lab-in-a-chip rapid testing device can give the test report within 30 minutes [11]. Taking 

an initiative to help patients in this pandemic situation, Ferrari S.p.A. has started fabricating 

respiratory valves and other devices for protective masks from thermoplastic materials. See 

Figure 4. They use 3D printers at its car prototyping department in the Maranello plant [9]. 

Charlotte valve and Dave valve have been designed and developed to turn a normal mask 

into C-PAP mask by Isinnova and Weerg. These valves shown in Figure 3 connects the mask 

to the oxygen dispenser [5]. SPEE3D has developed a antimicrobial copper plate. The 

existing metal part is coated with copper by SPEE3D printers. This ACTIVAT3D copper 

push plate is mounted on doors to reduce the spread of virus as shown in Figure 4. The 

clinical trial results showed that 99.2% of SARS-CoV-2 virus killed within five hours 

whereas 96% of SARS-CoV-2 viruses were found dead within two hours with this 

antimicrobial copper plate while there is no reduction of virus presence with stainless steel 

plate [7]. 

4. CONCLUSIONS 

In the present work several medical parts and devices fabricated by additive manufacturing 

technologies to help combat COVID-19 have been discussed. The manufacturing process of 

six AM methods, which were mainly used to fabricate the medical parts in this pandemic 

situation, are also explained. The effort by different manufacturers of AM systems all over 



 7 

the world is tabulated to summarize how AM has helped humanity during this pandemic. 

The list is not exhaustive. However, it gives a fairly good idea of how the AM technology 

has been useful in responding to the COVID-19 needs. The suitable AM technique and 

material used by AM industries for mass production of medical parts with their production 

capacity have also reviewed. Certainly, the additive manufacturing played very important 

role to save the lives of many frontline heath-workers and patients by readily providing the 

customized face-masks, face-shields, emergency respirator valves, and other testing parts 

and devices. 
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Abstract 

Cancer is a life-threatening disease in which a lump is formed due to the growth of cells 

which starts damaging the healthy cells of the body. Removing the lump with hyperthermia 

is a technique where the lump is heated in the range of 50-60 °C with an electromagnetic 

wave (EMW). The absorptivity of the lump (tumour) is very low, due to which it cannot 

absorb the irradiation alone. To absorb the absorptivity of EMW nanoparticles have been 

added to the tumour, then nanoparticles absorb the irradiation, get heated and transfer the 

heat to the tumour. In the present study, gold nanorods have been used for absorption 

purposes, having a diameter of 25 nm and aspect ratios of 1.5, 3.5 and 5.5. The results show 

that with these aspect ratios broadband spectrum (400-1300 nm) has been covered. The 

volume fraction of the nanoparticles plays a crucial role in the ablation of the tumour at an 

optimum volume fraction. The study shows that the absorption coefficient of 40 cm-1 is an 

optimum value where the maximum temperature of the tumour has been found. Furthermore, 

the irradiation intensity and irradiation time also play an important role in the ablation of the 

tumour. In the current manuscript, numerically the effect of irradiation intensity, irradiation 

time, and volume fraction has been studied.  

Keywords: Cardiovascular Fitness Recommendations, personalised recommendations. 

1. INTRODUCTION 

Cancer is a life-threatening disease in which a lump is formed due to the growth of cells 

which starts damaging the healthy cells of the body. There are certain techniques 

(chemotherapy, laser ablation, electroporation, surgery, and radiation therapy) used for the 

treatment of cancer (Jamil and Ng, 2013). These conventional techniques have limitations 

for example in cases when the tumour is deep inside the body and out of reach or in many 

such scenarios these techniques might be very cumbersome (Ashikbayeva et al., 2019). 

Hyperthermia or thermal ablation technique uses laser or electromagnetic waves to damage 

the tumour by heating it for a certain period. The electromagnetic waves are incident in the 

near-infrared region. The ablation temperature in the range of 50-60 °C is sufficient for the 

complete mutilation of the tumour (Ahmed et al., 2011). The tissue is damaged due to low 

levels of oxygen, nutrients and pH level. The hyperthermia causes focal hyperthermic injury 

to the ablated cell, which affects the tumour microenvironment and damages the cell at the 

membrane and subcellular level. This technique can be applied to the local cell and the whole 

body. It has been mentioned that the hyperthermia technique alone is not enough to replace 

one of the established therapy modalities when they have been applied alone, but, the 

hyperthermia technique is without any doubt enhances the effect of cell killing drug. The 
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main benefit of hyperthermia is that it is flexible, less expensive and involves less 

invasiveness as compared to other conventional cancer treatment methods (Carrafiello et al., 

2008). 

The drawback of this technique is that the absorptivity of the tissue is very less which results 

in low-temperature rise, thus very low heating takes place. A more promising hyperthermia 

technique involves the usage of nanoparticles which enhances the optical properties.  When 

the electromagnetic wave (in the range of near-infrared wavelength) is incident on 

nanoparticles embedded in the tumour, the nanoparticles absorb the irradiation, get heated 

and help in damaging the breast tumour which is surrounded by healthy tissue as shown in 

Fig. 1. This method selectively destructs the tumour and the localized hyperthermia provides 

better-targeted treatment (Manthe et al., 2010).  

 

 

Figure 1 (a) Schematic of the breast tumour irradiated with electromagnetic wave (EMW) 

and (b) the description of tumour surrounded by blood vessels and healthy tissue. 
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The nanoparticles used in the hyperthermia treatment mostly are iron oxide, doped iron 

oxide, superparamagnetic iron oxide, carbon nanotubes and various polymer-based 

technologies are used (van Landeghem et al., 2009; Lee et al., 2011; Kaur et al., 2016). For 

the thermal ablation of the tumour, as the optical properties of the nanoparticles play a 

crucial role, so for the hyperthermia biocompatible gold nanoparticles have been used 

(Monga et al., 2020). These nanoparticles have been used to achieve the thermal ablation 

temperature for denaturation of tissue proteins and apoptosis is preferred. The main aim of 

the present study is to predict the effect of irradiation, irradiation time and volume fraction 

of the nanoparticles of the ablation of the tumour.   

2. NUMERICAL MODELLING OF NANOPARTICLES ASSISTED TUMOUR 

2.1 Optical properties of nanoparticles 

In the ablation of the tumour, the nanoparticles and their optical properties play an important 

role. The literature suggests that gold nanorods are more beneficial to use than nanospheres, 

due to which gold nanorods have been considered in this study. The metallic nanorods show 

plasmonic peaks at different wavelengths (depending on the diameter and the aspect ratio), 

due to which the absorption at the plasmonic wavelength happens. These nanorods show 

two plasmonic peaks, radially and axially (i.e. it has transverse and longitudinal oscillation).  

In the current study, for the calculation of optical coefficients, Mie scattering has been used. 

As  λ > 10D, the nanoparticles experience polarization (Ξ) and the induced polarization can 

be evaluated as 

( )
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where D is the diameter of the nanorod, L is the length of the nanorod, εgold is the dielectric 

constant for gold, εtissue is the dielectric constant of tissue and ς is the geometric factor, where 

i = 1, 2 and 3.  
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0.5

1
2 3

1 2 1 1
ln 1

2 2 1

1
where 1 ,

2

f f

f f f

D
f

L




 

  − +
= −  

−  

− 
= − = = 
 

     (2) 

Further, the absorption and scattering coefficients are calculated by using equation 3 
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where ϕ is the volume fraction, Vnp is the volume of nanorods, λ incident wavelength.  

2.2 Spatial temperature distribution in the tumour 

As we know that the bare tumour is unable to absorb the irradiation due to less absorptivity. 

For a bare tissue the absorption and scattering values are 0.062 mm-1 @ 725-325 nm and 

0.95 mm-1 @ 925 nm respectively (Soni et al., 2015). Further, the scattering and absorption 

values for the nanorod are around 10 mm-1 and 0.375 mm-1 respectively. These results show 

that with the gold nanorods, absorption is more dominant than the scattering. So, in the 

absorption dominating media, the attenuation of the irradiation is found by the Beer 

Lambert’s law, which states that the extinction of the irradiation happens exponentially in 

the absorption dominated media and mathematically it is given by equation 4 

( )exp .o eI I K Z= −         (4) 

where Io is the incident radiation, Keλ is the spectral extinction coefficient and Z is the depth 

of the tumour. The absorption of irradiation by the nanorods generates the temperature rise 

and thus damages the tissue. The initial temperature of the tumour is 35 °C and the outer 

boundary of the healthy tissue has been considered isothermal. The spatial temperature rise 

in the tissue has been evaluated by Penne’s equation, which is represented by equation 5. 

( )
( )( ) ( )( )2
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where Qmet is heat generation due to metabolism of the body, Qab is the amount of heat 

absorbed by nanoparticles due to intensity attenuation within the tissue, T (r,z,t) is the tissue 

temperature as a function of r,z co-ordinates, Tc is the core body temperature, Ct is the 

specific heat of the tissue, Cb is the specific heat of the blood, ρt is the density of the tissue 

and ρb is the density of the blood.  

The thermophysical properties of the healthy tissue and the tumour are presented in table 1. 

Table 1. Thermophysical properties of healthy tissue 

For Healthy tissue 

Thermal conductivity (Kt) 0.5 W.m-1.K-1 

Density (ρt) 1000 kg.m-3 

Heat capacity (Cpt) 4200 J.kg-1K-1 

Absorption coefficient (αt) 0.02 m-1 

Arterial blood temperature 37 °C  

Heat capacity of blood (Cpb) 4200 J.kg-1K-1 

Blood perfusion rate (s-1) 1 × 10-3  

Density of blood (ρb) 1000 kg.m-3 

 

 



 5 

Table 2. Thermophysical properties of tumour 

For Tumour 

Thermal conductivity (Kt) 0.55 W.m-1.K-1 

Density (ρt) 1100 kg.m-3 

Heat capacity (Cpt) 4200 J.kg-1K-1 

Absorption coefficient (αt) 0.06 m-1 

Blood perfusion rate (s-1) 9.1 × 10-3  

Density of blood (ρb) 1000 kg.m-3 

 

2.3 Skin Tumour and distribution of nanoparticles 

The skin tumour case in the 3D module has been selected for the study. For the study, both 

healthy tissue and tumour have been considered cylindrical (as shown in figure 2).  

 

Figure 2. Schematic of the healthy tissue and the tumour irradiated with electromagnetic 

waves. 

For the numerical analysis, it has been assumed that the tumour has a diameter of 40 mm 

and the height of the tumour is 5 mm. This tumour is surrounded by healthy tissue having a 

diameter of 80 mm and a height is 10 mm. Further, it has been assumed that gold nanorods 

have impinged on the tissue. The irradiation is normal to the tumour and gets absorbed by 

the nanoparticles.  

3. RESULTS AND DISCUSSIONS 

3.1 Optical properties of nanorods 

The absorption coefficient for the gold nanorods has been shown in Fig. 3. For the absorption 

coefficient, a diameter of 25 nm and aspect ratio (AR) of 1.5, 3.5 and 5.5 has been 

considered. To understand the effect of volume fraction, two different volume fractions have 
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been considered i.e. 0.001 and 0.002% respectively (see Fig. 3a and 3b). From these figures, 

we found that the absorption increases with the increase of volume fraction. Further, the 

aspect ratio shows there are three peaks, and the highest peak has been achieved with AR of 

3.5. At AR 3.5, the absorption peak is at the wavelength of 725 nm and this maximum peak 

is because of the local surface plasmon resonance (LSPR) effect. To ablate the tumour, the 

incident radiation will be at the wavelength of 725 nm and maximum irradiation will get 

absorbed by the nanoparticles. Maximum absorption results in more heating and thus 

ablation of the tumour takes place.   

 

Figure 3. Optical signature of the gold nanorods at different aspect ratio (a) for volume 

fraction of 0.001% and (b) 0.002%. 

3.2 Effect of volume fraction on the ablation of tumour 

Figure 4 shows the effect of volume fraction on the temperature rise of the tumour. It shows 

that with the increase of absorption coefficient (which depends on the volume fraction), the 

average temperature in the tumour increases, reaches a stagnant point and with further 

increase of absorption coefficient, the temperature starts decreasing. This is because, at a 

low volume fraction, the whole irradiation is not absorbed by the nanorods. On the other 

hand, at a higher volume fraction, the irradiation is absorbed by nanorods in the top layer, 

thus the irradiation does not reach the whole volume of the tumour, thus there will be no 

complete damage to the tumour. Due to this fact, the optimum volume fraction of the 

nanoparticles needs to be added to the tumour for complete ablation of the tumour.   

 
Figure 4. Effect of absorption coefficient on the average temperature of the 

Tumor 

400 600 800 1000 1200
0

20

40

60

80

100

120

140

A
b

so
r
p

ti
o
n

 c
o
e
ff

ic
ie

n
t (

c
m

-1
)

Wavelength (nm)

 AR 1.5

 AR 3.5

 AR 5.5

400 600 800 1000 1200
0

100

200

300

400

 AR 1.5

 AR 3.5

 AR 5.5

A
b

so
r
p

ti
o
n

 c
o
e
ff

ic
ie

n
t (

c
m

-1
)

Wavelength (nm)

20 40 60 80 100 120 140

43.1

43.2

43.3

A
v
e
r
a
g
e
 t

e
m

p
e
r
a
tu

r
e
 o

f 
T

u
m

o
u

r
 (o
C

)

Absorption coefficient (cm
-1
)



 7 

3.3 Effect of irradiation time and irradiation intensity  

The effect of irradiation intensity and irradiation time on the damage of the tumour has been 

shown in Fig. 5. From figure 5 it can be seen that the average temperature rise of the tumour 

directly depends on the irradiation intensity. So, according to the size of the tumour, the 

intensity needs to select. Further, the ablation temperature also increases with irradiation 

time. As we know, for complete damage to the tumour, the temperature should be in the 

range of 50-60 ºC. So, this temperature can be achieved with an irradiation intensity of 5000 

Wm-2 (see Figures 6a and 6b). Further, to illustrate the effect of irradiation intensity on the 

damage to the tumour, isosurfaces have been shown in figure 6b, which confirms that the 

tumour ablated with the irradiation time. Further, care is needed when selecting the 

irradiation intensity because more irradiation time and irradiation intensity damage the 

healthy tissue.   

 

Figure 5. Effect of irradiation intensity on the temperature rise in the tumour 
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Figure 6. Temperature contours for the ablation of the tumour at different intensities (a) 

2500 Wm-2 (b) 3000 Wm-2 and (c) 5000 Wm-2 

 

3.4 Effect of temperature along the diameter of the tumor 

The temperature variation along the radius of the tumour has been shown in Fig. 3.4. From 

the figure, it can be seen that the temperature is maximum in the centre of the tissue and 

decreases at the outer periphery. This is because the flowing blood in the healthy tissue near 

the tumour takes away the heat, which cools it down. Further, the same trend has been seen 

at different depths along with the tumour.  
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Figure 6(c) 
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Figure 7.  The temperature rise in the tumour along the radius of the tumour at different 

depths (a) 1 mm (b) 3 mm and (c) 5 mm  

4. CONCLUSION 

From the results, it has been found that for the damage to the tumour, the temperature 

required is around 50-60 ºC. The ablation temperature depends on various factors like 

volume fraction of the nanoparticles, irradiation time and irradiation intensity. From the 

study, it has been found that the absorption coefficient depends on the volume fraction and 

it increases with the increase of volume fraction. Further, an intensity of 5000 Wm-2 is 

required for ablation of the tumour in 50-60 sec. The temperature in the outer periphery of 

the tumour is less than the inner part because due to blood perfusion, the heat is lost from 

the tumour to the healthy tissue. It is very important to maintain the optimum irradiation 

time and irradiation intensity, otherwise, it can damage the healthy tissue.  
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Abstract 

Cardiovascular disorders are one of the prevalent causes of acute fatalities in sportspersons. 

Regular physical activity helps maintain cardiovascular fitness and lowers the risk of cardiac 

disease. However, under intense physical exertion, a sportsperson may succumb to sudden 

cardiac death. People, with the evolution of intelligent devices, have the opportunity to track 

and measure their heart rate during physical activities. That’s why data collected from these 

devices is a promising source. Though it is challenging to model such data because this kind 

of data has a high level of heterogeneity, diversity in scale, and complex interdependencies. 

Therefore, it is necessary to handle such data using some machine learning approaches for 

personalized recommendations. Specifically, this work focuses on the prediction of the heart 

rate of the user for the next moment. We have designed a model that can learn the heart rate 

profile of the user during exercise and can predict the short-term profile of heart rate so that 

users can effectively manage the maximum or minimum heart rate. Here, a Long Short Term 

Memory based model with dual attention has been used to predict the heart rate for the next 

moment of a user. 

Keywords: Cardiovascular Fitness Recommendations, personalised recommendations. 

1. INTRODUCTION 

Living a sedentary and poor lifestyle is one of the major causes of numerous health 

problems. But in recent years, humans have developed technology in the form of wearable 

devices that have given us the ability to keep track of daily activities by only wearing smart 

bands or by just carrying our mobile phones. With this, we can measure various activities 

such as heart rate, location, altitude, activity type, calories burnt ,and much more. This type 

of sequential data can be harnessed for a lot of useful information and can predict heart rate 

and other parameters, but the collected data is often heterogeneous and consist of 

interdependencies that are hard to capture. Another reason is the changing activity patterns 

and the health fluctuation of the user. Also, data has high variance from user to user. This 

type of data can easily be calculated, whereas getting lots of data about a particular user is 

far more complicated than the former. Our target is to adopt a model to capture features in 

workouts or activities done by the user. We propose a method based on the Recurrent Neural 

Network [1], [2] model to capture gathered sequential data, which has shown significant 

performance [3]. An extensive dataset of activities is explored in order to build a predictive 

model. Here, the suggested model is based on LSTM, which takes attributes of the person 

and several session parameters. The model can be used to predict (1) Quantitative tasks, 

such as predicting workout parameters that will change simultaneously as the session goes 

mailto:vermavijay1986@gmail.com
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ahead; (2) Qualitative metrics, like finding significant features that affect performance more 

in comparison to others.  

1.1. Motivation 

The impact of the famous quote 'health is wealth' on people is increasing tremendously. 

Below are some points behind motivation. 

▪ Health is the foremost requirement for doing anything. If we are unhealthy 

means losing out precious time from our life for getting treatment and 

lacking energy and confidence in every task we do. 

▪ Campaigns like International Yoga Day, Swastha Bharat, etc., also add to 

our motivation (motivate people to stay healthy). 

▪ The spread of new diseases like COVID-19 can only be tackled with a 

sound immunity system. Further, people with cardiovascular diseases are 

more vulnerable to these diseases, and that’s why we use heart rate profile 

forecasting and prediction for the short term. 

▪ Due to such a busy life, we tend to do a good workout in limited time and 

also acc to our health factors. 

Therefore, this work will help users to predict their workout profile (speed and heart rate) 

and also suggest workouts for better immunity in individuals. The overall contribution of 

this work is summarized as follows: 

▪ To study different techniques/algorithms and find the best one based on 

accuracy.  

▪ To provide the personalized prediction of the workout profile (speed and 

heart rate) of a user. 

▪ Implement the model in real-time by giving a prediction for the short term. 

2. LITERATURE REVIEW 

Table 1 summarizes a few different paradigms associated with fitness recommendations. In 

particular, each paradigm’s methodology has been illustrated using some representative 

research articles. Further, we have listed a few limitations, in terms of the pros and cons, of 

these techniques. 

Table 1: Different methods for fitness recommendations 

Paradigm  Brief Methodology Pros Cons 

Mining 
Sensor Data. 

[4][5][6] 

This category falls into 

pervasive computing and 

studies about the collection and 
handling of data from wearable 

and mobile devices like 

smartwatches and fitness bands. 
Here data can be related to the 

various types of behaviour of a 

person like sleep order, health, 
exercise and many more. To 

model a person’s wellness by 

using some  sensor data is a 
present-day  growing trend. 

Users’ exercise data can be 
collected easily and can be 

combined with social 

network details/statistics to 
forecast his/her fitness 

trends [7]. Limited training 

data can be used to detect 
exercise types like walking, 

running, aerobics, etc. [7] 

specifically focused on the 
Body Mass Index (BMI) for 

the same. 

Prediction and 
recommendation tasks are 

not satisfactory as they are 

not using sequence 
prediction (sequential 

modelling). 
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Context-

aware 

modelling.[
8][9] 

A system or its components can 

collect information about its 

environment at any given time 
and accordingly adapt 

behaviours; this is known  as 

context awareness. Fitness  and 
exercise  data  have 

heterogeneity in the input 

structure  naturally (contextual  
data  and sequential 

information), and hence  

context-aware modelling can be 

used. 

Recommender systems,  

clinical predictions,  social 

networks  with contextual 
information, etc., are some  

of  the applications which 

can be fulfilled by context-
aware modelling. 

RNN models can be used 

with the context-aware 
layer [8].   

An LSTM layer with 
contextual embedding 

modules performs better 

than context-aware 
modelling as it also learns 

from historical sequences. 

Measurement within each 
activity does not consider in 

context-aware modelling. 

RNN-based 

sequential 
modelling.[

10][11] 

RNN (Recurrent Neural 
Networks) recently has shown 

exceptional efficacy in 

modelling sequential data such 
as clinical data, text, and audio. 

These are a type of neural 

network where the input to the 
current unit is fed through the 

output of the previous unit along 

with the new input of the current 
unit. 

RNN-based models can be 
combined with convolution 

layers (CNN) to show short 

as well as long-term 
dependencies both. This 

model performs better than 

Linear SVM and other 
RNNs. 

Measurement within each 

activity does not consider in 
RNN-based sequential 

modelling. 

Personalize

d 

Recommen
dation. 

[7][12] 

User behaviour is a crucial point 

of personalized 
recommendations. Also, these 

are based on a large amount of 

historical data of the user and 
then recommend some products 

in static scenarios like e-

commerce. Personalized 
recommendations incorporate 

content like item attributes and 

contexts like user clicks or 
purchases. Now, researchers 

from these industries are trying 

to evolve such systems for 
personalized recommendations. 

Various targets, such as 
user’s goals, desirable 

performance  and 

environment, can be 
considered for personalized 

running route 

recommendations [12]. A 
combination of workout 

information and social 

network information can be 
used to conduct wellness 

predictions [9]. 

 

These works don’t centre 
around the modelling of 

sequential fitness data like 

the heart rate/speed 
sequences of a user. A few 

works in personalised 

recommendation provide 
hand-crafted statistics 

instead of providing the 

whole sequential 
information of each 

activity/task. 

 

3. BACKGROUND 

3.1. Recurrent Neural Network(RNN) 

It is a general feedforward neural network with internal memory. RNN performs the 

identical function for each input of data, and that’s why recurrent in nature. The current 

input’s result relies on the previous unit computation. The output is copied after producing 

from the previous step and then sent back into the recurrent network. These are gaining 

popularity in today's world very drastically from advances in network designs and also by 

increasing the computational power of Tensor Processing Unit (TPU) and Graphic 

processing units(GPU). These networks give the best result in the case of sequential data 

because the RNN unit is easily able to maintain information about the previous unit result 

by using its internal memory. To process the sequence of data, RNNs can use internal 

memory, which distinguishes RNNs from feedforward neural networks. That’s why, with 

all these features, tasks such as handwriting recognition, speech recognition, time series 

prediction etc., can be easily performed by RNN. Unlike other neural networks, all the inputs 

are related to each other in RNNs. 
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Figure 1. Unfold Recurrent Neural Network 

The drawback of the RNN is that it can’t be used with a very long sequence, and it has a problem 

of vanishing gradient. Also, it is a very difficult task to train an RNN. In figure 1, Xt is an input, 

A is an activation function, and ht is the output corresponding to each cell.  

3.2. Long Short Term Memory (LSTM) 

The LSTM has an architecture similar to the RNN, but it has overcome the limitations of 

RNN (like it is fully capable of remembering the past values of the context). These values 

will not change over the entire training period of the model. Basically, an LSTM contains 

four components, which are LSTM Recurrent Components, Gates, Blocks, and LSTM units. 

LSTM units are capable of storing the values for short as well as for a long time. An LSTM 

Block contains a lot of similar units. LSTMs come under deep neural networks. So, well 

known for their better results. LSTMs are implemented in parallel/stacked systems to 

minimize the workload of large-scale computing systems. To control the overall flow of 

information, LSTM has three gates. Different logistic functions are used for implementing 

these gates, for having a result between 0 and 1. The name of the gates are Output gate, Input 

gate and Forget gate. For the entry of information inside or outside the memory, these 

logistic functions are multiplied. The input gate plays a pivotal role in controlling the entry 

of new values into memory. The Forget gate controls the amount of time till a value will 

remain inside of memory. We can forget the old value when a new value is available. This 

functionality is controlled by the update gate. The combining effects of input and forget 

gates are represented by the update gate. Following is the basic information of all the gates 

of a Long short term memory (LSTM) unit. 

▪ Input gate – input gate plays a pivotal role in controlling the entry of new values 

into memory. Through [0,1], which values to enter, are decided by a sigmoid 

function. Further, these values pass through a tanh function to determine their 

significance ([-1,1]). 

▪ Forget gate – It discovers the details which need to be abducted from the unit. This 

is done using a sigmoid function or some other activation function. A number 

between 0 and 1 is given as output (i.e. omit this or keep this). 

▪ Output gate – This gate is used to decide the output. Like the input gate, here also 

through [0,1], which values to enter, are decided by a sigmoid function. Further, 

these values pass through a tanh function to determine their significance ([-1,1]). 
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Figure 2. Typical DataCenter Infrastructure [18, 19] 

4. PROPOSED APPROACH 

We have taken two kinds of sequential data problems, i.e., prediction for the short term and 

prediction of workout profile [13].  

Prediction of workout profile: This module takes contextual sequences, attributes of a user’s 

workout, historical sequences, and the total time of a workout and predicts the target. This 

task can be considered as a case when the user has given his intended route and desired the 

whole time, i.e., how much the user wants to perform the intended task so that  the system 

predicts or forecast what would be the heart rate profile of the user.  

Prediction for the short term: This module takes contextual sequences, attributes of a 

user’s workout, historical sequences, along with total duration. These inputs can be referred 

to as estimates for a particular period of time corresponding to a fixed duration of a single 

activity session. This allows us to predict the heart rate for a short term during the activity 

session.  

The interrelationship between tasks: Basically, both the tasks differ in inputs and outputs 

and application scenarios. Short term prediction module aims to predict sequential 

parameters during the activity session. It is like traditional time-based models used to predict 

the parameters at a particular instant of time. This is useful in cases of anomaly detection 

and real-time prediction; e.g., this can advise the user to slow down the pace of a workout 

in case his heart rate is going to exceed the next moment. 

Whereas predicting of workout profile module aims to predict the performance of the user 

on being provided route and time as input. It will predict trends for a complete session like 

maxima, minima and average of the parameter, i.e., heart rate, and it also predicts the speed 

of the workout in the same manner before the user starts doing the activity. From this model, 

the user can formulate his plan for the workout that can meet his expectations, i.e., how 

many calories she/he wants to burn and also judge if the workout is according to the ability 

of his body or not. Moreover, the model helps to formulate a plan which is according to 

her/his expectations of performance, and it can also be used to find alternate routes for the 

workout. In other words, this model can predict a few suggestions, and the user can check 

these against his/her expectation. 
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4.1. Modules Split-Up 

Figure 4.1 depicts the overall architecture of the system along with the different modules, 

and a sequence of data flow is shown in Figure 4.2. 

 

Figure 3. System Architecture of the proposed approach 

▪ Data Split Module – This module does preprocessing and test train splitting of data. 

After that, data is in a usable form. 

▪ Data Modeling module – This module derives some additional attributes like 

distance, speed, etc., for dividing the whole dataset into batches of small size. 

▪ Training and testing module – Here, we apply LSTM to train and test our model 

and finally get the trained model. 

▪ Prediction Module – This module takes inputs like route as the sequence of 

longitude, latitude and altitude, time etc. and predicts the heart rate and speed and 

also makes predictions for the short term. 
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Figure 4. The flow of data in the system 

5. EXPERIMENTS & RESULTS 

The experiments are designed to forecast the profiles of workouts, i.e., the speed and heart 

rate profile of the user. A user can use this profile forecast to find a workout plan which can 

meet the expectation of the user on performing a particular task. Further, prediction for the 

short term will be helpful to detect any kind of anomaly in his/her heart rate and also helpful 

for real-time decision making. For example, the user can be advised that he/she ought to 

slow down in the next moment so that his/her heart rate will not exceed the maximum desired 

rate.    

5.1. Dataset 

The dataset from a popular website called endomodo.com [13] is used for all the 

experiments. The dataset consists of measurements and contextual data. Measurements 

include 1)timestamps 2)heart rate 3)speed 4)distance  and contextual data include 1)latitude 

2) longitude 3)gender 4) altitude 5)user 6) sport 7)user identity. 

The dataset has a massive missing rate since not all devices like smart bands provide all the 

attributes mentioned above, and that’s why we preprocess the data and add a few derived 

attributes like distance and derived speed for training our model. The dataset contains more 

than 2,00,000 records of workouts spread across more than 900 users. 

5.2. Workout Profile Forecasting 

Due to the large dataset and each instance of the dataset containing a huge amount of 

continuous sequential data having altitude, longitude, latitude, timestamps, heartbeat, and 

data from other sensors, we took a slice of 15000 workout records of 90 unique users. Firstly, 
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we partitioned the dataset into training, testing, and validation sets into the ratio of 8:1:1. 

We have used 50 epoch/iterations to train the model for heart rate prediction, and the 

score(loss) decreased from 10364.802 to 259.49. Table 2 shows the details of the best scores 

for workout profile forecasting. 

Table 2. Scores And Errors In Workout Profile Forecasting 

Profile 

Dataset 

(Training/Testin

g) 

Best Score 
Mean Absolute 

Error(MAE) 

Root Mean Squared 

Error(RMSE) 

Heart 

Rate 

Training 259.49 12.95 17.216 

Testing 291.96 12.98 16.82 

Speed 
Training 15.89 2.73 4.40 

Testing 25.39 2.62 5.104 

 

The score can further be improved by increasing the number of epochs/iterations, as shown 

in Figure 5. 

Figure 5. Speed Profile Forecasting 

5.3. The Prediction of Short-Term 

As shown in Figure 5.2, it is clearly visible that with an increasing number of iterations, the loss 

reduces significantly up to a point. 
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Figure 6. Iteration v/s Loss for prediction of short term 

Further, the prediction of short-term heart rate (in BPM)  is evaluated against the number of 

epochs/iterations. Results in Figure 7 show promising values for a sports person's short-term 

prediction of heart rate and can be used in real-time for decision-making. 

Figure 7. Prediction of short-term Heart rate(real-time) 

6. CONCLUSION AND FUTURE WORK 

We have presented a system that solves problems of sequential forecasting in exercising  and 

fitness-related data and can be used as an elementary unit for improving personalized fitness 

recommendation applications. From the supplementary information like user ID, 

sport/activity type and historical sequences of the workout, embedded 

description/presentation can be learned. Each of this embedded information is comprised of 

a sequential modelling framework (Long short-term memory) to achieve high accuracy of 

prediction. 
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We have tried to provide very high-quality predictions (short-term predictions) with 

promising results. Furthermore, interactive recommendations and some other 

recommendations like route recommendations (which fulfilled the user performance 

preferences and goals) can also be implemented by further studies. 
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Abstract 

Tooth mobility is an extremely discomfort situation that is caused by periodontitis, occlusal 

trauma, or even a loss of an adjacent tooth. This article describes the use of Stainless-steel 

(SS) and Superelastic (SE) Ni-Ti to develop a dental splint for periodontally compromised 

mandibular anterior teeth. FEA is carried out to evaluate the changes in displacement and 

stress distribution of mandibular anterior teeth and supporting tissue during small biting 

force (30N) when splinted by SS and SE Ni-Ti splint. Both the dental splints are observed 

to be equally functional at distributing the stresses from the loaded incisors to the unloaded 

canines. When splinted by SS, the stress level sufficiently decreases on the central incisors 

by 50% (L1-48%, R1-52%) and lateral incisors by 60% (R2, L2). SE Ni-Ti dental splint 

resulted in a decrease of the stress on the central incisors by 46% (L1-45%, R1-48%) and 

lateral incisors by 55% (L2-55%, R2-56%), showing an almost equal amount of reduction 

in stress. The labial displacement reduces by an average of 63% and 60% for the incisors 

when splinted by SS and SE Ni-Ti dental splints, respectively. There is 48% and 44% 

reduction in the displacement of the incisor’s vertical gingival direction when splinted with 

SS and SE Ni-Ti, respectively. The splint effect is higher for SS which leads to higher 

clinical failure rate due to its higher rigidity than SE Ni-Ti. This study shows that both types 

of dental splints SS (rigid) and SE Ni-Ti (flexible), reduces stress level around periodontally 

comprised teeth. 

Keywords. Dental splint, periodontal splint, periodontitis, tooth mobility, superelastic, Ni-

Ti, splint effect. 

1. INTRODUCTION 

Periodontitis, is a disease of the periodontal tissues resulting in attachment loss or pocket 

formation of varying depth around the tooth due to the destruction of alveolar tissue and 

widened periodontal ligament. It is induced by bacterial biofilms that accumulate in the 

gingival margin, characterized by gingival inflammation [1, 2]. One of the unwanted effects 

of periodontal disease is tooth mobility [3]. Besides periodontitis, primary or secondary 

occlusal trauma, re-implantation of missing teeth, and orthodontic reposition can also lead 

to tooth mobility [4]. Even a single anterior tooth loss may cause an adjacent tooth to be 

mobile. Such tooth mobility usually refrains patients from brushing and even altering their 

feeding or masticatory habits [5]. 

mailto:mariammaroof09@gmail.com
mailto:rsujithra@mnnit.ac.in
mailto:rptewari@mnnit.ac.in
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The mechanoreceptors of the periodontal ligament and alveolar bone control the normal 

physiological function, such as masticatory forces during chewing or food/drink intake. 

Reduced periodontal tissue support can lower their threshold level [6]. Depending on the 

clinical situation, such teeth are typically extracted and re-implanted in case of severe 

dislocation [7]. But to regain periodontal health, one of the non-invasive and effective 

practices in restorative dentistry is dental splinting which allows the patient to keep their 

natural teeth longer. Splint is a device that maintains hard/soft tissues in a predetermined 

position [8]. A dental splint should be firm enough to allow the fixation of teeth in their 

anatomical position during the masticatory forces. Moreover, it should be flexible enough 

to enable periodontal and alveolar tissue healing by allowing physiologic tooth movement 

[7,9]. Dental Splinting is usually done on the ‘injured’ teeth by attaching them with as few 

‘uninjured’ adjacent teeth as possible. Various authors have evaluated a variety of rigid, 

semi-rigid, and flexible dental splints such as orthodontic-wire, wire-composite, resin, fiber-

glass, button-bracket, Titanium Trauma Splint (TTS), etc. Among these, the alloy-based 

periodontal splints are usually in wire form which causes high rate of discomfort to the 

patient especially during speech or mastication. The dental splints require at least 14 days to 

heal the PDL, so there is a need to investigate dental splint in form of thin strip rather than 

protruding wires. The dental splints so far developed are made of conventional materials 

such as stainless-steel and woven fibers. Superelastic Ni-Ti is an emerging smart alloy in 

the field of dentistry as it has been used as orthodontic archwires and endodontic files. In 

this work, the authors have utilized the property of superelastic Ni-Ti by analyzing its 

function in the form of dental splint which is not yet practiced. 

The objectives of this study were to utilize finite element analysis (FEA) to analyze the 

changes in displacement and stress distribution of anterior teeth and supporting tissue 

periodontal ligament (PDL) of the mandible during small biting force (30N), when splinted 

by alloy-based Superelastic Ni-Ti (SE Ni-Ti) and conventional stainless-steel (SS) 

periodontal splint as thin strip. The anterior teeth considered were left and right central and 

lateral incisors (injured teeth) splinted with left and right canines (uninjured teeth). An effort 

is also made to analyze the influence of splint material by occlusal and bite forces during 

mastication. The authors have assumed that the tooth does not possess inherent mobility but 

the reduction of bone level around incisors is the primary cause of tooth mobility. 

2. MATERIAL AND METHODS  

In this study, only the incisors and canines are used for determining the effect of splinting 

because tooth mobility due to periodontitis or occlusal trauma is primarily prevalent in the 

mandibular incisor region [10]. Stereolithography (.stl) files are obtained from [11] to 

evaluate the proposed objectives. The .stl file consists of the mandibular anterior and 

posterior teeth (incisors, canines, premolars, and molars).  Hence, only the anterior teeth are 

extracted for the analysis as shown in Figure 1 The anterior teeth are assigned the notation 

as LC (left canine), L2 (left lateral incisor), L1 (left central incisor), R1 (right central 

incisor), R2 (right lateral incisor) and RC (right canine). 
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Figure 1. Mandibular anterior teeth 

The .stl file is then imported in ANSYS SpaceClaim (3D CAD Modelling Software) and it 

is converted to a 3D finite element model. Altogether three models are designed by 

constructing a supportive structure (PDL and mandibular jaw) around the extracted anterior 

teeth for non-splinted and splinted applications. A 0.25 mm thick periodontal ligament layer 

(PDL) is modeled around the rooted portion of each tooth as shown in Figure 2(a). The 

mandibular jaw is designed (Figure 2(b)) to mimic the dental arch with approximately 40% 

bone reduction level around the central and lateral incisors [12]. In contrast, the canines are 

healthy with no jaw abnormality around them. From the patient’s perspective, the dental 

splint should not traumatize or interfere with the teeth, surrounding tissues, occlusion, or 

speech [7, 13], for which 2-3mm width of the dental splint is recommended [14]. Thus, to 

model splinted teeth, 2mm wide and 0.2mm thick SS and SE Ni-Ti periodontal splints are 

bonded on the lingual surface of the anterior teeth splinted from left canine to right canine 

as shown in Figure 2(c). 

 

 

Figure 2. 3D model (a) PDL, (b) Mandible jaw (c) dental splint, around anterior teeth 
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The isotropic material properties are considered for tissues and dental splint. The mandibular 

jaw is created as cortical bone. The dental splints are assigned the properties of stainless 

steel (SS) and superelastic Ni-Ti (SE Ni-Ti) as given in Table 1 and Table 2. After the model 

is precisely developed in ANSYS SpaceClaim, it is exported to ANSYS Workbench Ver. 

19.2 (ANSYS, Inc., Canonsburg PA, USA) for displacement and stress distribution analysis. 

Models are meshed with 90126-92195 tetrahedral 3D elements connected by 163428- 

167799 nodes. 

Table 1. Isotropic Elastic Properties 

 Young’s Modulus (MPa) Poisson’s Ratio 

PDL [12] 0.667 0.49 

Tooth [12] 20300 0.26 

Cortical Bone [12] 34000 0.26 

Stainless-steel [21] 90,000 0.3 

Superelastic Ni-Ti [22] 44000 0.33 

Table 2. Superelastic Properties 

 Start of 

transformation 

loading  

(MPa) 

End of 

transformation 

loading  

(MPa) 

Start of 

transformation 

unloading 

(MPa) 

End of 

transformation 

unloading 

(MPa) 

Transformation 

strain 

Superelastic 

Ni-Ti [22] 

377 430 200 140 0.06 

Since the physiological masticatory forces are exerted primarily in a vertical direction and 

are usually found to be in the range of 40-200N. But for the soft foods, 10-20N are utilized 

[13, 15] so vertical load of 30N is chosen to replicate the forces applied on the teeth for 

biting small and soft foods. As shown in Figure 3, force is applied on the incisal edge of all 

the four incisors by gradually increasing the load intensity from 0-30N. For static analysis, 

fixed support is provided to constrain the mandibular regions with the boundary condition 

similar to the actual jaw. The contacts between the teeth-PDL, PDL-bone, and splint-teeth 

are defined as bonded to prevent slippage or separation. Bonded condition is taken as the 

contact among the teeth, PDL and mandible as it is assumed that the tooth does not possess 

inherent mobility but the reduction of bone level around incisors is the primary cause of 

tooth mobility [16]. Altogether, three analyses are performed to evaluate the effect of 

splinting on mandibular anterior teeth. 
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Figure 3. Boundary Conditions of the model 

Displacements are evaluated in each incisor's labial/lingual and vertical gingival direction 

by considering one of the nodes of each incisal edge. To analyse the changes of tooth 

mobility, a splint effect is calculated as Horizontal and Vertical Splint effects (HSE and 

VSE, respectively). The HSE and VSE are defined as the difference in horizontal and 

vertical displacement (HD and VD, respectively) for Non-Splinted (NS) and Splinted (S) 

teeth as given in Equations 1 and 2. The stress distribution pattern is analysed by evaluating 

changes in stress values in incisors due to the distribution of forces over to the canines. 

                                                        ∆𝐻𝑆𝐸 = 𝐻𝐷𝑁𝑆 − 𝐻𝐷𝑆                                              (1) 

                                                        ∆𝑉𝑆𝐸 = 𝑉𝐷𝑁𝑆 − 𝑉𝐷𝑆                                                (2) 

3. RESULTS AND DISCUSSION 

3.1. Stress distribution analysis of anterior teeth 

Due to the masticatory load on the incisors as given in Figure 4(a), the average stress 

generated were high (18-19.5 MPa), whereas the average stress on the canine is found to be 

very small (0.4-0.5MPa) as it is transferred through the mandible. The high stress on the 

incisors is predominantly because of the reduced mandible bone (almost 40%) around them 

thereby exposing the root directly to the vertically applied load. The canines in this case 

show negligible stress. When splinted by SS, the stress level was sufficiently distributed 

over to the canines thereby decreasing the stress on the central incisors by almost 50% (L1-

48%, R1-52%) and lateral incisors by 60% (R2, L2). Almost equal amount of reduction in 

stress is shown when SE Ni-Ti is used as dental splint material. SE Ni-Ti dental splint results 

in decreased stress on the central incisors by 46% (L1-45%, R1-48%) and lateral incisors by 

55% (L2-55%, R2-56%), as it distributes the masticatory and perioral muscle forces over to 

the canines through its surface attachment. When splinted by SS, maximum stress is 

generated at the canines (144-170MPa) whereas when splinted by SE Ni-Ti, lateral incisors 

show the maximum stress value (L2-107MPa, R2-126MPa) which can be due to the contact 

with the splint as well as with the canines. SE Ni-Ti dental splint develops the stress on the 

canines around 88-118MPa. 

Due to the collateral effect of splinting, the stress increases in the canine by almost 1740% 

for SS and 1630% for SE Ni-Ti dental splint. But this stress level can be accepted as the 

canines are optimally supported by the mandible jaw. The stress distribution pattern among 

the anterior teeth of mandible before splinting and following placement of dental splints is 

shown in Figure 5. For non-splinted model (Figure 5a)), the highest stress is observed around 
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the apical region of the incisors with a value of almost 158MPa. Figure 5(b) and 5(c) shows 

stress generation on the canines due to load transfer through dental splint. Higher amount of 

stress distribution is observed when splinted by SE Ni-Ti at the contact of splint and teeth.  

Stress distribution around PDL of each tooth is equally important to evaluate the 

transmission of load from the teeth to the jaw. The average stress variation in each tooth 

PDL can be seen in the Figure 4(b). When teeth are not splinted, the stress is developed 

around the cervical region of incisors only in the range of 0.6-0.8 MPa. Under both the 

splinting material, the highest stress is around the cervical region of the incisors. The average 

stress varies as 0.18-0.46MPa and 0.16-0.51MPa when splinted by SS and SE Ni-Ti, 

respectively. This indicates that mild load is applied to the healing tissues (PDL) as 

compared to the stress developed in the teeth. The sections of high stress are the contact 

areas of tooth-PDL (2.4MPa and 2.65MPa at central incisors when splinted by SS and SE 

Ni-Ti, respectively). Figure 6 represents changes in the stress distribution pattern among the 

anterior teeth PDL. Figure. 6(a) shows stress in incisors PDL only, whereas Figure 6(b) and 

6(c) shows stress around all anterior teeth PDL by placement of dental splints. 

Although, there is almost no significant difference in the average stress distribution by the 

two kind of dental splints, but the stiffness of the material usually plays a significant role in 

the healing of PDL by not completely restricting the tooth displacement but allowing small 

mobility. The stress developed on the canine and dental splint indirectly through splinting is 

equally important and it is less in case of SE Ni-Ti as compared to SS dental splint as 

discussed earlier. Thus, SE Ni-Ti can provide better tooth splinting capability with less 

damage to teeth as well as dental splint and providing higher amount of stress distribution 

among the teeth.  

Both SE Ni-Ti and SS dental splint are observed to be equally functional at distributing the 

stresses from the loaded incisors to the unloaded canines. This might be because SS 

possesses comparably higher elastic modulus (rigidity) that leads to lower stresses under 

vertical loading conditions. Similarly, SE Ni-Ti lacks sufficient rigidity (low austenitic 

stiffness), leading to comparable reduction in stresses. Thus, both types of dental splints, 

rigid (SS) and flexible (SE Ni-Ti), reduces stress level around periodontally comprised teeth 

when compared with non-splinted teeth. This is due to the functional advantage of load 

distribution onto the adjacent healthy teeth via thin strip dental splint. 
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Figure 4. Average stress distribution in (a) anterior teeth, and (b) PDL under vertical load 

of 30N 

 

 

Figure 5. Stress distribution pattern in anterior teeth (a) without splint, and with (b) SS and 

(c) SE Ni-Ti dental splint 
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Figure 6. Stress distribution pattern in anterior teeth PDL (a) without splint, and with (b) 

SS and (c) SE Ni-Ti dental splint 

3.2. Displacement of incisors 

Although stress redistribution is beneficial, the displacements are also important as they 

inform about retaining the splint for a long duration in patients with reduced bone thickness 

[12]. The displacements of the labial/lingual and vertical gingival direction for the four 

incisors is shown in Table 3. Lateral incisors are found to be displaced the most (1.4 mm) in 

the labial direction whereas central incisors are found to be displaced the least (1.15mm) in 

the downward vertical gingival direction.  

Dental splinting results in change in the displacement of the incisors for the two different 

materials of splint. The labial displacement reduces by an average of 63% and 60% for the 

incisors when splinted by SS and SE Ni-Ti dental splints, respectively. There is 48% and 

44% reduction in the displacement of the incisor’s vertical gingival direction when splinted 

with SS and SE Ni-Ti, respectively. SE Ni-Ti dental splints possess high elastic strain 

recovery capability (6-7%) as compared to SS dental splints, so it shows slightly higher 

degree of displacement. SE Ni-Ti dental splint can be taken as an appropriate choice in 

reducing displacement of the incisal edge as it does provide result equivalent to SS dental 

splint but qualitatively it provides higher flexibility which has clinical implications as they 

allow PDL healing along with patient comfort in the lingual region. 

Table 3. Average Displacement of incisors 

 Labial/lingual direction (mm) Vertical gingival direction (mm) 

L2 L1 R1 R2 L2 L1 R1 R2 

Non-Splinted -1.400 -1.214 -1.230 -1.427 -1.199 -1.149 -1.181 -1.238 

Stainless-steel 

splint 

-0.396 -0.575 -0.556 -0.378 -0.507 -0.720 -0.716 -0.502 
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Superelastic 

Ni-Ti splint 

-0.440 -0.621 -0.603 -0.415 -0.549 -0.776 -0.781 -0.541 

*Negative value gives the labial/downward gingival displacement 

3.3. Splint effect on incisors 

Dental splinting is considered beneficial as physiological tooth mobility is permitted to aid 

healing and reduce ankylosis [17]. In this study, such changes in tooth mobility is measured 

through the parameter called ‘Splint effect’ [18]. The interpretation of splint effect depends 

on the interactions between the teeth and dental splint.   

The splint effect of each incisors is tabulated in Table 4. Lateral incisors show higher HSE 

and VSE than central incisors for the same value of load (30N). This shows that lateral 

incisors are more affected by splints. The splint effect is similar for both SS and SE Ni-Ti 

dental splint with higher reduction in horizontal tooth mobility as compared to vertical one. 

The higher splint effect of SS is because of its higher rigidity as compared to SE Ni-Ti.  But 

higher rigidity can contribute to a higher clinical failure rate thereby giving SE Ni-Ti as a 

better substitute with similar mobility and higher flexibility. This indicates that material of 

dental splint is an adequate task to choose such that it ensures labial/lingual teeth 

stabilization, while allowing for vertical physiological tooth mobility. 

Table 4. Splint effect of incisors 

 HSE (mm) VSE (mm) 

L2 L1 R1 R2 L2 L1 R1 R2 

Stainless-steel 

splint 
-1.004 -0.639 -0.674 -1.049 -0.692 -0.429 -0.465 -0.736 

Superelastic 

Ni-Ti splint 
-0.96 -0.593 -0.627 -1.012 -0.65 -0.373 -0.4 -0.697 

4. CONCLUSION 

FEA is a valuable technique for indicating the mechanical aspects of newly developed 

biomechanical devices and their interaction with human tissues, which are difficult to 

measure in vivo. The FEA done in this study states the benefit of splinted teeth through 

stress redistribution and displacement analysis in biting small and soft food particles. The 

connection between the teeth through splinting must be strong enough to resist the forces of 

mastication [19]. In this context, the SS and SE splints have proved beneficial in distributing 

stresses over to the canines. Maintaining a certain degree of tooth mobility is appreciated for 

periodontal healing [20]. Thus, the greatest HSE and VSE is found in lateral incisor splinted 

by SS and SE Ni-Ti dental splints. 

Based on the results, both SS and SE Ni-Ti can be used for splinting depending on the 

amount of rigidity required. For example, flexible SE Ni-Ti can be used for trauma involving 

the PDL, whereas for hard-tissue injuries such as alveolar fracture, rigid SS can be used. In 

general, both SS and SE Ni-Ti can be chosen as suitable splint as they allow vertical 

flexibility but maintains adequate lateral support. The highly flexible SE Ni-Ti dental splints 
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are expected to be more durable than other one in terms of failure rate. Various kinds of 

light-curing resins are usually used to fix dental splints on teeth. The amount of these resins 

influences the rigidity of the dental splint, reducing the unrestricted and deformable splint 

section. Future investigations will be focused on the effect of proposed thin strip dental 

splints when the teeth will possess inherent mobility and the effect of resin that attaches the 

splint. 
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Abstract 

For total hip replacement implant bearings, pin-on-disc (PoD) studies are commonly 

performed to quantify wear of different bearing material. However, it is difficult to compare 

polyethylene wear results from multiple PoD trials, which may lead to knowledge being lost. 

In the present work, a machine learning based linear regression model is trained by 

quantifying the error encountered during model training.  The linear regression model is able 

to predict the wear rate of polyethylene bearing material with the accuracy of 95% when 

compared with the actual wear rate of polyethylene bearing material taken from literature.  

Keywords. Total hip replacement, artificial intelligence, linear regression, polyethylene 

wear rate, Pin-on-disk test. 

1. INTRODUCTION 

The bones present in human body are made up of strongest material, but bone fractures come 

into existence as external forces are applied or the individuals suffer from osteoporosis and 

femur necrosis. Despite the ability of the associated tissues to mend themselves, some bone 

injuries are permanent and irreversible [1-3]. Hip injury is a significant and regular 

occurrence that can be extremely debilitating, resulting in permanent disability. Hip fracture 

related injuries are anticipated to grow to about 6.26 million worldwide by 2050 [4]. As 

many person with hip joint related illness struggle to even do daily chores, hip replacement 

surgery has gained its popularities. In ‘total hip replacement surgeries’, the hip joint is 

replaced by an artificial metallic and polymer based joint, which transfer bodyweight to the 

femur [5]. The primary goal of hip replacement is to alleviate discomfort and increase 

mobility. The total hip replacement implants are composed of metallic femoral and polymer 

bearing cup component which are intended to restore the function and relieve pain of hip 

joint [6]. The most prevalent bearing material in total hip replacement implants [7] is metal-

on-polyethylene (MoP), which typically pairs a metallic femoral head with a polymer based 

acetabular cup. Polyethylene wear debris has the potential to promote osteolysis (bone 

weakening) [8], which may make the implant loosemechanically unstable [9]. Several 
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mailto:sajal.kumar3@gmail.com
mailto:anubhav-r@mnnit.ac.in
mailto:rptewari@mnnit.ac.in


 2 

attempts were made by researchers all across the world to enhance the mechanical and 

tribological properties of polyethylene liners viz. crosslinking and vitamin E blending to the 

polyethylene. In vitro and in vivo show that high crosslinking of polyethylene and blending 

of vitamin E produce less wear as compared to conventional ultrahigh molecular weight 

polyethylene (UHMWPE) [10, 11].  

Pin-on-disc (PoD) wear studies are prevalent approaches for quantifying, comparing, and 

ranking wear of various polymer based bearing materials [12]. On the other hand, 

computational wear modelling could be a remedy to the POD tests shortcomings. Many 

mathematical wear models have been formulate d and available in the literature, and are 

used to assess the wear of polyethylene based bearing materials. Machine learning-based 

algorithm is another major modelling approach that scientists, engineers, and researchers in 

the field of wear modelling are considering these days. It may also be used to estimate the 

mechanical and tribological properties of composites and medical-graded polymers [13-16]. 

Materials scientists, on the other hand, have made strides in recent years by having used 

machine learning approaches in conjunction with experimental dataset to make it easier to 

model complex material connections,   components structure, and the mechanical attributes 

that go with them [17]. These data-driven models allow the comparison of exisitng datasets 

with the newly developed ones.  Prediction of new outcomes based on previously learned 

information, which would be difficult or time-consuming to gather otherwise using 

conventional research procedures(@vipin please revise this sentence) [18]. One of the 

advantages of machine learning is that some models can be trained on massive amounts of 

data, also known as "big data." The more data the underlying model is trained on, the more 

accurate its predictions get [19], which improves the usage of these models in decision 

making. Decision trees, support vector machines, regression analysis, and Bayesian 

networks are among the ML models employed [20, 21]. In addition, a subset of machine 

learning known as "deep learning" has been developed, which comprises models based on 

artificial neural networks (ANNs) for evaluation of wear performance of total knee 

replacement implants. These models have the advantage of not requiring humans to 

preprocess the data; instead, they can evaluate raw inputs and determine which attributes are 

most significant for a study. Thus, the aim of the current study is to use machine learning 

based linear regression method to create a model which should be able to make predictions 

of wear rate of polyethylene based bearing materials. A model similar to this may be used 

to enhance PoD wear tests and discover previously unknown correlations between 

polyethylene wear rate and PoD operation parameters. 

2. MATERIALS AND METHOD 

2.1. Linear regression model 

The relationship between the feature and actual dependent values can be given as 

0 1 1+y b b x e= +             (1) 

The estimated regression model takes the following form: 

1 1 =  0 + y b b x      (2) 
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and the following relationship is used to compute the regression error: 

e y y= −    (3) 

where, y and y are the actual dependent value and estimated dependent variable, x1 and b0   

are the explanatory factor and intercept term, b1 and e are the sensitivity of y to factor x and 

regression error terms respectively. Figure 1 depicts the entire flow chart of the methods 

used to train and test the network. The training and testing of this network entails multiple 

processes, including the data collection, data split into training and testing datasets, 

definition of machine learning model, error computations, and ultimately testing the network 

with a new input dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. A flowchart showing the process of developing a linear regression algorithm 

2.2. Modelling Performance Criteria 

A) Mean Square Error 

The root mean square error is defined as 
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2.3. Data Collection and Preprocessing 

The experimental raw dataset, based on POD test, of all parameters and polyethylene wear 

rate is collected from available literature. After acquired dataset is scaled and normalized to 

ease the linear regression model training, normalized dataset is split into training and testing 

dataset. The 80% of available dataset is used for training and 20% for testing of linear 

regression model respectively. 

The kernel density estimate plots are used to observe the probability distribution of variables. 

These have been s in Fig. 2. Kernel density estimation (KDE) is a non-parametric method 

of estimating a probability density function of a random variable. Kernel density estimation 

is fundamentally data smoothening problem in which statistical predictions are obtained 

from a discrete dataset. The statistical properties viz: minimum (min), maximum (max) and 

standard deviation (std) of all wear parameters that affects the wear of polyethylene 

acetabular cup in total hip replacement are summarized in Table 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Schematic diagram of kde distribution of variable 
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Table. 1 Statistical parameters of wear variable and Polyethylene wear rate 

 

The linear regression model was trained by considering mean square error and ‘Adam' as 

loss function and optimization function respectively. The value of learning rate was taken 

0.1 during whole model training. 

3. RESULTS AND DISCUSSION 

The training and validation losses obtained during dataset training are shown in Figure 3. 

The regression model can fit the training dataset accurately when there are only a few 

instances, say two or three. However, when more new instances are added to the model, it 

begins to fit incorrectly. The ultimate purpose of a regression model is to reduce the error 

that it produces while comparing predictions with real time data. The learning curve 

descends smoothly and steeply for each epoch before flattening out at the end. As the 

number of instances and epochs progresses, both training and validation curves matches 

closely.  

Figure 3. The schematic diagram of regression vs number of epochs (@vipin please make 

this figure in origin) 

  

count 
mean std min max 

Normal 

load [N] 
103.0 168.915495 132.329401 7.00 777.546 

Contact 

area [A] 
103.0 69.954466 74.238209 7.07 706.860 

Sliding 

distance 

per 

cycle 

[mm/C] 

103.0 30.899320 11.088335 17.76 94.250 
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The actual and predicted values of polyethylene wear rate using linear regression model 

have been shown in Fig. 4. As explained earlier, for a few starting instances, the model has 

the capability to predict a data accurately but as training of model proceeds, the model starts 

to manifest  over-fitting and  under-fitting of input dataset. Upon further training of 

regression model, it starts to fit the data accurately and manifests good convergence. This 

behaviour of model is just because of training data may have some noise. Therefore, before 

training of regression model, all the noise and the irregularities present in the input dataset 

should be removed by applying scaling and data filtering procedures. 

 

Figure 4. Scattering diagrams between predicted polyethylene wear rate and actual 

polyethylene with linear regression model with normal load as input variable. (Please 

prepare this graph in better way in origin, increase the data point size to visibly big) 

In the current work only one variable i.e. normal load is considered on hip wear. In practical 

applications the effect of other variables viz., contact area, also exists. Therefore, to enhance 

the prediction capabilities of the current model more variables should be incorporated in this 

linear regression model. Further, the experimental dataset used for training of the model is 

also very small, therefor a large dataset should be used for better prediction of polyethylene 

wear rate in total hip replacements implants. 

4. CONCLUSION 

The polyethylene wear rate is estimated using a linear regression model technique with 

normal load as an input variable in this study. The aim of this study is to see how effective 

a linear regression model may be in tribological analysis in the setting of total hip 

replacement. When compared to standard polyethylene wear rate, it is established that the  

proposed model has a prediction accuracy of 95%. Thelinear regression model is suitable 

for obtaining perfect tuning between input variables and target values. 
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Abstract  

Engineers have traditionally used rigid materials (such as hard plastics and metals) to build 

precise robotic systems that may be represented as a combination of rigid components joined 

at discrete points. However, designing robots inspired by natural systems consisting of 

continuous deformable materials should be equivalent to or even surpass the functionality 

of rigid robotic systems. These robots possess almost infinite degrees of freedom (DOF) and 

high levels of kinematic redundancy and are hence called hyper redundant robots. This paper 

describes the various types of soft hyper redundant robots, respective features, actuation 

mechanisms, sensors used in their control, and the future scope of hyper redundant robots in 

the field of robotics. We have shortlisted 200 papers based on keyword searching, namely 

soft robotics, pneumatic actuation, elastomers, bio-inspiration, bio-mimicry, universal 

gripper, etc. Further, the papers have been shortlisted using the paper's title, abstract, 

conclusions, and other details such as mathematical modelling, etc. This paper presents a 

comprehensive review of 116 articles covering the evolution of the topic, including the 

details of methodologies, design and analysis performed. This paper gives an overview of 

recent developments in soft robotics inspired from nature and their applications in gripping, 

inspection, medical field, etc. Challenges in designing soft robots include material modelling 

methods, incorporation of sensors and control. 

Keywords. Hyper Redundant Robots, Soft Robotics, Gripper, Bio-mimetics. 

1. INTRODUCTION 

Soft robotics is a relatively new and under-researched field. Earlier, robots were always 

constructed using rigid components. The term "soft robot" was at the outset used in the 1950s 

to describe a rigid pneumatic hand with a degree of flexibility utilizing gas inside that could 

be compressed to offer compliance. The upcoming years saw more and more efforts being 

put into the soft robotics field because everyone soon realized the importance of flexibility. 

Engineers have long been motivated by nature's beauty, and efficiency, and this fascination 

led to the development of bioinspired robots [1]. Such an attraction to nature has given birth 

to the development of soft hyper redundant robots. These robots have an almost infinite 

number of actuable degrees of freedom and possess high levels of kinematic redundancy. 
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mailto:hrishi662000@gmail.com
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These robots, morphologically and functionally similar to snakes, tendrils, elephant trunks, 

and tentacles, play a valuable role in tasks where reaching difficult places and interaction 

with delicate objects are required. Compared with rigid grippers, these grippers can 

grip/manipulate various objects from different directions where accessibility is a constraint 

[2], e.g., gripping an object placed inside a narrow passage. 

Green plant vines covering huge land parts are a fascinating inspiration for soft hyper 

redundant robots used in inspection and exploration purposes. Such robots have numerous 

applications and can be used in the study of the environment. This can be done by attaching 

a camera on the tip of the tendril or vine-like modelled robots. Robots inspired by octopus 

tentacles like the octarm robots are used to move traffic divider cones from one location to 

another. These robots, also used by NASA, have found their application in inspection, lifting 

small objects and reaching restricted places [3]. Inspiration from plant root growth has also 

helped in the development of innovative hyper redundant actuators [4, 5]. 

The construction of soft robots has led to an increment in demand for alternative materials. 

These materials are highly deformable and stretchable, enabling the interaction of soft robots 

with delicate objects. These materials need to be checked for their tensile strength, strain 

and failure under different loading. For further development, additional knowledge of 

material behaviour is necessary and also a unified database of material constitutive models 

and experimental characterizations is of significant importance. 

Actuation of these soft robots requires different actuators than those used in rigid link robots 

like pneumatic actuation [6, 7, 8], tendon-driven actuation [9] and actuation based on shape 

memory alloy (SMA) [10]. Most popular systems are based on pneumatic action using 

compressed gas. They provide significant mechanical output on little input energy while 

providing considerable flexibility, adaptability, cost effectiveness, lightweight, and safe 

human-robot interactions. Soft pneumatic robots based on flexible elastomers can 

consistently transfer pressure over broad areas without complicated controls, allowing them 

to operate fragile and irregular objects. Soft pneumatic actuators are being employed from 

space applications to medical applications, resulting from the breakthrough in material 

sciences and rapid prototyping [11]. A brief timeline of development in soft robotics can be 

seen in figure 1. Motor-based tendon-driven mechanisms are associated with unwieldy 

attachments resulting in the making of small and lightweight autonomous robotic systems 

difficult, and hence they have found little application. Meanwhile, the inherent softness of 

SMA actuators results in low actuation force and hence limits their application. They also 

require constant energy usage to keep the SMA at a certain temperature to maintain the 

appropriate deformation [12]. 
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Figure 1. Timeline of developments in soft robotics 

2. DESIGN 

Engineers have traditionally looked to biology for inspiration when creating more 

sophisticated machines. The beauty and efficiency of nature greatly motivated engineers 

essayed at transferring ideas from biology to technology and specified it as biomimetics. 

There are several organisms from which the inspiration has been taken to mimic them in soft 

robotics, namely climbers, elephant’s trunk, octopus tentacles, human fingers, fins of fishes, 

worms like caterpillars, Oligochaetes etc. as shown in figure 2, a brief summary of which is 

mentioned in Table 1. 

 

Figure 2. Natural things from which inspirations have been taken, (i) octopus tentacles, (ii) 

elephant trunk (iii) caterpillar, (iv) tendril 
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Table 1. Various inspiration of soft robotic grippers and their applications 

 

S. No. Inspiration Applications 

1. Octopus Tentacles Holding different size object, inspection [3, 7, 

16] 

2. Snake Inspection, locomotion, cleaning clogged tubes 

[29, 30, 31] 

3. Elephant Trunk Gripping heavy objects [32] 

4. Human Finger Compliant fingers to handle delicate objects [15, 

26] 

5. Climber Inspection, exploration, gripping [20, 21] 

6. Worms (caterpillar) Locomotion, exploration [3, 17] 

7. Plant roots Soil penetration, search and rescue [5, 11] 

2.1. A 2-finger Gripper for grasping an unknown object 

Dexterous gripping is a recent difficulty in the field of robotics and automation. These 

grippers should be capable of grabbing various objects of varying sizes and forms. The shape 

of the gripper can also be put in as a restrain in the process of grasping. The associated hand 

configuration can be investigated using a probabilistic model to evaluate the inverse 

kinematics of the hand. To govern the locations and forces of joints and fingertips during 

task execution, grip synthesis algorithms must be used to control the grasping fingers. The 

process of developing a gripping configuration that fits a set of attributes important to the 

grasping action is referred to as grasp synthesis.  

To construct this type of soft robotic gripper for two output port topology synthesis of 

compliant mechanism, a soft add scheme and an energy-based function are combined. The 

suggested gripper has two underactuated fingers, each of which is synthesized with the help 

of the recommended topology optimization method and designed using thermoplastic 

elastomer 3D printing. A general topologically optimized two-finger gripper has been made, 

which can hold objects of different shapes and sizes varying from a length of 42 mm to 141 

mm and a limiting weight of 2.1 kg [3]. A similar type of gripper has been modelled and 

fabricated which deals with holding different types of fruits having a maximum payload 

capacity of 1.4 kg [5]. The detailed modelling of the gripper, which is supposed to hold 

unknown or irregular objects, has been described in [13, 14] . Universal grippers are also 

used to grasp unknown objects, and also new techniques are used to increase their 

application in different fields [15]. 

2.2.  Octopus Tentacles inspired gripper 

Octopuses utilize their tapering tentacles to grasp their meal; inspired by this, a soft robotic 

tentacles gripper with suckers attached has been developed to grip the object tightly. 

Changing the taper angle of the conical shaped actuators gives a range of bending curves for 

the soft tentacle gripper. The conical-shaped actuators are also more flexible than the 

cylindrical actuators. 
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The variable bending curvature along the length of the tentacle is a curious and possibly 

beneficial phenomenon since it allows for the grabbing of much smaller items than those 

generally managed using non-tapered geometry. The pneumatic actuation plays a great role 

in actuating these grippers while having suction cups on the gripper ensures a proper hold 

of the gripper on the object. The whole design and their simulations along with the 

mathematical support, have been given in [3, 7, 16]. 

2.3. Worm, caterpillar, inspired soft robot 

Unlike other soft robots in development which require pneumatic or fluid actuation, these 

use shape-memory alloy micro coils or motor tendons for actuation. Different designs may 

be swiftly and cheaply created using elastomeric polymers or direct 3D printing because of 

the technology's versatility. Softworms can be constructed in any shape, but the emphasis is 

given to designs that don't require cumbersome assembly. In research paper [3, 17], the 

worm caterpillar's biology is discussed and their robotic models have been prepared and 

tested.  

Research paper [18] suggests the usage of several modes of deformation and depicts a 

crawling robot with high deformability that employs deformation using compression and 

bending simultaneously. Inspired by the silkworm’s crawling gait motion, a compressive or 

bendable beam was proposed, further developed into a crawling robot. The simulation and 

prototype’s experimental results show that combining multiple deformation modes can help 

boost locomotion speed.  

Origami has recently gained popularity as a way of creating compliant reconfigurable robots 

[19]. Using the programmable origami backbone, an open triangular spring model has been 

designed to provide stability and customizable elasticity that can be magnetically actuated 

to get the desired mobility. Its locomotion mechanism was similar to that of a caterpillar, in 

that it achieves directional motion by controlling body tension, which produces compressive 

stresses on the travelling surface. An extensive range of motion for travelling through varied 

terrains can be achieved by actuation based on the interaction between external and internal 

permanent magnets. 

2.4. Bio-robotic tendril 

Climbing plants, with their fascinating intricacy and functional views, can be a substantial 

source of inspiration for biomimetic purposes. Climbing tendril-bear plants, for example, 

have an exciting technique of searching for grasping and climbing support, which can be 

explored and applied in future bio-inspired technologies. They can wrap around support to 

grasp, enabling it to obtain vertical displacement by single tendrils, which are filiform, 

irritable and lengthy organs. Tendrils characterize three primary motions; (i) 

Circumnutation: a natural movement that enhances the likelihood of finding support. (ii) 

Contact coiling: Curling of the tendril to grasp support, (iii) Free coiling:  helical coiling of 

the tendril along its axis [20, 21]. The different phases in coiling are shown in figure 3. The 

tendril structure develops into two helical springs with opposite rotations starting from the 

linear configuration. The contraction or the evolution of the helical structure begins after the 

free coiling stage. Furthermore, the pulling effect is accomplished by forming an elastic 

spring-like attachment between the grabbed support, which can withstand highly strained 

situations like wind and loads. The tendril body is made up partially of G cells, a particular 
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type of cells, which can dehydrate and increase the stiffness of the body, preventing 

uncoiling and this process is called lignification. 

 

Figure 3. Phases in coiling (i) Circumnutation (ii) contact coiling (iii) free coiling. 

The model for the vine-inspired continuum robot is adopted from computational biology in 

which circumnutation was interpreted as a kinematic model. The relation between the 

curvature change, orientation and longitudinal length along the perimeter is established [22]. 

The modelling of the tendril is done in two phases: the grasping part and the free coiling 

part. The free coiling part has been modelled as a helical spring, and the grasping part has 

been modelled as a continuum robot as a collection of ‘n’ linkages. Also, this model has 

been simulated in stimulation software, showing that free coiling and grasping are achieved. 

A detailed explanation has been given in [21]. 

The kinematic model was conceptualized and summarized using two main parts: (a) the Free 

coiling part, which is primarily dedicated to the free-coiling and pulling phase, (b) Grasping-

Coiling part, which is primarily dedicated to the coiling and grasping phase. The GC 

component can be divided into separate pieces that move and bend when activated. The FC 

component that pulls can be thought of as an actuator that transforms a linear model to attain 

helical spring-like deformation [20]. Each sub-section of the GC portion was kinematically 

modelled and characterized using primary joints and the Denavit-Hartenberg (DH) 

parameters for modelling. The tendril’s grasping coiling can then be characterized using 

closed-form equations [21]. By relating actuator inputs like pneumatic pressure or tendon 

length to cartesian coordinates with the help of robot configuration coordinates, an approach 

for kinematic relationship is developed. This approach provides real-time shape and task 

control. It could be applied to a vast variety of continuum robots, also for bending individual 

sections [23, 24]. 

Tendril perversion was investigated on elastic rods using static Kirchoff equations. The 

model represents an elastic rod as a curve in the space with specific physical properties. The 

curve represents the axis and the rod’s parameters including orientation in space, stiffness, 

twist, and spin. The rod's external stresses, pressures, and moments are averaged over the 

filament's cross-sections. Differential growth has been used for intrinsic curvature in 

physical systems like tendril perversion. Kinematics of differential growth and the static 

solution for helix has been discussed in [25]. 
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2.5. Finger type gripper 

Relative stiffness allows the gripper to turn in the desired direction of the stiffer material. 

One hemispherical side is made more rigid and a cloth is stuffed to make it inextensible. 

This makes the inner part along which the finger curves. The model is being prototyped and 

tested with different weights. Increasing actuation pressure gives higher lifting force and 

grasping force. For a particular activation pressure, an increase in the finger's length 

decreases the generated pressure [15, 26].   

Soft robotic gloves are also made to strengthen and support the muscles of the finger [27, 

28]. Research is being done on soft robotic gloves that can be used to help people with 

functional grasp disorders with hand rehabilitation. These gloves are made from soft 

elastomers having great twisting and bending abilities. 

2.6. Continuum Robotics in medical surgery 

The current robotic systems and manipulators for medical applications are inspired by 

octopus tentacles, elephant trunks, snakes and many other creatures that can navigate limited 

areas, operate things in complicated settings, and follow curved trajectories in space. They 

can be used in different types of precision surgery because their small size and compliance 

are advantageous from a medical standpoint. Still, a lot of technological advancement in the 

field of sensing, control, and human-machine interaction is required [29, 30, 31]. 

2.7. Elephant trunk inspired robots 

A manipulator with four sections using a hybrid cable and spring servo system actuation has 

been developed inspired by elephant trunks where it was assumed that an elephant trunk 

manipulator’s sections bend into a circular arc with continuous curvature and an inextensible 

backbone. Similar trunk-like robots named ‘snake-arm robots’ have been made using cable 

tendon actuators with alternating stiff and soft discs to produce a bending backbone. Another 

elephant trunk-type manipulator was designed that consisted of a spiral tube looped around 

the manipulator backbone like a coil [32]. 

2.8. Root inspired soil penetration robotic mechanism 

A kinematic model for growing robots was designed by inspiration from plant growth 

strategies. A 3D printer-like mechanism or tool were installed in the robot’s tip, allows it to 

construct its body shape by using a sensor placed on the tip and a deposition head. It grows 

similarly to how a plant’s root or shoot tip moves forward. Later, the simulation was done 

using simulation software and the positional and curvature errors were calculated between 

simulation results and practical results [11]. Also, another inspiration from root penetration 

is a working prototype design made up of a hollow cylinder, 3D-track (flexible cylindrical 

skin) and motor tendon skin actuation mechanism. It was observed in experiments that the 

use of this mechanism reduced the axial penetration force [5]. 

3. SOFT GRIPPING 

Soft gripping is divided into three mechanisms: (i) actuation, (ii) variable stiffness, and (iii) 

variable adhesion. These three categories are not independent of each other, and many 

gadgets combine two or more classes to achieve greater performance. 
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3.1. Actuation 

3.1.1. Thermal responsive actuation (SMAs/ SMPs) 

Some polymers and alloys exhibit a shape memory attribute, where the material being 

temporarily deformed returns to an initial shape in response to a stimulus (typically heat). 

These materials are called Shape Memory Polymers (SMPs) or Shape Memory Alloys 

(SMAs) [33, 34]. These materials have found varied applications in the field of aerospace, 

medicine and robotics [35, 36, 37]. 

SMPs are made up of a polymer arrangement consisting of transition domains (TD) and 

elastic domains (ED). The TD softens (low stiffness) when the temperature is above the 

transition temperature, allowing the deformation of ED in response to force applied. As the 

temperature goes down, the TD gets stiff and averts the ED from deforming. When the 

material is heated again, the ED is released, and the object returns to its original state. This 

transition in SMPs happens due to a material phase change, in which crystallization-melting 

or vitrification-glass play a part. SMPs are frequently blended with other materials to 

increase properties such as strength, recovery force, and additional stimulus effects such as 

magnetic-active and electro-active effects [38]. Working cycle of SMA is shown in figure 

4. 

 

 

Figure 4. Working of SMA material(spring) (i) heating, (ii) deformation due to stress (iii) 

cooling in deformed state (iv) stress removal (v) repetition 

Temperature-induced crystallographic changes cause the SMAs to exhibit form memory. 

During these changes, the material transforms from martensite to austenite structure. The 

alloy takes on a martensitic structure with low stiffness at low temperatures, and external 

stress can plastically deform it. Reaching above the transition temperature converts it to an 

austenitic form with high stiffness, recovering the material to its initial undeformed shape. 

These alloys can be employed as actuators by taking advantage of the contraction of up to 

5% achieved when heated from martensite to austenite phases. 

Latest developments include the incorporation of SMAs with compliant materials like 

silicone elastomers to improve object adaptability [39, 40, 41]. SMA microgrippers were 

created using stiff materials and flexural joints. In these micro-grippers, softness can be 

improved by using super-elastic SMAs by reducing the thickness of the structure [42]. 
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3.1.2. Magnetic Responsive Actuation 

These actuators work by controlling the magnetic field magnitude and direction. They are 

used in places with high magnetic susceptibility [43]. Magnetic stimulation is appealing due 

to the ease with which it is possible to regulate the magnetic field's direction and magnitude 

quickly and precisely and its capacity to permeate most materials. Magnetic particles and 

fillers are blended with polymers, gels, papers, and fluids so that they could operate on 

applying magnetic fields externally. When discrete magnetic fillers are inserted into soft 

materials, a magnetic profile with varying amplitude and direction is generated [44]. 

3.1.3. Photo Responsive Actuation 

This type of actuation can be achieved in the Visible light-driven and the Near Infrared 

(NIR) light actuator. Because of the potential of long-wavelength NIR light to permeate 

biomaterials with low losses, NIR has emerged as the most biocompatible way of wireless 

actuation for biomedical devices. Visible light-driven actuators can actuate in sunlight, 

saving a lot of excess energy when working in an open or natural environment [44]. 

3.1.4. Electrically responsive actuators (EAPs) 

For this type of actuation, specific kinds of materials are needed which can show 

deformation whenever there is a fluctuation in electrical conditions like dielectric 

elastomers, piezoelectric materials, and mechanical servo motors. While hydraulic or 

pneumatic actuation has been used in many soft robot designs, a lot of work has gone into 

developing electrically activated soft actuators made of EAPs. Developing electrically 

actuated soft actuators comprised of electroactive polymers has taken a lot of time. Some of 

them are even prototyped. Because energy is more easily reserved in electrical form and 

computation is commonly performed on electronic circuits, actuating soft robotics directly 

using electrical potential may be more efficient. Piezoelectric, ferroelectric polymers, 

mechanical or servo motors, ionic EAPs, dielectric EAPs are some examples of EAPs [11]. 

a. Dielectric Elastomer Actuators (DEA) 

A thin elastomer membrane (thickness 3–500 μm) [45] is sandwiched between two 

compliant electrodes in a DEA. An electric attraction (known as Maxwekk stress) between 

the electrodes is created by applying high voltage, resulting in compression of the elastomer 

membrane and expansion of its area. Soft elastomers having an elastic modulus of 1MPa are 

used to makes DEAs, as they have a quick reaction time and may create massive actuation 

strokes.  

Furthermore, their electromechanical efficiency is capable of reaching 90%. Multilayer 

stacking is required when high output forces are demanded due to the long actuation stroke 

and low generated stress of DEAs, resulting in a more complicated fabrication method. Due 

to their inherent simplicity, they can be shaped in any configuration. Recent developments 

and commercial availability of the kV thin-film transistors [46] and miniaturized high 

voltage components have enabled the designing of more compact systems.  



 10 

The first demonstration of the usage of DEAs for gripping was having a design known as 

self-organized dielectric elastomer minimal energy structures (DEMESs) [47]. The main 

problem in this type of system is to overcome the low generated stress. For this particular 

problem, other than multilayer stacking, different techniques like incorporating variable 

stiffness functionality [48], implementation of controllable adhesion [49] are being explored. 

 

b. Ionic Polymer Metal Composites (IPMCs) 

IPMCs comprises an expandable membrane of electrolyte polymer (usually thickness of 

100-300μm) wedged between two thin metallic layers. Cations and anions in the electrolyte 

are evenly dispersed when the voltage applied is zero. The concentration of cations increases 

at the cathode and anions at the anode when voltage is applied, causing non-uniform swelling 

resulting in the entire structure bending towards the positive side [50]. Thus, the device can 

be curved bi-directional depending on the applied polarity.  

IPMCs have stiffness ranging between 0.60 to 21.0 GPa, influenced by electrode and 

polymer membrane materials. This actuator technology allows for broad bending strokes for 

the applied small actuation voltages in the range of 1-5V. Using the electrolyte frequently 

necessitates the aqueous solution submerging of actuators, but encasement allows for 

functioning in the dry setting [51]. IPMCs, like DEAs, are capable of self-sensing however 

their response time is slow [50]. IPMCs have the benefit of being easily made at a millimetre 

scale. IPMCs have certain disadvantages, like low generated stress and slow actuation 

response. Exploiting this technology's capacity to work in aquatic conditions could be one 

way to get it closer to applications. 

3.1.5. Fluidic Elastomer Actuators (FEAs) 

These actuators are among the oldest and still widely used in soft robotics because of their 

advantages, such as ease of production, resilience, and low-cost elastomer materials [52]. 

The fluid applies pressure on the walls of elastic material and provides actuation. FEAs 

structures often have asymmetric geometry or are made of anisotropic materials, resulting 

in the chamber's inflation being transformed into bending of the entire actuator. High forces 

can be generated by FEAs depending on the pressure applied and active surface area.  

For FEAs, there are a variety of architectures to choose from. Some of the most prevalent 

are bellows-like structures, tube-like tentacles, elongated elastomeric chambers with 

reinforcing layers and fibres etc. The moulding process that makes up the chamber is 

commonly used in the fabrication of FEAs. Fibres, adhesion, nonprotractile layers textiles 

and papers, origamis, strain sensors, porous materials and variable stiffness elements can all 

be incorporated into the actuator using the moulding process (during the molten state of 

material) [53, 54]. 

Fibre reinforcement in FEAs resulted in the creation of bioinspired soft hands that can 

replicate various human movements and manage ordinary things like flasks, pencils, and 

eyeglasses. Silicone elastomers structurally reinforced with polyaramid fibres are used to 

achieve properties like self-healing of minor punctures and boosted tear resistance. 

Researchers used 3D printing to demonstrate the quick manufacture of FEA-based grippers. 

Researchers have inserted functional aspects into the grippers' structure to increase their 
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functionality, taking advantage of the diversity given by the moulding process. Resistive 

strain sensors composed of expandable or pliable electrodes, stretchable optical waveguides, 

and force sensors employing a piezoresistive fabric component were used to accomplish 

curvature sensing. Increased holding weight can be achieved by incorporating variable 

stiffness parts.  

Using compressors and external pumps to pressurize fluid for actuation is one possible issue 

of FEA grippers. These components are frequently big and hefty, compromising the device's 

portability. Efforts to combine and miniaturize the production of pressurized fluids have 

yielded hopeful results in the past [55]. Response time can be a problem since, for the full 

actuation with the required flow rate and given the channel’s fluidic impedance, crossing 1 

Hz frequency can be challenging. 

3.2. Variable Stiffness 

3.2.1. Low melting point alloy (LMPA) 

The alloy that undergoes a phase change in response to heat, typically at low temperatures, 

generally determined by alloy composition, is termed LMPA. Synthetic elastomeric 

composites have fixed internal structures and defined properties. Unlike natural composites, 

these materials cannot alter their structure and mechanical properties depending on 

environmental conditions. For example, the structure of bone changes upon induced 

mechanical stresses. LMPA inclusions in the elastomeric composites induce a change in 

stiffness upon phase change. These molten alloys can flow in the pneumatic channels or may 

be mixed up with the molten elastomer during the fabrication of the structure [56, 57]. 

A high variation in stiffness can be observed when the alloyed elastomer is heated above the 

LMPA melting temperature [58, 59]. Soft dielectric materials usually have poor heat 

conduction as the thermal conductivity is directly proportional to the elastic modulus. This 

constraint can be overcome with LMPAs added in the elastomer composites resulting in an 

unrivalled combination having thermal conductivity as high as metals, elastic modulus 

similar to elastomers and the ability to experience large deformation having strain greater 

than 600 percent [60]. 

Further developments include reducing the phase transformation period of LMPAs. Based 

on geometry and size, melting time can range from 1 to 30 seconds while solidification time 

can be double. This timing can be an issue when there is a need for quick manipulation [61]; 

melting time can be reduced by the increment of heat addition while the time to solidify can 

be reduced using the metal of high thermal conductivity [60] or integration of additional 

cooling devices like electrocaloric effect based device [61], water circulating system, 

increase in heat transfer area [62] and fractal channel design [63]. Relative stiffness doesn't 

change upon scaling the design. However, having a high proportion of PDMS materials and 

LMPA will increase the power required for the required melting speed. Therefore, the 

different designs need to be considered (when scaling is done) having low melting time, 

power requirements and high stiffness [57]. 
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3.2.2. Magneto-rheological fluids (MRF) and Electro-rheological fluids (ERF) 

MRF and ERF are the class of suspended particles in fluids that undergo a large reversible 

variation in the rheological properties (viscosity related properties) when imposed to 

magnetic and electric fields, respectively [64, 65]. The change in rheological properties 

when subjected is indicated by flow resistance increment depending on fluid flow direction 

and constitution. These smart materials are implemented in smart structures, shock 

absorbers, clutches and brakes [66, 67]. Under an electric field, the particles convert into 

long fibrous chains aligning in flux lines direction due to molecular dipoles' orientation and 

dielectric polarization. These chains develop resilience to the deformation of fluid, resulting 

in increased stiffness of application. 

Similarly, MR fluids convert into long chains of ferromagnetic particles aligning in the 

direction of magnetic flux lines [68, 69]. To initiate viscoelastic behaviour, magnetic field 

of up to 500mT and an electric field of about 5 kilovolts per mm need to be applied. The 

response time is relatively short, less than 10 milliseconds and the relative stiffness increases 

tens of times [70, 71]. ER fluid generally requires low energy as an electric field is 

proportional to the applied voltage and no steady-state flow of current is needed, while for 

MR fluid, the magnetic field intensity depends on the electric current. The fluid can be added 

with elastomeric composites to produce variable stiffness models upon applying the 

respective actuating fields [72]. 

3.2.3. Granular Jamming 

This is a handy process for constructing changing stiffness media, which is commonly used 

in robotics applications for gripping complicated and fragile items. Granular jamming is a 

mechanism that allows granular material to change reversibly from fluidic to solid-state and 

vice versa. During the fluidic state, granular material can move freely, hence the object feels 

soft and pliable. Application and removal of vacuum on the bladder containing the grains 

result in the transition of states [73]. 

Jamming actuators have a simple structure and use pressure to modulate stiffness. This 

technique is said to be capable of changing stiffness by nearly 24 times [74]. The stiffness 

change rate is relatively rapid; for the solidification state, it takes 0.1-1.1s whereas for the 

fluidic state, it takes 0.1-1seconds [14, 75]. The transition time is typically on the flow rate 

& pressure differential obtained from the pump and the volume of the granule-filled bladder. 

When portability is necessary, the pump required to generate a relatively high-pressure 

differential becomes a limitation. Nonetheless, granular jamming has demonstrated its 

utilization in mobile manipulators and robots [76, 77]. 

Once the gripper goes into the solidified state, it is difficult to accommodate object 

deformation therefore unsuitable for deformable objects. This universal jamming gripper 

has been employed in some industry setups and has also proved its utility in research 

applications like assembly tasks, prosthetics, human cooperation and learning algorithm 

integration [78]. Future granular jamming research could focus on expanding the flexibility 

of object kinds. Jamming grippers, for example, might be outfitted with adhesive technology 

to allow them to grasp deformable and flat objects which are difficult as of now. Layer 

jamming is a technology that uses a variable stiffness method and is dependent on inter-
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layer friction. Because of its low thickness, it has potential future utilization in lightweight 

fingered grippers with adjustable stiffness [79]. 

3.3. Variable Adhesion 

Adhesion is the attraction between two surfaces at their common interface, which causes 

shear stress to be a direct function of the normal pressure generated. Soft gripper having 

adhesive techniques generate greater grasping forces because of the considerable shear 

friction force. Simultaneously, the closure force normal to the object's surface is significantly 

less than the forces in other grasping techniques, allowing the handling of delicate or fragile 

objects. Low power need, high ratio of shear force to closing force are some of the attributes 

needed for having a lightweight and easily transportable gripper. Controlled adhesion can 

primarily be done by electro and gecko adhesion (dry adhesion). 

3.3.1. Electrostatic Adhesion 

The electrostatic force is the attraction force between opposite electric charges. Electro 

adhesion takes advantage of this nature of attraction by adjusting the electric charges on both 

sides of the gripper-object common surface [49]. Charge polarization in dielectric models 

and electrostatic charge induction in the conductive models is an implication of the applied 

electric field. The electric fields are generated by the interdigitated electrodes with a thin 

layer of passivation coating. On both smooth and uneven surfaces, electro adhesion has been 

successful. High electric fields are required for this adhesion method, which necessitates 

voltages on the order of a few kilovolts current. World technology uses electro-adhesion in 

different types of rigid and flexible grippers, vertical climbing, water handling etc. [80, 81, 

82]. An eight-leaf flexible, electrostatic adhesive gripper has been fabricated and thoroughly 

discussed in [83]. 

Electro adhesion is electrically controlled and may be utilized with dielectric objects, and 

metallic objects with any kind of surfaces in most cases [82]. It eliminates the need for extra 

actuators to grasp or leave an object. After the voltage is removed, there is a little residual 

adhesive force. However, residual forces are exceedingly low for dielectric objects and 

persist barely for some seconds [84, 85, 86]. Using AC voltage instead of DC for conductive 

objects is a good solution. Electro adhesion performance is also affected by surface 

conditions for example presence of unwanted materials like dust and moisture will result in 

a lower holding force. A solution to this problem is in implementing techniques like self-

cleaning [87]. 

3.3.2. Gecko Adhesion 

Geckos can climb up tilted surfaces using the van der Waals forces to attract surface 

molecules, generating shear forces. Gecko adhesion was inspired by the surface adhesion 

developed by microfibres of geckos [88, 89, 90]. The adhesion is done by the microfibers 

on their bottom foot surface and triggered by pressing them normally to the object surface 

(preloading) and disengaged by eliminating the preloaded force. Directional shear force 

during adhesion can also be feasible by adjusting the angle of setal-fibres [91]. Gecko 

adhesive adheres to both rough and smooth surfaces, although it struggles to stick to low-

surface-energy materials [92]. In this form of adhesive technology, self-cleaning is a unique 
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feature [93, 94]. It has also been demonstrated that applying a surface coating on gecko-

inspired pillars allows them to stick to damp surfaces. 

A new convex object gripping approach that relies almost entirely on shear forces has been 

discussed in [95]. Also, the gripper uses gecko-inspired-film fibrillar adhesives that conform 

to the object's curvature. The model has been proposed & validated for grasping a variety of 

curvatures. Also, inspired by gecko, adhesion microfibres are replicated by angled 

micropillars made from elastomers with round or flat tips introduced as compliant 

micromanipulators for pick and place operations [96]. 

The adaptability of soft grippers with gecko adhesion was demonstrated by their ability to 

adhere to various objects, among which most were rigid and smooth surfaces. Handling 

rough-surfaced things and manipulating soft, malleable objects are two examples of 

potential obstacles. Shape optimizations and microfibres material could be a possible 

solution for the former. Enhanced adhesion performance on rough surfaces has been 

achieved by enhancing the bending behaviour of gecko adhesion pillars [97]. Microspines 

are another promising candidate, as they demonstrated extraordinary grabbing abilities on 

hard surfaces like concrete and rubble. 

4. SENSORS 

The development of sensors for soft robotic applications has evolved into a research trend 

over the past few years. This is because of: a) increase in demand for more intelligent 

systems, b) interests in developing soft robots and other applications that require 

confirmation to different shapes. Sensors are described as devices that “convert physical 

quantities such as pressure, temperature, force, acceleration, deformations into electrical 

signals being input to the control system”. Implanting stretchable sensors on soft grippers 

would vastly intensify how they can interact with the object and simultaneously obtain 

information about the manipulated object's characteristics. 

Pressure sensors can be used to monitor grasping force. Rubber encapsulated MEMS 

pressure sensor can be incorporated with a gripper, allowing real-time grasping force 

monitoring. Force information can be indicated with the help of LED lights, which changes 

colour when pressure exceeds a predefined threshold [98]. Pressure sensors are mostly based 

on the capacitive or resistive structures, and these were developed from soft matter and 

attached to the silicone skin of the palm and fingertips [99] of the robot's hand to obtain the 

pre touch perception. With the help of these sensors and an algorithm, the robotic hand could 

determine the suitable closing pattern from the capacitive sensor data [100, 101]. Soft 

robotic and wearable systems experience large deformation and require sensors to measure 

this deformation. Graphene materials provide magnificent properties that integrate several 

flexible and stretchable characteristics into electronic devices. Resistive sensors embedded 

in the material change its resistance on bending, which is converted into voltage and 

interpreted by the Arduino. The data obtained from the pressure sensor (Honeywell-ASDX 

AVX100 PGA A5) is also utilized in computing bending angles corresponding to the 

pressure. The above data correlates with the actual bending angle observed from the 

developed vision system for better accuracy and feedback [102]. Highly stretchable strain 

sensors are conventionally made of carbon black (CB)- filled elastomer composites (up-to 

500%) [54]. Recent advances in stretchable electronic materials are discussed in [103, 104] 

and applications in [105].  
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Tactile sensing is necessary to have safe contact with surrounding humans and objects. 

Tactile sensing is done with a permanent magnet embedded in a soft elastomer placed over 

a hall sensor to compute total force vectors (both shear and normal forces). This sensing is 

also used for palpation and diagnosis of tissues [106, 107, 108]. Several tactile sensors 

perform better using micro-electro-mechanical systems (MEMS) technology. Some 

practical problems during the application of MEMS in systems include endurance, wiring 

difficulties and corrosion. One of the best alternatives to MEMS is fibre optic sensors which 

are appealing due to their performance capability and resilience to several environmental 

disturbances, especially electromagnetic and electrostatic fields. Human skin touch sensors 

are incorporated into devices like grippers or robot hands to pursue human fingers' 

equivalent skill and adaptability. Having these on our prototypes or robots will eventually 

give us a large set of information that can be backtracked for design evolution. These sensors 

can detect the distributed force using micro-bending of optical fibres and are used for 

artificial skins [99, 109, 110, 111, 112, 113] and reflective heartbeat sensors based on optical 

fibres [114]. 

Depending on the type of work to be carried out, various types of soft actuators are 

applicable in the medical and surgery field. The actuators in the surgery field need to be 

precise and provide accurate data. For collecting different kinds of data, the actuators are 

fitted with proprioception sensors [35] like fibre bragg grating (FBG), stretchable resistance 

or conductance sensor, environmental perception sensors like flexible optical fibre and 

interactive perception sensors. The screen-printed sensors were printed on elastomeric 

substrates and incorporated with soft pneumatic actuators in a single process [115]. With the 

help of these sensors, the true curvature of an actuator can be known within the sensor 

hysteresis and creep limits. The key advantages of these sensors are: a) need less time to 

manufacture b) need a small amount of additional effort in the actuator manufacturing, and 

c) are made with readily available equipment and materials. Measurement of small 

fluctuating or variable parameters is vital in any robotic application that includes interaction 

with the environment because it enables the robot to identify encounters early and respond 

appropriately. Taking inspiration from the ciliary structure found in nature, a   Miniaturized 

Light force sensor has been developed, designed, and simulated [116]. 

5. CONCLUSION AND FUTURE SCOPE 

This paper discusses how the advent of technologies has impacted robot structures. Since 

performing jobs with delicacy has been demanded for a long time and rigid robots have been 

unable to fulfil that idea, the soft robots have outdone them in this field. The hyper redundant 

robots somehow stand on the line with structural strength from the rigid robot’s point of 

view and abilities to stretch, squeeze and morph from their soft counterparts. The different 

hyper redundant robots that are developed are a sort of inspiration from nature. To achieve 

desirable robotic behaviour in real-world situations, an insight of characteristics, interface 

with control systems and environment of soft materials is also required. Advanced materials 

are the heart of these types of robots as they play a vital role in deciding the system's speed, 

force, adhesion, and kinematics. Different materials like silicone elastomer, hydrogels, 

shape memory alloy, electroactive polymer etc., are used to get the desired deformation of 

the system. However, the peak of commercializing these specific robots have not reached. 

So, it becomes important that these potential robots are continuously evolved with upcoming 

technologies so that they don’t become obsolete. There is a need to look upon the properties 
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of materials like self-healing and room temperature actuation of SMAs. Combining 

advanced materials and processes definitely increases the system's complexity, but it will 

undoubtedly be a topic of discussion in the near future if the performance is enhanced. 

Enhancement of interaction of soft robots with objects can be greatly done with the 

implementation of stretchable sensors. Ongoingly, research is being done to develop sensors 

that measure and sense various parameters like pressure, temperature, force, strain, 

proximity and shear. Some problems may be encountered during the practical application of 

tactile sensing using MEMS technology and the best alternative to them is fibre optic 

sensors. These are attractive due to their performance capability and resilience to 

environmental disruptions. The overall rapid rate of advancements in optical fibre-based 

sensors suggests a bright future for them. Systems such as soft robots that undergo large 

deformations require sensors that can withstand these large deformations. Future works 

include manufacturing graphene films possessing high conductivity, chemically stable in 

air, good uniformity and the ability to adhere to device substrates. This will enhance the 

performance and longevity of the resulting devices. 
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Abstract.  

Light-Fidelity (LiFi) is a new way of data communication through the visible light spectrum 

(4.3 x 1014 Hz to 7.5 x 1014 Hz) coined by Prof. Harald Haas in 2011. Since, in the span of 

ten years a lot of work being carried out, recently it is claimed that a 26Gbps speed of data 

transfer being achieved. In this paper, we propose a representation of medical networking 

using LiFi. LiFi is also considered one of the secure physical layer data transfers and thus it 

can be effectively used as an anti-theft data transfer. The other advantage of LiFi-based 

networking is that it doesn’t interfere with many radiofrequency devices such as MRI 

Scanner whereas the conventional Wireless Fidelity (WiFi) based network does. The only 

disadvantage of LiFi is that it works on line-of-sight. In this paper, we first give a brief 

introduction of LiFi and then describe LiFi in detail with architecture and mathematical 

equations. Then we give a detailed literature survey stating why LiFi is important for medical 

networking. We give a scheme of a proposed model thereafter and then we discuss the 

probable implementation and its features. 

Keywords. Light Fidelity (LiFi), Light Fidelity (LiFi) based medical network, Light Fidelity 

(LiFi) based anti-theft data transfer, Secure networking, Radiofrequency devices 

1. INTRODUCTION 

With the development of communication systems, the necessity and dependency on 

networking have also increased. If we look around two to three decades back, long-distance 

communication was a difficult task for people. But it has become so cheap and inevitable 

now. We can see the development of a generation of networks from 1G to 5G which is 

further stepping toward 6G. With this increase in the necessity, congestion of networks, theft 

of data, loss of speed, and interference of signal has all got included in the network and 

communication system.  In 2011, Professor Harald Haas, University of Edinburgh, coined 

the term ‘Li-fi’, due to which the whole outlook of the networking and communication 

system changed. He showed the use of visible light as a data carrier and named it Li-Fi – 

Light Fidelity. As the radio wave spectrum is congested due to the increase in demand for 
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mobile communication, the visible light spectrum is vacant and still not commercially 

introduced. The wavelength of visible light communication ranges from 350 nm to 750 nm, 

with frequencies ranging from 4.3 x 1014 Hz to 7.5 x 1014 Hz. Making it an excellent 

mechanism for data transfer.[1] This band is readily available in all indoor environments 

and does not interfere with other waves in the specified space. A commonly used solid-state 

device, LED, transmits the data from the transmitter to the receiver. As LED is a current-

driven device, the modulation technique is also simplified. An LED is a p-n junction 

semiconductor device, whose current intensity can be controlled or regulated. The lifetime 

of the light-emitting diode is comparatively longer when compared with the other sources. 

If we consider fluorescent light as a source, the durability and efficiency of the LED are 

much better [2]. To send and receive data, the transmitter has to modulate the signal and the 

receiver has to demodulate the signal received. When we use led as a source, with only 

intensity modulation the data becomes suitable for transmission, we do not have to include 

phase and frequency modulation techniques. For transferring 1 bit of data at a time the on-

off keying technique is used. So, it can be said that led proves to be a good transmitter point. 

Though radio waves have a long-range, can be communicated to distant places, it becomes 

a disadvantage for it when we consider it from a data loss or theft point of view. There is 

attenuation in radio waves and theft of data, while using visible light, it cannot pass through 

any opaque object, keeping the range very secure to nearby places and known persons. 

Considering VLC as communication illumination is a factor for proper data transfer, so from 

this point of view also if we study, the range of visible light from a led will be constricted to 

an indoor space only. So, data theft can be minimized or eliminated, if we use VLC for our 

local networking. Furthermore, it is surveyed that the maximum of the traffic generated is 

in an indoor environment, so visible light communication can serve as a good source of 

wireless connectivity [3]. VLC is a low power consumption system, with uncontrolled 

bandwidth allocation. The future is predictive of a hybrid model for RF and VLC, which 

will impart a much faster communication model [4]. 

Section 2 gives details about LiFi Technology with The OOK modulation in Section 2.1, 

Section 3 gives the literature review and motivation, Section 4 illustrates the scheme of the 

proposed LiFi-based networking model in medical hospitals, Section 5 gives a probable 

implementation and its features. Finally, Section 6 draws the conclusion. References are 

listed at last. 

2. THE LIGHT FIDELITY (LIFI) TECHNOLOGY 

Data transmission through light fidelity will be a life-changing prospect in near future. This 

is a subset under VLC, developed and tested in the indoor environment when invented, but 

conquering many of its misconceptions, like Li-Fi is Los technology, it does not work on 

sunlight, dimming is not advisable, lights flicker a lot, no uplinking is possible, [5] it has 

emerged to be a technology for versatile applications. It has gained its control in the field of 

smart cities, healthcare, delicate industrial sectors, airlines, defence, underwater data 

transfers, and many more [6]. Though there is some restriction to using Li-Fi or visible light 

for communication like attenuation, interference, or noise [1], using some advanced 

modulation techniques like OFDM and adaptive modulation with coding, the loss of data 

can be minimized. 
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Let us now understand the architecture of light fidelity. As Li-Fi comes under visible light 

communication, we can easily understand the architectural flow between the transmitter and 

receiver. The architecture consists of a physical layer, medium access control layer, and the 

application layer, for more security purposes in mobile communication we can use a security 

layer before the implementation of the application layer. The below diagram shows the 

layered architecture of Li-Fi (Fig 1.) 

 

Figure 1. The layered architecture of LiFi 

Discussing the physical system, we can design it for three sections: the transmitter module, 

channel, and receiver module. The transmitter module consists of the modulator and the light 

source, the channel is the distance between the transmitter and the receiver, the channel gain 

can be given by the equation 1 –  

CC (f) = CL + CD(f),   (1) 

where CL is the path loss and CD is the channel gain [18], and the receiver section consists 

of the demodulator, signal conditioning and finally, we receive the data [7]. The data 

received in Li-Fi is non-coherent, positive, and real [1]. The received signal can be given by 

the relation z = Lx + n, where L is the multiple input LED channels.[12] Fig 2. Shows a 

physical system of visible light communication. 

So, studying the complexity of systems, designs, and networking layers, it is understood that 

it can be established and used in many core application areas. Visible light communication 

or more specifically light fidelity will give a step forward towards the development of 6G 

communication. In Fig. 2, Blue arrows signify the outer channel of the communication and 

black arrows portray the inner channel of communication for both sender and receiver 

sections. 
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Figure 2. The physical system of visible light communication 

While we develop some applications from new technology, understanding contemporary 

technology is very important, and in this article, as we propose to establish a complementary 

technology of RF spectrum, let us know some disadvantages of RF in the case of medical 

fields. Not only inside the medical premises, using radio wave spectrum for communication 

outside the medical buildings has a severe effect on the patients as well as the medical 

equipment of the Medical [8]. The equipment in the Medicals that are used for imaging or 

scanning of the human body, uses electromagnetic spectrum, frequency ranging in MHz, 

which interferes with the mobile networks near the building, and tends to give faulty results 

[9]. They imbibe noise within the signal and hamper the machine. Continuous propagation 

of radio waves inside the premises also has an adverse effect on the human body. The 

machines used in ICU get affected when the people inside the medical carry a mobile 

communication device with him/her. Not only on the machines, radiofrequency has a long-

term effect on the human body, a study shows that when rodents are exposed to radio waves 

they mimic the lifetime human exposure, it also has an increased rate of schwannomas, 

malignant gliomas as well as chromosomal DNA damage. The brain development of 

children also decreases with exposure to mobile networks [10]. But knowing the effects on 

machines and human health, networking is also an integral part of life, without which a 

Medical cannot run. Proper communication between building floors, different wards, and 

laboratories is very important. Proper transmission of data is needed for prompt response 

and service deliveries in the healthcare sector. Li-Fi can be a stable alternative to these 

factors. The frequency used is very high in terms of 1014 Hz, and interference and signal 

fading are very minimal in Li-Fi. Due to the use of the current-driven solid-state device as 

transmitter output, modulation becomes easy, so the lagging of data is less, and the noise 

becomes very minimal when orthogonal modulation techniques are implied. Li-Fi can also 

be used for easy transmission of sensor data, making it suitable for use as patient monitoring 

device transmitters. The data can be easily received and plotted at respective storage areas 

[11]. As discussed previously, visible light cannot cross thick walls, and theft of data can 

also be neglected. With the use of optical filters and expressing automatic gain control 
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algorithms, Li-Fi can be used in outdoor communication systems, as the effect of sunlight 

and shot noise can be reduced [5].  

Though the mobile network radio waves are fast and deployed in each corner of the world. 

Within a few years, a massive change will be noticed, when commercially Li-Fi will be 

implemented for indoor and outdoor networking, edge computing, and many modern tech 

applications. Making a radiation-free space for treatment at medical centres or Medicals. 

2.1. The On-Off Keying (OOK) Modulation 

The primary method used in this technology is On-Off Keying of OOK. In this technique, 

the LEDs are turned off to represent the logic value 0, and LEDs are turned on to represent 

the logic value 1. Let the Phl is the error probability of receiving 1 as 0 and also Let Plh is 

the error probability of receiving 0 as 1. This condition is also known as the coherent 

receiver. Then this probability is calculated as equation 2 

Phl = Plh = ½ f(√((E/N) * 1/4))   (2) 

Where, E/N is the Energy to Noise Ratio and function, f represents the complementary error 

function. 

There are few important advantages of OOK modulation than other modulations in LiFi 

technology are:- 

• OOK modulation is the closest digital modulation with analog modulation so, the 

conversion time from Analog to Digital and vice versa is very less, hence data 

transfer is fastest and bandwidth is also increased. 

• The LIFi with OOK modulation also enhanced data security as encryption and 

decryption can be done right in transmission and receiving modules along with the 

signal itself. 

• OOK modulation is very susceptible to distortion, noises, non-linearities and cross 

talk. 

• OOK modulation provides the highest signal strengthen in a quite large distance. 

• OOK modulation is cheapest to implement. 

3. PREVIOUS WORK AND MOTIVATION 

In this section of the article, we will be discussing some of the previous development with 

the thrust on the following and the primary motivating factor in writing this paper: - 

Protection from Radiofrequency device interferences. 

• Li-Fi can be used for real-time tracking of important prescribed and aseptic drugs 

e.g., cytotoxic drugs 

• LiFi for remote monitoring 

• LiFi for doctors, staff, and patients 

• Li-Fi enabled tracking and relocation of the positions of key medical devices 

As discussed earlier in this article’s introduction section, the exposure to radio waves in a 

long term causes critical diseases, as well as it is studied to have interference with the 

medical instruments in the clinical areas. Li-Fi tends to be a better solution when establishing 

a network system in Medical and critical care units. 
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From the article [16], we can see that remote monitoring and a radiation-free environment 

can be created by using light fidelity, as the medium of data transmission. Through some 

embedded system designed on the concept of the internet of things, monitoring ECG, heart 

rate, blood oxygen level, non–invasive blood pressure, and overall health can be sensed. A 

device equipped with light fidelity can transmit this data fetched from the different sensors. 

This helps doctors and health workers to know about the health condition of the patient. 

Interference of radio waves with the precision devices in the Medical is a crucial issue, in 

getting the proper result from the devices. Light fidelity plays an important role to eliminate 

this interference. Protection against radio waves is very much needed, as it may also cause 

heart stress, and insomnia and may reduce brain activity. When multiple Li-Fi transmitters 

are installed, they can transfer around 224 gigabits of data per second, which are much faster 

than Wi-Fi or a cellular network. So, networking in the Medical becomes very easy for 

doctors and other staff, as it can be noticed that medical illumination is very bright and at 

every corner, so fading or noise absorption also becomes very less [12]. 

Tracking the medication on a real-time basis for remote patients is very important. The 

sensitive patients treated at home needs, proper care, location update, and health parameter 

updates, from [11], it is studied that with the use of multiple sensors not only the parameters 

of the body but also the medication timing, injection timings can be monitored and checked. 

The use of respiration sensors and glucose sensors will help in getting the variable levels of 

glucose and inhale-exhale level while taking the medicines. When injected or orally taking 

any cytotoxic drugs, the glucose level varies in the body, so more this kind of critical medical 

also, Li-Fi serves a good purpose. The patients taking cytotoxic drugs are very weak, so 

exposure to radio waves mainly the cellular waves or wi-fi would harm their health condition 

in an adverse situation. So, communication through visible light prevents the worsening 

[10]. 

Multiple Li-Fi transmitters can be attached to a variety of places, to detect the movement of 

a patient, relocation of beds, and medical devices can be traced using network handover in 

inter LED communication module. While using multiple transmitters, inter–LED mitigation 

can be seen, which on using a technique known as channel inversion precoding can be 

minimized [12].   

The Li-Fi technology is covering the whole world wherever there is a problem with the radio 

waves. Though much development and research are needed to establish a fully commercial 

system, it has been tested and introduced in many fields, other than healthcare sectors. Li-Fi 

plays a huge role in the development of smart cities, IoT devices, traffic lights, airlines, 

underwater data transmission, disaster management, defence as well as educational 

institutions also [17]. 

4. THE PROPOSED MEDICAL NETWORK SYSTEM 

The proposed model is a scheme or representation of a Li-Fi-based patient monitoring 

system that uses white LEDs to transfer data through a VLC-based data transmission system 

in the medical network. In this proposed system, the illumination and the communication 

sources are provided by several LEDs that might be utilized and used as data transmission 

of sensors located in the static patients in bed. The usage of the illumination values in the 

LED lamps and a built-in transmitter that is connected with the medical database in turn will 
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allow downlink in a controlled manner. Since a typical patient kept in the ICU monitoring 

is static in time, so, a static proposed model is chosen here. The Installation of data 

transmission with LEDs is done for each of the sensors through a precision-based 

transmission module which makes the proposed system different from the existing system. 

In this model, the receiver is placed on the top of the patient i.e., the ceiling, and the 

transmission module points upward to the receiver at the ceiling [13]. The electronic medical 

database that just discussed transfers medical data to the Li-Fi transmitting module and this 

is a point-to-point connection. Photodetectors (PDs) are used as a receiver and placed on 

desktops, tablets, or user devices [12]. Moreover, transmission modules that are placed on 

the patient with LOS are also connected to the PDs that are placed on the ceiling. The other 

implementation perspectives are: - 

• Multiple detectors minimize the diversity effects.  

• Photodetectors spacing achieves robustness.  

• This is an obstacles-free environment model in the ICU [14].  

Fig. 3 illustrates the proposed scheme of LiFi-based medical network system. 

The various biomedical signals collected in the proposed system are: - 

• ECG 

• Photoplethysmogram (PPG) 

• Body Temperature 

• Pulse rate 

• SPO2 Value 

 

Figure 3. The Representation of Proposed Li-Fi based Medical Network System 

We used here the OOK modulation because it provides both accuracy and reliability in this 

system [13]. We also achieved a very low bit error rate (BER), which is less than 10-5, at 

considerable SNR values in that service area [14]. Therefore, Li-Fi based system in medical 

communication is indeed a novel use as discussed in this section. 
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5. IMPLEMENTATION AND DISCUSSION 

In Medicals, a patient’s current medical condition is monitored by critical care equipment. 

Doctors, nurses, technicians, and caregivers use their smartphones, tablets, smartwatches, or 

desktop computers to monitor the same via data communication. van der R. Togt performed 

an electromagnetic interference test with several medical equipments. 20% of the incidents 

were classified as hazardous as a result of this test. To avoid such potentially hazardous 

equipment malfunctioning due to electromagnetic interference, only wired communication 

channels are used in Intensive Care Units (ICUs) instead of Wi-Fi. Hence, Li-Fi which 

permits high-speed data communication via Visible Light Communication (VLC) could be 

safely used to avoid such limitations of Wi-Fi in corridors, waiting rooms, patient rooms, 

and operating theatres. Nowadays, the security and reliability of data transmission are 

playing key roles in patient monitoring. However, all related technologies operate in the 

radiofrequency spectrum which not only jeopardizes patients’ health but is also responsively 

congested and highly susceptible to hacking. Li-Fi is secure against hacking and data theft 

as light cannot penetrate through walls. Li-Fi is also used in the transference of curative text 

data and analog physiological signals can be used. Moreover, patients could connect to the 

internet to check emails, and news, listen to songs, play video games, access social media 

platforms, and watch movies and web series on OTT platforms to avoid feeling homesick 

during their medical stay. Hence, Li-Fi could monitor and report the movements and vital 

signs of patients on their beds in real-time without using wired communication channels. Li-

Fi could assist the medical staff by tracking and relocating of crucial positions, as these 

devices are shared between various departments. Fig 4. Shows a summary of Li-Fi 

implementation between patients and caregivers. 

 

Figure 4. Summary of Li-Fi implementation between patients and caregivers 

Li-Fi could be implemented using light-emitting diodes (LEDs) in medical environments to 

enhance comfortability for sufferers and carers which prevents the risk of disturbance that 
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can arise from electromagnetic waves interference disturbing the precision medical device. 

Indoor wireless communication could be achieved at a much faster rate by using LED bulbs 

as a data transmission medium instead of Wi-Fi. As the flickering rate is faster than the 

human eye can realize, people could still use the same light source in each room without 

interfering with medical equipment operation. The real-time tracking of advised aseptic 

drugs like cytotoxic drugs can also be performed from medical pharmacies. Li-Fi can aid 

pharmacists in receiving and screening electronically approved prescriptions directly in the 

unit. Healthcare professionals can access, monitor, and share the real-time status of patients’ 

records in a suitable, rapid, and very safe manner on their smartphones without the necessity 

to make a call, go directly to the unit, or wait to collect their reports at the pharmacy 

terminals. Li-Fi could be implemented in data collection from any device enabled with Li-

Fi technology using a secure network by data loggers to remotely observe a situation with 

data uploading periodically without the need of being collected from a desktop [15]. 

6. CONCLUSION 

Thus, in this paper, we have successfully given the representation of LiFi-based medical 

networking and its probable implementation by discussing it. We also provided the 

architecture of this technology with the OOK method of transferring data with equations. 

The main advantage of this model is security and anti-theft transferring of data. It also 

protects radiofrequency devices such as MRI scanners. The other applications of this 

proposed model are Li-Fi for concurrent tracking of advised aseptic drugs like cytotoxic 

drugs, LiFi for remote monitoring, LiFi for doctors, staff, and patients, and Li-Fi for not only 

keeping in sight but also resettlement of the positions of crucial medical gadgets. In future 

work, we will insert machine learning into the model to implement some more applicability 

in smart computing. We will also incorporate Optical OFDM where a baseband signal is 

used to modulate the LED intensity. 
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Abstract 
 
A Silicon-Germanium channel based double gate junctionless transistor is demonstrated 

with 20 nm gate length. Mole fraction of germanium in SiGe channel is varied to understand 

the effect of germanium percentage in the device characteristics and opportunity of device 

performance optimization. Different characteristic like transfer characteristics, drain 

characteristics, transconductance, gate leakage current is evaluated for the junctionless 

transistor structures. Junctionless transistor with increasing germanium mole fraction 

demonstrated improvement in the device performance in all respect except the gate leakage 

current. To achieve appropriate threshold voltage the mole fraction of germanium in the 

SiGe can be adjusted. Performance of the Si1-xGex channel junctionless device with gate 

dielectrics GeO2 are compared for different mole fraction. 

Keywords. Junctionless, mole fraction, transconductance, gate leakage current, TCAD, Si1-

xGex. 

1. INTRODUCTION 

For decades researchers are involved in continuous improvement of semiconductor 

technology. In the race of down scaling of physical dimensions many critical issues are 

faced. These challenges need to be addressed to keep up the increment in switching speed 

and reduce power consumption [1-2]. Requirement of the ultra- shallow junction brings a 

challenge to the fabrication process [3]. In such context Junctionless transistor (JLT) was 

conceptualized and demonstrated by J. P. colinge et al. as a uniformly doped drain, channel 

and source region [4-6].  Ease of fabrication, absence of junction, and immunity to short 

channel effects made JLT attractive to the researchers. The Junctionless transistor conducts 

in accumulation mode and acts like a gated register. Study of SCEs [7-8], temperature effect 

[9-10], analytical modelling [11-12] of parameters for junctionless transistor was performed. 

Junctionless transistors have been tested for sensors and circuit applications [13-16]. Due to 
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developments in recent years, JLT been projected as an alternative of conventional 

MOSFET for future technology. 

Still, some of the research has shown the inferior on-state current of junctionless transistor 

compare to the conventional MOSFETs [17]. Many techniques like use of high-k dielectric, 

multi-gate structure and gate stack are also employed to improve the on state current level 

of JLT. Use of group III-V compound or Ge in channel material can be an alternative to 

overcome the fundamental limitation of silicon technology [18-19]. But due to the lower 

quality of Ge epitaxy and fabrication difficulties, use of Ge channel has not become popular. 

Further inferior interface and unstable dielectric on the Ge epitaxy is also inherited. Due use 

of SiGe will be more suitable to get the advantages of high mobility and dielectric constant 

along with less interface trap problem of Ge. With merger of the advantages of Si and Ge, 

use of SiGe channel in junctionless transistor can play a big role in future technology. As 

SiGe properties changes with the percentage of the Ge, the requirement of study related to 

the mole fraction effect in junctionless characteristics is also inevitable. In this paper, 

performance of Si1-xGex channel based junctionless transistor with double gate structure is 

studies for different mole fraction (x) of Ge.  

2. DEVICE STRUCTURE AND SIMULATION ENVIRONMENT 

The side view or cross-sectional view of the double gate junctionless transistor is shown in 

Figure 1. The terminals are named and marked in the figure. This symmetrical double gate 

structure is used for all the device simulations. As semiconductor wire thickness is kept low 

and double gate structure is used, the whole wire under gate will act like a channel. Si1-xGex 

is used as a channel material and 1nm thick GeO2 gate oxide is used in the device. The 

channel, source and drain regions are uniformly doped with 1.5×1019
 atoms/cm3. A thin gate 

oxide layer of 1 nm and semiconductor wire of 10 nm was considered to ensure the full 

depletion of the channel at the time of off condition. As the device works in accumulation 

mode, conduction will be done in bulk. In double gate structure entire semiconductor wire 

will act like a channel during its on-state.  All the structural details are listed in the Table 1.  

 
Figure 1. SiGe channel double gate junctionless transistor structure. 
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The thin body double gate junctionless transistors are simulated in the Synopsys Technology 

Computer Aided Design (TCAD). Structure editor is used to design the 3D structure. S 

device tool is used to simulate the structure for different condition with the help of carrier 

transport models, generation-recombination models, mobility models and tunnelling 

models. Further the results of the simulation are viewed with the help of S visual and inspect 

tool. Proper material parameters are also been included at the time of simulations. Work 

function of the gate material polysilicon (4.4eV) is specifically mentioned in the device 

physics section. Leakage current model also been included in the physics section of the 

simulator to estimate the gate leakage for the structure. 

Table 1. Structural parameters of SiGe channel DGJLT 

Sl. No Parameter Material Type values 

1 Channel length Si1-xGex 20 nm 

2 Channel Width Si1-xGex 12 nm 

3 Channel thickness Si1-xGex 10 nm 

4 Doping Arsenic 1.5× 1019 

atoms/cm3 

5 Gate oxide 

Thickness 

GeO2 1 nm 

6 Gate Contact Polysilicon 4.4eV 

7 Mole fraction (x) Si1-xGex 1 to 0 

 

3. RESULTS AND DISCUSSION 

The proposed thin-body double gate structured SiGe channel junctionless transistor is 

simulated for gate voltage from -0.6V to 2 V. The mole fraction (x) of Si1-xGex is changed 

from 0 to 1. With the change in quantity of Ge in SiGe the junctionless transistor 

characteristics also changes. It is observed that the DGJLT with germanium channel (x=1) 

shows better characteristics compare to DGJLT with Si channel (x=0). The transfer 

characteristics of DGJLTs are shown in Figure 2.  With increment in mole fraction(x) of Ge 

the overall drain current increases and it also affect the threshold voltage. The threshold 

voltage moves towards the positive side with the increment in mole fraction of Ge. So 

increase in mole fraction of Ge makes the device more suitable for CMOS circuit 

applications.     
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Figure 2. Transfer characteristics of Si1-xGex channel DGJLT with GeO2 gate oxide. 

The transfer characteristics of DGJLTs in log scale are shown in Figure 3. It clearly shows 

the effect of mole fraction of Ge in the steepness of the curve in the subthreshold region. 

Degree of more steepness in the curve is better for analog and digital circuit applications. 

Device with higher steepness in the subthreshold region will require less gate voltage to 

sweep the device from off to on-state. Thus Si1-xGex channel DGJLT with higher x value 

gives better subthreshold swing. Further increase in x value also shows improvement in 

Ion/Ioff ratio for the Si1-xGex channel DGJLT.  

 

Figure 3. Steepness of transfer characteristics of Si1-xGex channel DGJLT with GeO2 gate 

oxide. 

The drain characteristics of Si1-xGex channel DGJLT with GeO2 gate oxide is shown Figure 

4. It shows that the mole fraction have effect in drain saturation current also. In saturation 
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region the drain current for higher x value changes less with change in drain voltage. As the 

results shows drain characteristics is more independent of drain voltage at the saturation, it 

is obvious that the Si1-xGex channel DGJLT with higher x value will show better drain 

induced barrier lowering. 

 

Figure 4. Drain characteristics of Si1-xGex channel DGJLT with GeO2 gate oxide. 

 

Figure 5. Transconductance of Si1-xGex channel DGJLT with GeO2 gate oxide. 

As transconductance is a very important parameter for the device performance, it was 

evaluated for Si1-xGex channel DGJLT with GeO2 gate oxide. Figure 5 shows the 

transconductance of Si1-xGex channel DGJLT as a function of gate voltage. High Ge 
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percentage in Si1-xGex exhibits better transconductance. The details of the transconductance, 

threshold voltage, and on current are shown in Table 2. For mole fraction x=1, Si1-xGex 

channel DGJLT showed maximum on current of 11.59 µA at VGS= 2 V. Change in the 

threshold voltage of the devices with the change in germanium mole fraction shows that 

threshold voltage can be tailored with the help of mole fraction adjustment. Overall it helps 

the designer to optimize the junctionless transistor performance for future applications. 

Desired threshold voltage and current characteristics can be achieved with proper adjustment 

in mole fraction of the Si1-xGex semiconductor material. 

Table 2. Parameters of Si1-xGex channel DGJLT with GeO2 gate oxide. 

Sl. 

No. 

Mole 

fraction of 

Si1-xGex 

Threshold 

Voltage, Vth  

(V) 

Ion at Vgs=2V 

(µA) 

gm (µS) Vgm (V) 

1 x=1 -0.052 11.59 9.458 0.464 

2 x=0.7 -0.099 11.07 8.503 0.463 

3 x=0.5 -0.1293 10.49 7.743 0.336 

4 x=0.3 -0.156 9.75 6.984 0.338 

5 x=0.1 -0.183 8.85 6.162 0.339 

6 x=0 -0.197 8.35 5.731 0.337 

Figure 6 shows the gate leakage current of Si1-xGex channel DGJLT for different mole 

fraction variation. With increased gate voltage gate leakage current also increases in all the 

junctionless devices. As germanium has lower energy bandgap compare to silicon, 

increasing mole fraction of Ge in Si1-xGex channel leads to increase in gate leakage current. 

It is observed that the on-state gate leakage current increases in SiGe channel JLT compare 

to Si JLT. But the gate leakage current for all these devices are quite low with respect to the 

off state drain current, observed in Figure 3. 

 

Figure 6. Gate leakage current of Si1-xGex channel DGJLT with GeO2 gate oxide.  

4. CONCLUSION 

This paper demonstrates a detailed device performance analysis of Si1-xGex channel DGJLT 

with GeO2 gate oxide. Simulation and analysis of different characteristics of the JLT with 
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different mole fraction of Ge were performed.  Si1-xGex channel JLT shows typical MOSFET 

characteristics. Change in mole fraction in Si1-xGex has affect in all the device characteristics. 

Higher Ge percentage improves the threshold voltage, gives higher on-state current and 

transconductance. As increase in on-state gate leakage current stays under permissible limit, 

Si1-xGex channel can be used in JLT with proper optimized performance to meet the future 

requirements of CMOS technology.    
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Abstract 
 
In today’s society having an effective and efficient healthcare service is of at most 

importance. Ambulances are important part of medical services. Ambulance helps 

patience’s reach hospitals and avail medical services faster but due to the shortage of 

ambulances, its becomes difficult for the patients to reach the hospital,  so a small step has 

been taken towards filling this gap by developing an application that would enable the user 

to book an ambulance to reach the hospital quickly. The user can upload their current 

location and destination through the map in the application. The application would then 

show the available ambulances near the patient’s location and the user can choose the 

appropriate ambulance. Once a particular ambulance is booked by the user the ambulance 

driver would receive a message. Once the booking is confirmed by the ambulance driver, 

they will be provided the location of the user.  

Keywords. Ambulance, Health, Blood Inventory, Patient. 

1. INTRODUCTION 

In today’s society having an effective and efficient healthcare service is of at most 

importance. The ambulance has proved to be very helpful as it helps the patient to reach 

the hospital faster. It also to helps avail the medical services quickly, but due to the shortage 

of ambulances, it becomes difficult for the patients to reach the hospital. Existing System - 

Effective Ambulance Service Advantages - Helps the ambulance driver find the patient’s 

location.  Disadvantages - Less feature available. A small step has been taken towards filling 

this gap by developing an application that would enable a person to book an ambulance for 

a patient so that they reach the hospital faster. The patient can upload their current location 

and destination through the map in the application. The application would then show the 

available ambulances near the patient’s location and the user can choose the appropriate 

rides. 

Functional Requirements 

• Administrator should have access to all details of Users, Ambulances, and ` 

hospitals. 

• End devices must be in network to get details. 

mailto:vipulpatil1999@gmail.com
mailto:kadamayush35@gmail.com
mailto:kushal.khadtare25@gmail.com
mailto:vijayalaxmikadroli@ternaengg.ac.in
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• No user could access any details without being a register. 

2. LITERATURE SURVEY 

A survey done on the various Users and taking their Opinions on the Online Cab Services 

on the two of the most popular cab rental applications Ola and Uber and the data collected 

from their customers is presented in [1]. The data is collected from professionals in this 

field. It is found that customers favor Uber over Ola when it comes to billing. Whereas when 

safety is the concern ola is preferred more than uber [2]. A general thesis on the ambulance 

Service has developed a way for saving lives more efficiently. With the help of this 

application, the ambulance can reach the patient quickly, the user’s location is traced or 

delivered by the application. This can also accommodate important equipment and services 

that will ensure the well-being of the patient [3] It can be done by collecting the surveillance 

of the streets in real-time by using IGA. Ambulances interact with each other using IGA. 

Ambulance gets information on other cars with the help of IGA [4]. Global positioning 

system GPS Based Shortest Path for Ambulances makes sense of GPS as a lattice of the 

shuttle, that sends case. Data about the fluctuating area of the gadget to and from the satellite 

the back to the planet. GPS handsets, for example, exploring objects are used to gauge the 

area, speed, and length at the position of the transporter [5]. Location-based push service 

with clustering method. It is a position-based push administration structure. This applies 

the grouping technique works on the transmission intricacy of crisis information with the 

assistance of Push and Pull LBS. Traditionally, where crisis reactions were finished 

physically with call focuses, dormancy inside reaction was upward keeping human 

existence in question. Later all manual reactions framework was supplanted with a 

computerized framework with calculations on independent gadgets either in rescue vehicle 

or handsets. Crisis Medical System Services is a calculation that diminishes the delay to 

dispatch emergency vehicle administrations within 10 to 15 minutes in urban communities 

and 20 to 30 minutes in local regions. EMSS guarantees clear data from the patient, whether 

it be the area, infection, or charging. Consequently, with EMSS the patient can get early 

development care [6]. RIS for Ambulance Services given GPS and GIS innovation gives a 

Route Construction Algorithm. The rescue vehicle appraises the street information 

gathered by IGA and characterizes the briefest way by RCA. RCA utilizes the Dijkstra 

technique where an intersection implies one vertex, a road inside a junction implies an edge, 

a way involves the heading, an unremarkable passageway of each intersection turns into 

the force of the edge, and a guide is a marked outline. For intersections where there is traffic 

and vehicle are amazed, information isn't gathered, henceforth further boundaries are not 

identified. Subsequently, street information was dissected before traffic is finished and 

shipped off to the rescue vehicle. On the off chance that the current way needs a more 

drawn-out length than the new course, the rescue vehicle assesses the new course.[7] It is 

an application made by the Delhi police. Client requirements to enlist at the Delhi Police 

site. After fruitful enlistment, the client gets an enrollment key (OTP) which should be 

placed to finish the application design. When the client of the Himmat application raises 

the SOS alert from the Himmat App, the area data and sound video is sent to the Delhi 

Police control room. Delhi Police can then quickly send the closest Police help to the person 

in question [8]. It is an application that is made by the Mumbai police which gives 

fundamental tips on private security and digital dangers and the utilization GPS for finding 

an individual in trouble. Some of the related systems are presented in Table 1, along with 
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their limitations. 

Table 1. Summary of Related Systems 

3. PROPOSED SYSTEM 

In the proposed system, Administrator will be provided with the Web application for 

managing users, maintaining their details. Also admin can add the ambulance and manage 

their details, and can track the ambulances as shown in Figure 1. 

Figure 1. System Architecture 

 

The proposed system is divided into two parts. First is the user’s side which is basically a 

smart phone owned by the person/user. Internet connection is required by the user to request 

for an ambulance. Thus, it is essential for the user to have telephone and internet services 

enabled for the system to function. The second is the ambulance side. The ambulance ride 

Work Method Features Limitations 
Collection Of 

Data From 

Uber And Ola Consumers [1] 

Data 

collection 

Determine 

which cab rental 

is preferred by customers 

Low availability in 

Rural areas. High 

charges in peak hours 

Effective Ambulance Service [2] Location 
detection 

Helps the ambulance driver 
find the patient’s location. 

Less features available. 

Dynamic Routing 

For Emergency Vehicle [3] 

Dynamic 

Routing 

The cars in 

the ambulance path get notified 
about the 

ambulance  behind 

them. 

The   notification   can 

be distracting and 
dangerous for the driver 

especially if they   are   

on   a   busy 
road 
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is an android application used by the driver. It uses internet and maps. Google Maps will 

be used to locate the user. When the request for an ambulance made by the user, the request 

will be sent to the server first. The server then will look for available ambulances around 

the user’s location. Then a request is sent to the nearest available ambulance. Once the 

request is accepted the driver is provided with the person’s location, name and phone 

number At the same time user will be able to see the driver’s location. If the driver rejects 

the request, the server will look for another nearby ambulance and the request is sent. 

4. RESULTS  

Various results obtained during the development of the prototype are presented in this 

section. The initial screen and the user authentication process in the proposed framework 

is presented in Figure 2, where if a user can register as a new member and then can 

successfully use the application. 

 

Figure 2.  Home page and User Authentication in Proposed System 

 

Furthermore, the list of hospitals will be populated in the application ad the user can select 

a hospital from the list, which will then ask for the confirmation from the user to book an 

ambulance and to add the details of the medical emergency as presented in Figure 3.  

 

    
Figure 3.  Display of Hospitals List and Ambulance Booking Process  
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The user can track the ambulance through the application and can pay the bill as presented 

in Figure 4.  

 

Figure 4.  Ambulance Tracking and Bill Payment through App  

Figure 5. Driver side interface and booking related information 

 

The driver side interface of the proposed application is presented in Figure 5, where the 

driver can log in to the interface and can see the user’s details to check the destination. 

 

 

 

 

 

 

 

 

Figure 5. Admin side interface for Admin login and user details 
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The admin side interface of the proposed application will be able to check the existing 

ambulances and to add the new ambulance through the portal as shown in Figure 6. Existing 

hospitals and the addition of new hospital can also be done at the admin side as presented in 

Figure 7. Furthermore, all the booking details and the location of the user will also be 

available at the admin side as shown in Figure 8.  

 

 
 

Figure 6. Admin side interface with ambulance details and addition of new ambulance  

 

Figure 7. Hospital addition and checking at Admin Login 

 

Figure 8. User Booking Details and Location Checking at Admin Side 

5. CONCLUSION 

This proposed project can provide a safe, secure and efficient way of ambulance tracking 

for users. An approach will be made towards rescuing a patients life quickly. Final demo 

will be an app similar to that of an online taxi service provider app , but the services we 

will be providing will be different , as mentioned above . We will try to incorporate all the 

mentioned features with proper designing making it very much user friendly and easy to 

use. The overhead of calling is eliminated. Even if the route is not known to the driver, still 

he can reach the patients location. 
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Abstract 

In the field of digital health system, Remote Patient Monitoring (RPM) is strengthens the 

online healthcare services and it permits to deliver the healthcare services to patient remotely 

doctors can get real-time health updates of their patients. Presently, RPM is widely used in 

smart healthcare system to remotely monitor the vital signs of patients. Remote patient 

monitoring (RPM) have also become more popular and demanded than ever in the critical 

situation of COVID-19 pandemic. RPM is one of the considerable fields that widely use IoT 

infrastructures. In this system various body sensors and wearable devices collects the vital 

signs of patients and the actuator processes and analysed them and sends them to the central 

storage such as the cloud. Aforesaid centralization and unsecure transmission of heath 

information can be challenging, as it can be a single point of failure, manipulation of data 

and tampering with information, and leak of privacy. Blockchain can be a potential solution 

to solve these problems due to its distributed and tamper proof structure. However, due to 

the expansive mathematical calculations in the blockchain technology it comprises the 

overhead of high bandwidth and delay; it may not fit perfectly into the energy efficient and 

time critical RPM system. In this paper we have proposed a design for integration of 

modified blockchain approach and RPM systems to obliterate the overhead of the 

conventional blockchain technology and its benefits for security and privacy preservation of 

patient’s critical healthcare data. The amalgamation of these two approaches will be highly 

favourable not only for the patient but also for the doctors and other healthcare providers. 

 

Keywords. IoT, Blockchain, RPM, Healthcare System, Privacy, Security. 

1. INTRODUCTION 

The report from the Ministry of Home Affairs, Government of India showed that 68.84% of 

the population are staying in rural areas [1]. The doctor and patient ratio is very low in these 

areas. The non-availability of doctor's services in these areas is also a big problem in the 

crucial time of COVID-19 Pandemic. RPM can become an effective solution to overcome 

these barriers of healthcare services. Through the RPM system, doctors can monitor the 

patient's health condition from anywhere at any time. In the era of digital health system RPM 

is a field in which key architecture is IoT. An Internet of Things network is a network of 

many physical objects; even human beings behave like a thing in it which can communicate 

with each other. All these things which are available in this network are embedded with 

different types of sensors and software. All these things and devices are in this network; they 

can communicate and collect data among themselves without any human intervention, as 

shown in Figure 1.  These sensors might be a moisture sensors, pressure sensors, light 
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sensors, motion sensors and temperature sensor etc. The concept of “Internet of Things” was 

first introduced by Kevin Ashton in his presentation, which he presented in P&G (Proctor 

& Gamble) in 1999 [2].  

 

 

Figure 1:   Structure of IoT framework 

As shown in Figure 2, the architecture of an IoT network is divided into three tiers, i.e. Cloud 

layer, Gateway or Fog layer and Sensor layer. Subsequent, we briefly discussed each and 

every layer [3]. 

 

 

Figure 2: Layered architecture of IoT 

• Cloud Layer:  This is the uppermost layer of the IoT layered architecture. To 

provide the needed data information and required services to meet the necessary 

requirement of the user is the principal responsibility of this layer. Data information 

storage, different types of services and backup are also offered by this layer. This 

layer also provides different analysis services to estimate the future state of the 

devices [4]. 

• Gateway or Fog Layer: This is the middle layer of IoT layered architecture. By 

interconnecting many different physical infrastructure network and network 

devices (Bluetooth, RFID, Zigbee, Wi-Fi, etc.), this layer provides an integrated 

and heterogeneous network. This layer works to route and transmit the collected 
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data from the sensor layer through a secure channel to central control or cloud 

storage. This layer also provides the services like processing of data, computation 

and decision making. Gateways, hubs, switches, cloud etc. networking devices are 

parts of this layer [5]. 

• Sensor Layer: This layer is the lowermost layer of this architecture and it is liable 

for interacting with a number of actuator, different types of sensors, RFID enabled 

devices and other physical devices. Therefore this layer is also known as sensor 

layer. The main responsibility of this layer are sensing of data, measuring of sensed 

data and also data processing sometimes. This layer is responsible for connecting 

all the things to the Internet [6].  

Remote Patient Monitoring system integrated with body sensor or wearable devices to 

collect the vital signs of patients and store these health data on the central storage such as 

cloud and also send the health alert in the suspicious situations. In addition to the vital signs, 

other information such as demographic data, geographic location of the patient can also be 

there. The top most priority of any RPM system is the security and privacy preservation of 

patient health data. Privacy of patient’s health data also includes the capacity to have control 

over data and determine access levels to be granted to others. Blockchain technology can 

prove to be a revolution for the security and privacy of patient health data in RPM systems. 

Since Blockchain possesses the advantages of distributed, tamper proof and access control 

architecture [7]. 

This paper proposed an integrated architecture of RPM and Blockchain for securing and 

preserve the privacy of critical healthcare data. This proposed design contain three layers 

architecture: Sensor layer, Blockchain layer and cloud layer. Rest of the paper includes the 

general architecture and challenges of general RPM architecture, outlines the existing 

literature related to the use of blockchain in the digital healthcare field, Blockchain and its 

integration with RPM system architecture, Presents the detail about our proposed framework 

and finally concludes the paper and sets a road map for future research [8]. 

2. RELATED WORKS 

Remote patient monitoring system is a demanding field of healthcare system that contains 

sensors for collecting biomedical data of the patients and by which healthcare professionals 

can remotely monitor the patient's vital signs outside the traditional healthcare locations such 

as the healthcare places viz. hospital, clinic etc. Consequently, when storing, sharing, and 

retrieving these remotely collected healthcare data, it might be possible to tamper with these 

critical data.  

Alexandru Archip et al. in [8] have developed a prototype using mobile sensors and gateway.  

The functionality of this system can be accessed by RESTful API on any mobile device of 

the physician. They have analyzed their work based on power consumption test and 

feasibility test and they found system performed well in both the result. 

Rui Guo et al. inm [9] have proposed a blockchain based on demand access policy changed 

ABE model for maintaining the integrity and privacy of patient’s sensitive data in smart 

healthcare system. They have also proved prevention of collusion attack. They have proved 

their work by analyzed the security and performance comparison with other related works 

in different phases. 
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Sandi Rahmadika et al. in [10] have proposed a model for storing the patient health data on 

to the blockchain which are coming from various sources. They have also analyzed their 

work against various attacks. 

Md Ashraf Uddin et al. in [11] have proposed a two tier based model based on many layers 

of interfacing for storing the required and non-required data. They have discussed the 

optimized and secure communication between various layers. They have also analyzed their 

work for energy consumption; delay in data processing and against various types of attacks. 

Kristen N. Griggs et al. in [12] have proposed a model for storing the all events on the 

blockchain using smart contract. They have also analyzed their work against various security 

aspects and compared their work with traditional system. 

Aiqing Zhang et al. in [13] have proposed a model for sharing patient’s data using the 

combination of private and consortium blockchain architecture using public key encryption 

with keyword search. They have evaluated the performance of their work on JUICE 

platform. 

Md Ashraf Uddin et al. in [14] have proposed a three level patient centric model for storing 

patient health data on the blockchain implemented at Fog and Cloud level. They have also 

proposed a modified PoS consensus mechanism. They have analyzed the energy 

consumption in block generation. 

Gautam Srivastava et al. in [15] have proposed a blockchain integrated network with various 

lightweight cryptographic services like ARX and ring signature to enhance security and 

privacy and smart contract for IoT enabled healthcare network security. 

Bashayer Al-Ahmadi et al. in [16] have proposed a three layers blockchain enabled model 

for storing the patient’s health data. 

Jigna Hathaliya et al. in [17] have proposed a blockchain and machine learning integrated 

RPM model for classify the patient according to symptoms of health data. 

Lei Hang et al. in [18] have proposed a permissioned smart contract enabled blockchain and 

IoT integration model for securing sensing healthcare data integrity using web interface. 

They have analyzed their work by various performance analysis analysis. 

Muhammad Salek Ali et al. in [19] have proposed a combination of on-chain and off-chain 

system model for record keeping and securely transfer the health data between patient and 

healthcare provider respectively. Their proposed model preserve the privacy of health data 

and anonymously and securely transfer the data using Tor network. They have used 

Ethereum’s Rinkeby testnet for analysis of their framework. 

Partha Pratim Ray et al. in [20] have proposed a blockchain enabled IoT based healthcare 

model for storing the healthcare data on chain. They have compared various blockchain 

platform and consensus algorithm those are suitable for IoT based healthcare system. 

Hoe Tung Yew et al. in [21] have proposed a model for real time sensed health data sending 

via MQTT broker on the database in both public and private network from where healthcare 

provider can view the real-time data via Android mobile application (App). 

Lei Ru et al. in [22] have proposed a model which builds around the six different modules 

as a data gathering module, a data receiving module, a data transmission module, a data 

processing module, and a display and alarm module for a health monitoring project. They 

have analyzed their work by observing the pulse readings, body temperature readings, ECG 

readings, and physiological data gathering 

M. Dhinakaran et al. in [23] have proposed a machine learning enabled IoT based health 

monitoring system. 
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Bessem Zaabar et al. in [24] have proposed a three layer blockchain enabled IoT based 

model for storing and communicating the patient’s private data between patient and 

healthcare providers and RESTful API is used for the creation of web services. 

3. REMOTE PATIENT MONITORING (RPM) ARCHITECTURE 

In-home monitoring or remote patient monitoring is a type of system such that by which 

healthcare professional can track the real-time healthcare data of patient remotely and use it 

in various treatment plans. Remote Patient Monitoring (RPM) is one of the areas where IoT 

technology is being used. It is a fundamental component of the e-health domain. It can 

become an alternative to hospital visits, increasing the number of people monitored without 

increasing workloads for healthcare providers [9]. RPM focuses on rural area’s patients, 

patients of chronic diseases, post-operative patients, senior citizen patients, and where 

healthcare facilities are limited. RPM devices capture a masses of health data, from heart 

rate to blood pressure, without any surveillance by any healthcare provider. They can be 

either sensors enabled user-friendly wearable or implanted devices in a body or stationary 

devices having physical location and transmission of these health readings for further 

diagnosis and treatment [10]. 

 

 

 

Figure 3: General RPM Architecture 

Thus, a remote patient monitoring system may comprise the following components as shown 

in Figure 3: 

• Health Data acquisition: This module is responsible for acquiring health data 

(Such as Blood Pressure, Temperature, ECG.etc) through the various sensors or 

sensor embedded wearable devices and then sending of these collected data to 

central storage for further analysis through a smart device [10]. 

• IoT Gateway: IoT Gateway is responsible for connecting smart devices to the 

cloud either physically or virtually. Though, IoT gateway provides preprocessing, 

normalization of data and the connectivity of network. It translates the diversified 

data set which is obtained from various sensors in a common format by data 

normalization [11].  

• Cloud repository: The storage of massive and ever changing health data array and 

retrieval servers is an important module of these systems. It also plays a very 

important role for the identification and testing of abnormal healthcare data. It also 

aggregate and analyzed crucial health data from various sources and process it to 
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gain a real-time view of health state, as well as promptly alert the doctors and 

patients about potential issues [12]. 

4. ISSUES OF RPM 

4.1. Security and Privacy 

A lot of data is stored on the central cloud where it is handled by third parties, due to this 

there is a full risk of data stolen. The Integrating a third-party system that can be hacked puts 

patients' privacy and security at risk as a result. Subsequently RPM systems have to be 

ensured proper security and privacy of stored and processed sensitive and private data like 

electronic health records, various diagnostic results, etc. There are some risks related to track 

the location of a patients and use their private data to harm the patient. There is no such 

provision that the healthcare provider should take the consent for data collection and to 

review and access their private information. And no any explicit consideration are there for 

what information will be shared; with whom; and for how long time. There is also no 

transparency about how privacy and security will be managed. Although there are no 

universally agreed standards for health the privacy and confidentiality of data, still it is 

essential to achieve compliance with all the necessary standards, such as HIPAA and 

HITECH in the USA, as well as GDPR in the Europe [13]. 

4.2. Integrity 

In RPM systems, a lot of data is transferred from sensor devices and wearables across the 

cloud and from the cloud to the healthcare provider. Any intruder can integrate the data, and 

the data that has been integrated can put the patient's life at risk. And also the healthcare data 

of the patient aggregated from various sources can be obtained in several formats, including 

unstructured or semi-structured data formats. Apart from this, there are many vendors who 

do not use the same data format for sensor and wearable devices [14].  

4.3. Real-time Access to Data 

Timely transfer of health data information in RPM system is a long and tedious process as 

it involves multiple transfers. Healthcare data of the patient is collected and uploaded from 

various sensors and wearable devices. Now if this device is on the mobile network, then this 

data reaches the healthcare provider through many networks and RPM network. If there is 

an interrupt or outage at any of these hops, then the data sending will either fail or it will 

reach late to the healthcare providers. Because there is no guarantee that the mobile network 

will always be available. Because due to this the question of patient's life and death remains, 

so it is very important for the data to reach reliably and timely [21].  

4.4. Accuracy of Data 

The data quality is also matter in the case of RPM system. The results of the diagnostic 

practitioner always depend on the accuracy of the data, Even if the system, the sensors, and 

the network are running fine, the reached data must be accurate [22]. 

4.5. Storing and processing massive arrays of data 

A very large amount of data is generated from the RPM system. So it takes a lot of time to 

process, analyze and respond [23]. 
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4.6. Scalability and high availability 

Scalability also a big issue in the RPM system. If the system is not scalable, then it will take 

a lot of time for the patient's information to be processed and response, due to which the life 

of the patient can also be at stake [24]. 

5. BLOCKCHAIN ARCHITECTURE 

An anonymous researcher Satoshi Nakamoto first time presented that concept in a white 

paper in 2009 [25]. The blockchain concept is built on the linked list premise. So similarly 

there is a series of blocks in a blockchain, all these blocks are linked to their previous block 

with a unique numerical value. Each and every block in this contain hash value, set of 

transactions, timestamp and one time varying value, nonce. In this, each block keeps the 

hash value of its previous block, resulting in a chain of cryptographically secure blocks. This 

concept was raised for bitcoin, a digital currency. Blockchain technology was introduced so 

as to eliminate the need for a central authority and trust can be developed for the transaction 

between two entities without the involvement of any third party. So, thus, the blockchain is 

a trusted, distributed and decentralized digital ledger. In a point-to-point network, this 

technology operates, and each and this network's blocks are all tamper-proof and 

unchangeable. Blockchain technology plays an important role in securing various 

applications because of its properties (tamperproof, Immutability, cryptographically secure 

etc.) [26]. Figure 4 shows the working of the blockchain network. The first block in this 

network is called the generic block and rest of the blocks are called miner or validator blocks. 

Miner peers add newly constructed blocks to this chain of blocks, for this they solve a 

complex mathematical puzzle and whoever miner solves the puzzle named as proof of work 

called consensus algorithm, he adds the new block to the previous chain. As a result, over 

the untrusted participants, all of the participating nodes can establish a trusted network. [27]. 

 

 
 

Figure 4: Working architecture of Blockchain 
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5.1. Blockchain’s Types 

Blockchain can be categorized into following three types based on peer’s permissions: 

1. Public (Permissionless) Blockchain: This is a category of blockchain which is 

also called permissionless blockchain because anyone can join it whenever they 

want. In this, any participant can see the ledger and can take part in the consensus 

process. [26]. Example; Bitcoin, Ethereum. 

2. Private (Permissioned) Blockchain: This category of blockchain is also called 

permissioned Blockchain. Any participant who wants to join in this has to take 

permission. In this there is a limited decentralized system. In which only a single 

organization can access and control the system [26]. Example; Hyperledger. 

3. Consortium blockchain: this is a type of semi-private blockchain network. In this, 

several organizations work together to run the platform. [26]. Example; Corda, 

Quorum and Hyperledger. 

5.2. Components of Blockchain 

• Consensus mechanisms: Consensus Mechanism in Blockchain is a procedure by 

which at least 51% peers to validate the global state of the distributed ledger by 

achieving a single data value agreement. In this way double spending attack can be 

prevented. In this way trust can be developed among unknown peers in a distributed 

environment through consensus mechanism. [27]. 

• Smart Contract: In blockchain network smart contract works as a self-executing 

program that automatically executes business logics set by peers in a distributed 

ledger. It is an interface to interact with the data in the blockchain. It is available 

for each of the participating peers in the network [3]. Smart contracts are added to 

each block of the blockchain. [12]. If any of the transactions make changes in it, 

then that too gets updated in the ledger like the transaction. Therefore, like 

transactions, smart contracts are also immutable. [27]. 

6. PROBLEM STATEMENT 

A lot of data is generated day by day in RPM system. Storage of this big data is also a big 

problem, because complete health data is not important but it is useful for medical research. 

When the data collected by the sensor is sent to the gateway and cloud, then that data can 

also be tampered by the attacker. Adequate medical facilities do not reach the patients living 

in remote areas and rural areas. That's why we need such an approach so that the healthcare 

provider can take care of the patient from afar without being physically present and 

simultaneously, the problem of storage of large volume data and the problem of privacy and 

security of data should also be solved. On the basis of studied some existing applications 

and architectures in healthcare systems, we found some research finding as specified below 

in the existing systems that encourage us to work in the integration of blockchain and RPM 

in the digital medical system. 

 

• No efficient and effective light weight cryptographic algorithm has been used in 

the Resource Constrained RPM system. 

• A scalable and less computational power blockchain framework is needed that can 

integrate with energy efficient RPM applications in an efficient manner. 
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• Better security is required between every hop from the patient's healthcare data 

gathering to the data reaching the healthcare provider. 

• There is a need for a smart contract based healthcare system that maintains critical 

healthcare data privacy and also verify the identity of the user.. 

• An efficient mechanism is required which can efficiently collect real time accurate 

data without any delay. 

7. PROPOSED REMOTE PATIENT MONITORING (RPM) HEALTHCARE 

SYSTEM FRAMEWORK 

Amalgamation of blockchain technology with smart healthcare system might be an excellent 

solution due to its features as cryptographic security, decentralization, immutability and 

transparency, for above discussed challenges for RPM. This future changing technology was 

conceptualized for the first time by an anonymous person Satoshi Nakamoto in his white 

paper in 2009 [25]. She/he introduced a digital currency as bitcoin in the distributed ledger. 

At the present time, several researchers, academician, industry professional and government 

are showing concern in this potential technology for securing the various applications. 

Although this technology can resolve the above discussed challenges of RPM, but this 

technology is founded on rich computation and cryptographic techniques, such that, It entails 

a significant bandwidth and delay overhead. Consequently, it is not totally fit in its original 

form for the IoT devices those are resource-constrained. Integration of Healthcare and 

Blockchain technology comes with some serious risks, because the logs of all the 

transactions are updated in the distributed ledger, due to this the privacy of the user can be 

leaked, the risk of privacy and security increases. [26]. Even due to process delay and due 

to privacy leaks, the life of the patient can also come to the fore.  

Three layered architecture of proposed integrated RPM - Blockchain platform is represent 

in the Figure 5. In this proposed architecture all the medical sensors and wearable devices 

can sense patient's vital signs and transmit these data via Bluetooth or Wi-Fi to a mobile 

device. The mobile device sends this data to the gateway and the gateway sends this data in 

an encrypted form to the blockchain. Blockchain execute the master smart contract and it 

executes specific smart contract according to the threshold value of data [12]. If there is 

uneventful data then it is stored on the cloud and if there is eventful data then the event gets 

stored in the blockchain and the data is stored on the cloud and a hash of that data is created 

and that hash value is stored in the form of a transaction in the blockchain. And also an alert 

signal is sent to the healthcare provider and patient and his/her relative [12]. In this way, the 

security and privacy of the patient's data is not compromised. 
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Figure 5: Blockchain in RPM based digital healthcare System 

8. CONCLUSION 

This paper proposed a three layer blockchain enabled RPM system for the healthcare data 

security and privacy preservation. This proposed model provides a solution to the majority 

of security and privacy issues while deal with the resource constraint aspect of the RPM 

system and ensures all information security constraints confidentiality, integrity and 

availability. In this paper, we proposed a novel hybrid approach that combines the benefits 

of blockchain, IPFS and lightweight cryptographic primitives to evolve a patient-centric 

access control for electronic health records and providing effective security and privacy to 

critical health information. Since in this model only metadata will be stored in the 

blockchain, it is also scalable. As our proposed model is resolving almost all RPM issues 

against the rest of the state of the art solution. Hence, it can become an efficient RPM 

solution that can secure the health information of the patient. In the future, we will practically 

test this proposed architecture in different IoT networks. 
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Abstract 

Communication is one of the vital components to pass on any kind of information and 

communicate with individuals. Various applications are used for speech recognition, speech 

to text conversion, language interpretation, and so on. SPEECH TO-TEXT recognition is a 

product that allows the client to enhance the cognition capacity and directs text by voice. 

This paper focuses on the speech to text conversion of English to multiple Indian languages 

by using the methodologies of natural language processing and machine learning. Since a 

large number of the issues emerging in speech recognition are appropriate for algorithmic 

examinations, we present them in wording recognizable to algorithm designers. 

Keywords: Speech Recognition, Speech to text, Automatic Speech Recognition, 

Interpretation 

1. INTRODUCTION 

Natural language processing (NLP) is a branch of artificial intelligence in the computer 

technological that makes the assisting computers to recognize the manner that human beings 

write and talk. This is a tough undertaking as it includes numerous unstructured statistics. 

The fashion in which human beings communicate and write (referred to as ‘tone of voice’) 

is unique to individuals, and constantly evolving. 

Understanding context is also a difficult task – something that requires semantic analysis 

for system gaining knowledge of to get a deal with on it. Natural language understanding 

(NLU) is a sub-branch of NLP and deals with those nuances via gadget analyzing 

comprehension in preference to without a doubt knowledge literal meaning. The goal of 

NLP and NLU is to assist computer systems recognize human language properly enough 

that they can communicate in a natural manner. Some of the common applications of NLP 

are : Voice Assistants, Different service based chatbots, Language Translation, Voice based 

application 
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1.1. Working of NLP 

The working of NLP is divided into 5 steps; starting from the lexical analyzer to the 

pragmatic analyzer. The input speech is sub-divided at each step for the simplification of 

the speech and converted to small blocks of information that can be processed and 

understood by the machine to perform the specific task. The 5 stages of analyzing sentence 

are represented in Fig.1. 

The initial step involves lexical analyzer which helps in the simplification of the huge text 

into small blocks called lexicons, it divides or classify the text into words, sentence, phrases 

or paragraphs. The processed classification is then moved to syntactic analyzer which 

checks and arranges the text into correct grammar format and forms a meaning of the 

sentence that is understood by the user. Syntactic analyzer arranges the words and phrases 

in such a format that in form a correct readable sentence. The text is moved further to 

semantic analyzer which perform the task of converting the formed sentence to show case 

the actual meaning of the sentence i.e checking if the formed sentence is having the same 

meaning as it is intend to make. Once the 

 

Figure 1: Working Flow of NLP 

sentence is verified for its meaning then it moves to the next phase of disclosure integration, 

which helps in a formation of group of sentences without losing the meaning of each line 

and converting them into a meaning paragraph. The Disclosure Integration checks for each 

sentence meaning with the sentence just before it to check if the correct meaningful sentence 

is maintained. The final stage is the pragmatic analyzer in which the whole output is checked 
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is it correct and have some relation with the real-world knowledge. After all the successful 

processing of all the phases the system processes the desired output. 

1.2. Automated Speech Recognition (ASR) 

Automatic Speech Recognition (ASR) is an innovation or a technology that grants 

individuals to utilize their voices to talk and have conversation with a PC interface in a way 

like a typical human discussion. The most progressive adaptation of at present created ASR 

innovations spins around what is called Natural Language Processing, or NLP. This 

variation of ASR comes the nearest to permitting genuine discussion among individuals and 

machine intelligence. 

Lately, ASR has become famous in the customer care divisions of huge corporation. It is 

additionally utilized by a few government offices and different associations. Some of the 

ASR frameworks perceive the input in a single word like yes/no or numeral which makes it 

feasible for people to manage computerized options without typing numerals and has no 

capacity to bear any kind of error. In a manual-section circumstance, a client could hit some 

unacceptable key subsequent to having entered 20 or 30 numerals at stretches already in the 

menu, and surrender as opposed to bringing again and beginning once again. ASR for all 

intents and purposes disposes of this issue. Refined ASR frameworks permit the client to 

enter direct questions or reactions, for example, a request for driving direction or the phone 

number of a lodging in a specific town. It likewise decreases the quantity of directions that 

the client should get and comprehend. 

 

Figure 2: Working of ASR 

In the easiest terms, speech recognition happens when a PC gets audio input from an 

individual talking, processes the input by separating the different parts of speech, & 

afterward translates that speech to message. 

Some ASR frameworks are speaker-dependent and should be prepared to perceive specific 

words and speech pattern. These are basically the voice-recognition frameworks utilized in 

your smart devices. You need to say explicit words and expressions into your telephone 
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before the ASR-powered voice assistant begins working for it to figure out how to recognize 

your voice. 

Other ASR frameworks are speaker-independent. These frameworks don't need any 

preparation or training. Speak independent frameworks can perceive verbally expressed 

words regardless of the speaker. 

2. SPEECH RECOGNITION-A STATE OF ART 

This mixture strategy helps application that requires brief outline of extended speeches 

which is very valuable for documentation. One of the most important step while working 

with NLP is to extricate the components of speech having few qualities. It turns into a kind 

of obstruction to summarization process by supposing a word or a sentence is perceived as 

negligible. Even punctuation assumes an indispensable part in synopsis as semantics is 

significant while summing up the content. The methodology proposed by the team was to 

summarize the text extracted through the input with respect to the rank of the sentences. The 

frequency of occurrence of words can be used to determine the rank of the sentences. And 

to find the frequency of words, they used the sentence tokenize and word tokenize 

techniques are available in python NLTK packages. Using Google API, text is extracted and 

then the sentences are obtained using sentence tokenize and words are extracted using word 

tokenize. This input received through the user is converted into signals and then converted 

into text format. 

 

This aricle on “Speech to Text Conversion Methods” explained varieties of the speech signal 

and their significance in automatic speech recognition. A database has been made from the 

different words and syllables. The ideal speech is delivered by the Concatenative speech 

synthesis methodology. The framework gives the input information as voice, then, 

preprocessed that information and changed over into text showed on PC. The client types 

the input string and the framework peruses it from the database or information store where 

the words, telephones, diaphones, triphones are put away. This system had a speech to text 

system with the vocabulary of ten words i.e. digits 0 to 9 and statistical modelling (HMM). 

HMM was used for machine speech recognition. This system builds an HMM model using 

C programs for each word present in vocabulary. This is done during the training phase. 

However, during the recognition phase, speech is acquired and stored in FPGA's memory to 

preprocess and calculate the probability of observation sequence. 

 

The authors proposed a framework named “ScribeBot” to help the visually impaired 

students to pro their assessments and exams. SCRIBEBOT is a Raspberry Pi 3 coordinated 

with a headset with Microphone, a Monitor and a printer. The framework they've made uses 

the advanced deep learning algorithms and neural organizations which have been carried 

out in the Google speech API. The two principle measures associated with their work is the 

speech to text transformation and furthermore the way toward changing the content over to 

speech so the students can think about the question that has been asked in the paper. The 

framework has been executed utilizing python programming language which imports the 

Google Speech API package alongside the Google Text To Speech package. 

 

This study had talked regarding the strategies of dynamic time traveling and mel scale repeat 

cepstral constant within the confined talk affirmation. Unique elements of the 
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communicated word have been freed from the information talk. Associate degree illustration 

of five speakers has been assembled and each one of them had spoken ten digits. A 

information set is formed on this premise. Then, at that time highlight has been separated 

utilizing MFCC. DTW is used for adequately overseeing entirely unexpected talking speed. 

It is used for closeness assessment between 2 plans that shifts in speed & time. 

 

Table 1. A comparative summary of existing related surveys 

Author(s) Year Technique 

“Vinnarasu A., Deepa V. Jose” 2019 
Use of NLP and text summarization 

by neglecting repeated words. 

“Dhanush Kumar S, Lavanya S, 

Madhumita G and Mercy Rajaselvi 

V” 

2018 
ScribeBot: Made with Raspberry 

Pie and Google API  

“Mittal et al.” 

 
2018 

ASR framework for Punjabi 

language under various acoustic 

conditions(created explicitly for 

mobile phones) 

“Sagar Patil, Mayuri Phonde, 

Siddharth Prajapati, Saranga Rane 

and Anita Lahane” 

 

2016 

ASR framework for Punjabi 

language under various acoustic 

conditions(created explicitly for 

mobile phones) 

“Miss. Prachi Khilari and Prof. 

Bhope V. P.” 
2015 

Database of different words and 

syllables for conversion of speech 

to show text on monitor by 

concentrating on string rather than 

information. 

“Geeta Nijhawan, Poonam Pandit 

and Shivanker Dev Dhingra” 
2013 

Strategies of dynamic time traveling 

and mel scale repeat cepstral 

constant(Sub band centroid) 

“Puneet Kaur,  Bhupender Singh 

and Neha  Kapur” 
2012 

Recognizing speech by Hidden 

Markov Model 

 

“Jingdong Chen and et al” 2004 

mel-recurrence cepstral coefficients 

(MFCCs) in clean discourse, while 

passing preferred execution over 

MFCC in boisterous conditions. 

The author examined that notwithstanding their boundless fame as frontend boundaries for 

discourse acknowledgment, the cepstral coefficients which has been received from either 
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direct assumption examination or a channel bank are found to be tricky to added substance 

clamor. Here in this letter, we examine the utilization of ghastly sub band centroids for good 

discourse acknowledgment. We show that centroids, assuming appropriately chosen, can 

achieve acknowledgment execution tantamount to that of the mel-recurrence cepstral 

coefficients (MFCCs) in clean discourse, while passing preferred execution over MFCC in 

boisterous conditions. A technique is proposed to assemble the unique centroid highlight 

vector that essentially typifies the temporary apparition information. 

The author proposed and executed an ASR framework for Punjabi language under various 

acoustic conditions. The significant limit of setting subordinate unfastened model is the 

necessity of higher memory space. This framework is explicitly created for cell phones. 

The author had discussed a way to use Hidden Markov Model in the method of popularity 

of speech. The crucial 3 steps that are important to broaden an ‘Automatic Speech 

Recognition’ machine are pre-processing, characteristic Extraction and popularity and 

subsequently hidden markov version is used to get the required end result. Since there are 

already huge amount of improvements inside the discipline of virtual sign processing, 

research persons are trying their best to broaden a ideal ASR device. However, the overall 

performance of PCs within identical timings aren't that high in terms of matching speed and 

accuracy. 

The author proposed a framework named “Multilingual Speech and Text Recognition and 

Translation using Image” to robotize the application to defeat from the language boundary 

in between the nations & furthermore states inside the country. They carried out framework 

for client who staging issues of language obstruction and furthermore its user interface is 

additionally easy to use so that the client can undoubtedly collaborate with this framework. 

So due to this framework, users don’t need to utilize word reference for knowing the 

importance of word, hence it naturally decreases the client task for knowing the language 

for communication. 

3. PROPOSED METHODOLOGY 

The system works with the understanding or the audio signal of stream or audio input 

through the microphone jack and interpretation of the signals into the data is done by pre-

requisite audio files which can understand the audio inputs and act upon them. There is a 

database same as on which Google API works which can understand the spoken words and 

get the correct grammar and meaning and form the correct meaningful sentence.  
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Figure 3: Process Flowchart 

 

The successful sentence formed is then processed for further evaluation and conversion, the 

system work both for multi-language support to remove to banner of knowledge of all the 

language for the communication around the globe. The processed data in the user language 

is then converted to desired client language for understanding of what another user is saying. 

The working is as follow: 

• There is a menu of multiple language support for conversion which user can use to translate 

its text and record in the selected desired language. 

• After the selection the user inputs the data as an audio signal through the microphone. 
• The recorded input text is showing to the user for verification if it is actual correct to what 

is being said. 
• The menu is again shown to the user to convert the recorded text to desired language that he 

wants to translate. 
• After successful processing, the desired output is given of the screen after conversion for 

further use. 
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The main advantage of this system is the simplicity of communication and speedy document 

turnaround. It helps us to perform multiple tasks while dictating and can create records in 

under a fraction of the time it takes to type. It provides us the adaptability to work in or out 

of the workplace. Also, the time is saved with expanded productivity and has less desk work. 

The main disadvantage of this system is the absence of accuracy and misinterpretation. In 

the event that you talk excessively quick or vaguely, you'll increment spelling and 

punctuation blunders. It will most likely be unable to separate between your speech, others 

talking and other surrounding noise, prompting record misunderstandings and mistakes. 

he functions of system is to provide the language option for the user in the language menu, 

receive audio stream through microphone in the form of speech, classify audio signal 

addressee at the run time, provide the desired output in the preferred language selected by 

the user, map applicable signal to word series and then to action request, and user feedback. 

 

4. CONCLUSION 

Speech Recognition is a vast area to explore. Speech recognition framework permits PCs to 

take spoken sound, interpret it and create text from it. The speech to text conversion might 

appear to be compelling and effective to its clients in the event that it produces regular 

speech and by making a few alterations to it. Our proposed system allows the user to 

recognize their speech and convert them into text in English as well as some Indian 

Languages provided in the option. This helps the user who find themselves uncomfortable 

in English language and provides leverage to have their text converted into their preferable 

language.  
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Abstract 

Nowadays, it is not difficult to duplicate vehicle keys and the use of such keys increases the 

risk of theft. We hereby suggest an efficient and reliable solution to such problems. Our 

system uses a facial recognition system to identify the authorized users of the vehicles. This 

allows for a fast and easy-to-use authentication system. The system uses a ESP32Cam for 

facial recognition. Whenever the registered user tries to unlock the vehicle, the motor starts. 

When an unauthorized user tries to use the car, the system scans the person's face and checks 

if the face matches the authorized face, if it does not match, the system sends a notification 

to the registered user using Blynk app and GSM. The registered user can control the motor 

based on the person who is trying to unlock it. In this way the system helps to protect the 

vehicles. 

Keywords: Speech Recognition, Speech to text, Automatic Speech Recognition, 

Interpretation 

1. INTRODUCTION 

According to the 2013 Car Theft and Robbery Census, car theft has increased by almost 

8.47% in India. On average, in this situation, vehicle anti-theft technology, microcontrollers 

also need to be increased. Real-time vehicle theft detection and prevention systems provide 

a solution to this problem. Global system Mobile (GSM) communication is the globally 

recognized standard for cellular communication. The owner of the vehicle inserts Subscriber 

Identification Module (SIM) into the GSM module to send messages. A system that is a part 

of an anti-theft system is installed in a vehicle. This system is used by everyone Cheap for 

vehicles such as buses, bicycles and cars.    

The main aim of the system is to send alert messages to the owner whenever an unauthorized 

person tries to start the engine. This project includes a GSM modem, ESP32 Cam module, 

relay module and blynk app to send notifications whenever theft is about to happen.  

2. RELATED WORK 

Kaushik [1] has developed a security vehicle security system that starts with fingerprints 

vehicle. The thumbprints of authorized persons are stored in the system's database. The 

vehicle will start If the database fingerprints match. If someone tries to access the vehicle, 

the system has relay module connected to fuel, the alarm that the vehicle was stolen is also 

emptied at the same time. Unauthorized person cannot refill empty fuel tank. 

S S Pethakar [2] uses GSM, GPS & RFID security system for taxi like a car. To launch a 

vehicle, workers need to use an RFID card with an identification number. Numbers are 

mailto:geervani463@gmail.com
mailto:shivaprasannakumar321@gmail.com
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provided such that they have already been biased in the system database. FITS, GPS, GSM 

will be submitted to send SMS in locations like the owner, latitude and longitude of the 

vehicle. If the owner recognizes his feet, he sends SMS to GSM to lock the doors of the 

vehicles.  

Nagaraja [3] used a GSM module, a microcontroller, and a relay module for the ignition 

system. Theft when detected, the microcontroller activates the GSM system and sends SMS 

to the owner when the owner responds. SMS then activates the relay switch and deactivates 

the ignition system. 

Alkheder [4] uses GPS ,GSM module, the Google Earth application. This system includes 

an in-vehicle GPS module that replaces this GPS module Information about the GSM system 

for sending SMS to the owner. After receiving the SMS, the owner can know the latitude, 

longitude and speed using the Google Earth application. 

3. SYSTEM DESCRIPTION 

The components in the system are turned on as soon as the power supply is provided. The 

vehicle owner would be given an application. The notification about the theft can be sent to 

a maximum of 5 electronic devices provided that the devices have installed Blynk app and 

are connected to the same Local Area Network. Firstly, the owner’s face is enrolled in ESP32 

Cam module for facial recognition. The DC motor requires 12V power supply and ESP32 

Cam module requires a power supply of 5V so step down transformer is used to convert AC 

power supply to two different DC power supplies. 

 

Figure 1. Block Diagram of the project  

3.1 ESP32-CAM 

ESP32-CAM is a development board module with a size of 27x40mm. It can be integrated 

into a camera system with an ESP32 module and a camera. ESP32-CAM can be widely used 

in various IoT applications. Suitable for smart appliances, industrial wireless control, 

wireless monitoring, wireless QR identification, wireless positioning system signals and 

other IoT applications. An ideal solution for IoT applications. 

• Input Voltage: 3.3V /5V 

• Digital I/O Pins (DIO): 10  

• Input Voltage: 3.3V /5V 

• Digital I/O Pins (DIO): 10  
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Figure 2. ESP32-CAM 

3.2 GSM Module  

A GSM module is an electronic hardware device that uses GSM mobile phone technology 

to provide a data connection to a remote network. From a cellular network point of view, it 

is same as a regular cell phone, but we need to insert a SIM card. 

 

Figure 3. GSM Module 

3.3 FTDI Programmer  

The FTDI USB to TTL serial converter module is used for common serial applications. It 

is generally used to communicate with microcontroller development boards such as the 

ESP32Cam and Arduino Micros, which do not have a USB interface.  

 

Figure 4. FTDI Programmer 
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3.4 Relay Module  

A Relay module is an electric switch operated by an electromagnet that is activated by low 

power signal from the microcontroller like ESP32 Cam. When the electromagnet is 

activated, it is pulled to open and close the circuit.  

 

 

Figure 5. Relay Module  

Other components like DC motor, connectors, breadboard, step down transformer are also 

required. 

4. EXECUTION FLOW 

 

 

Figure 6. Execution Flow  

The system can send notification up to 5 electronic devices provided that the devices are 

installed with Blynk app and are connected to the same Local Area Network. The GSM 

module included in the system sends an SMS to the registered mobile. The system would 
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turn on as soon as it is provided with power supply. Firstly, owner’s face is enrolled in 

ESP32-Cam module with the inbuilt feature for facial recognition. So if any one tries to 

unlock the engine it compares with the enrolled face. If the face matches then the engine 

starts. 

 If the face doesn’t match with the enrolled face, then ESP32-Cam module sends notification 

via Blynk app and the owner can control the engine with the help of Blynk app. The SMS 

notification is also sent by GSM module to the registered mobile number.  

4.1 Data Push on ESP32-Cam 

For pushing data into the ESP32-Cam module we use FTDI programmer because we there 

is no inbuilt USB interface available for ESP32-Cam module. We write code in Arduino 

IDE software and with the help of FTDI programmer we push data into ESP32-Cam module. 

4.2. Software Implementation  

In this project, Arduino IDE is used to program and deploy the code in to ESP32-Cam board. 

Blynk is used as the platform for sending notification and controlling DC motor, which is a 

free source for building apps.  

 

Figure 7. Blynk platform for controlling DC motor  

 

5. RESULTS AND DISCUSSIONS 

As soon as the device is plugged on the step down transformer supplies ESP32-Cam board 

with 5V and DC motor with 12V power supply.   



 6 

 

Figure 8. Prototype  

     VI. ADVANTAGES  

• Owner can keep track of the status of the vehicle. 

• Upto 5 persons can keep track of the status. 

• Inexpensive.  

• GSM is also included to send SMS so evenif WiFi is not available, he/she 

can keep track of the status . 

6. FUTURE SCOPE AND CONCLUSIONS 

The proposed system may be extended in such a way that it can be able to send picture of 

the person, who is trying to unlock the engine, to the owner so that the owner can be able to 

give control to the people whom he knows otherwise blocks the engine. The proposed system 

has been developed and tested effectively. The system is able to enroll faces and starts engine 

only for authorized users and if unauthorized person is detected it is able to send notifications 

and also able to control the DC motor.   
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Abstract 

Use of digital mode for learning has proliferated significantly in past few years. However, 

digital learning is not as effective as interactive learning, since it is one way unlike the later 

which engages user for better experience and improved learning process. Interactive 

textbooks are one of the most popular tools used for interactive learning, they are easy to 

use and highly engaging. There are many platforms available on the internet that contain a 

plethora of interactive textbooks, however there are meagre platforms that let user create 

and share interactives textbooks. Therefore, the proposed system enables user to create and 

share interactive textbooks with other users. Users will be able to experience immersive 

learning by using these interactive textbooks and learning can become interesting experience 

in and of itself as a result of the interactive aspect. 

Keywords. Interactive learning, Interactive textbook, Online learning, Book creator, Online 

textbook 

1. INTRODUCTION 

Nowadays, due to the rise in technology, traditional learning methods incorporate some sort 

of digital learning methods to achieve better understanding of concepts. Digital learning is 

the type of learning that involves the use of technology which is supposed to make the 

learning process more personalized and effective. However, to make learning experience 

more engaging and enriching, interactive elements should be incorporated in the existing 

digital learning methods. Interactive learning is the type of learning that actively involves 

the student in the learning process. Interactive textbooks are one of the best ways of 

incorporating interactive learning into students' curriculum. 

An interactive textbook is a digital version of a textbook that includes interactive 

components. After all, when it comes to online learning, becoming digital isn't enough. It is 

remarkably convenient because it is equivalent of having both your study materials and 

visual elements under one roof. Various computer programming courses, and science 

courses can be made immensely easy to learn using interactive platforms. Many interactive 

learning platforms available do not provide user the freedom of creating their own textbooks 

as per their needs.  While designing this website, one of the most important factors was to 

let user create their own textbooks and share them with others. The user can create textbooks 

without having to pay subscription fee. For the textbook creation purpose, an editor with 

many interactive functionalities was developed. 
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2. LITERATURE SURVEY 

Smith et al. [1] provided comprehensive research on student’s involvement using interactive 

computer textbooks. They created an interactive textbook based on Jupyter-notebook for the 

students who have newly enrolled for computer-related courses. There were three levels of 

engagement, change frequency, reading time, and response frequency. Change frequency 

refers to the number of times new cells were created by the students apart from solving the 

given problems. Reading time refers to the time the notebook was kept open in the browser. 

Response frequency is the number of times the cells consisting of given code were executed. 

The response frequency and change frequency were the key parameters in determining the 

active interaction. The major findings of the study were, the reading time spent on the 

textbook does not completely relate to the active interaction and active interaction was more 

efficacious than reading time in determining students' progress.  The main aim of Weng et 

al [2] was to scrutinize the interactive online textbooks’ impact on the methods of active 

learning, performance and cognitive load of students of 7th grade. The class was divided 

into two groups consisting of an equal number of candidates. Each group was handed a static 

PDF e-textbook and an interactive e-textbook. The interactive e-textbook group 

outperformed the static PDF e-textbook group in terms of cognitive and affective learning, 

as well as willingness to use an online textbook. However, the static PDF e-textbook group 

outperformed the interactive e-textbook group on the final exam. The findings also revealed 

that neither group's cognitive load differed considerably. D. Bikowski and J. Casal [3] 

conducted research among 13 students of a large U.S. University to explore their 

engagement towards interactive digital textbooks. An iBook was used for this study which 

acted as the digital textbook. The study employed a phased analysis design. All participants 

took an expected involvement survey during Phase I (Weeks 1–2), and six took part in the 

first round of TAP. Students' reflective journals and training in Phase II (Weeks 3–10) were 

informed by this information. The survey of actual participation, the final TAP, and member 

checking was all part of Phase III (Weeks 11–15). Students were mostly pleased with the 

interactive textbook and strongly suggested that it should be included in future classes. This 

interaction helped students stay motivated during training and gave them more time with the 

digital textbook to learn new techniques and processes, as well as decide which current 

strategies should be transferred or changed for this setting. A. Edgcomb et al. [4] researched 

whether incorporating an interactive textbook into preliminary STEM classes would help 

students increase their grades. The interactive textbook was characterized as having 

significantly lesser text in comparison to a traditional textbook, as well as various integrated 

problem, sets built for learning rather than quizzing, as well as multiple illustrations of core 

ideas and built-in tools. The University of California at Davis, the University of Michigan, 

and the University of Arizona all offered four preliminary computer programming courses: 

MATLAB, C++, and C/C++ respectively. Two-course offerings, one with a traditional 

textbook or static online tools and the other with an interactive textbook, were compared. 

Final course grades as well as results on individual course pieces were examined. From static 

to an interactive textbook, course grades increased by 0.28 points on a scale of 0-4 points 

for all 1,945 students. More notably, students in the course's lowest quartile gained 0.38 

points. From static to interactive textbooks, exam scores increased by 13.6 per cent and 

project scores by 7.4 percent. The interactive textbook was subscribed to by 98 percent of 

the students, and they completed a few of the activities on it. An average student 
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accomplished about 87 percent of the assigned tasks in the specified interactive textbook. 

Chen [5] briefed about the effects in engagement, implications and features of visual 

representation in different science textbook formats. He compared conventional, digitized 

and interactive science textbooks based on the visuals present in them and corroborated that 

the digitized and interactive textbooks have many more emerging features that can be 

beneficial in engaging students and expanding their comprehension, investigation and 

analysis of content-related queries. B. Nansen et al. [6] did a detailed study Mathletics, an 

online application for learning mathematics interactively. The results are based on an 

ethnographic study of children's technology usage in Melbourne, Australia. They analysed 

the governance, commerce, and experience of children using Mathletics, as well as the 

growing opportunities and difficulties that have emerged as a result of the use of online apps 

for education and learning. According to the findings, websites provide different modes of 

learning, including intuitive, enjoyable, and temporary methods of appropriating online 

applications, for instance modes of play, or counter-play. Such collaborations make use of 

technology to achieve alternative and collaborative solutions. The study also underscores 

the importance of using conceptual and theoretical methodologies to evaluate digital 

education critically, taking into account the software's performance as well as the material's 

potential and the ways in which children's digital learning, play, and culture are influenced 

by the relationships they develop with and through software. R. Spencer et al. [7] looked 

into the effects of Top Hat on student experience, especially belonging, commitment, and 

self-confidence. To find out how students felt about using Top Hat, a convergent parallel 

mixed methods system was employed by the researchers. Engagement, and Self-Confidence 

Scale, Demographic surveys, the Student Belongingness, the Autonomous Learning Scale, 

and sub-scales associated more directly to the Top Hat’s usage were used to gather 

quantitative results. The results show that students' experiences with digital media 

technologies in the classroom are varied. Top Hat was seen as encouraging as well as 

hampering students' ability to communicate with one another, the professors, and the course 

content. Top Hat technology brings students closer together through interactivity, simplicity, 

and connectivity, but by limiting human interaction, it also alienates them from course 

teachers and peers.  

3. RELATED WORK 

Table 1. Performance Analysis of Existing and Related Applications 

WEBSITE TECHNOLOGIES USED ADVANTAGES DISADVANTAGES 

Mathletics 

[11] 

○ Javascipt Libraries: Isotope, 

Lightbox, jQuery, Modernizr 

○ Programming Language: PHP 

○ UI frameworks: Bootstrap 

○ Databases: MySQL 

○ SEO: YoastSEO 

○ Students are interested in 

learning and are encouraged 

to do so. 

○ Mathletics is adaptive, it 

responds to the child's 

individual strengths and 
weaknesses. 

○ Students instinctively know 

whether they are on the 
correct track and can proceed 

at their own speed through 

the program. 

○ Students responses aren't 

adaptive to questions 

which are rote 
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Tophat [12] ○ PaaS: WP Engine, AWS 

○ Javascipt Libraries: jQuery, Slick 

○ Programming Language: PHP 
○ Databases: MySQL 

○ SEO: YoastSEO 

○ It tracks participation in the 

classroom 

○ Task automation 
○ Improved student 

assessment. 

○ Better student engagement 

○ The format of the grade 

book needs to be 

improved. 
○ Website Charges a lot. 

PathFinder 

[8] 

○ CMS: Wordpress 

○ CDN: Cloudflare 

○ Database: MySQL 

○ Programming language: PHP 

○ Analytics: Facebook Pixel, 

Google Analytics 
○ Tage manager: Google tag 

manager 

○ Video Player: Plyr. Youtube 
○ UI framework: animate.css, 

Bootstrap 

○ Front scripts: Google front API, 
font awesome, Twitter Emoji 

○ Security: reCAPTCHA 

○ User friendly 

○ Platform Independent 

○ Job opportunities (as the 

name of website) 

○ Emergency contact 

○ The main focus is on 

academic books and 

marks. 

○ Target audience is 

exclusively students 

appearing for entrance 
exams. 

Mathigon 

[9] 

○ Analytics: Cloudflare Browser 

Insights, Google Analytics 
○ Font scripts: Google Font API 

○ Video players: Youtube 

○ CDN: Google cloud, cloudflare 

○ User friendly 

○ Platform Independent 
○ Paid version is not necessary 

○ The lack of a teacher 

dashboard and a limited 
course catalogue 

Brilliant 

[10] 

○ Analytics: Facebook pixel, 

Quantcast measure, Profitwell, 
google analytics 

○ Javascripts framework: Vue.js 

○ CDN: Cloudflare 
○ Cookie: Quantcast choice 

○ Miscellaneous: webpack 

○ Widgets: Facebook 

○ Users can experience endless 

entertainment while 
watching, solving 

interactively. 

○ Clean and elegant user 
interface. 

○ Light colours are used in the 

interface as more focus is on 
contents on the website. 

○ Only STEM subjects are 

covered. 
○ The monthly payment 

plan is pricey. 

After scrutinizing various platforms, it was clear that many applications provided users to 

browse and use interactive textbooks to a certain limit, after crossing the limit users are 

compelled to take up subscription by paying a certain fee. Also, there were a handful of free 

platforms that let user to create their own textbooks. Keeping in mind, all of the above 

reasons we developed a platform where users can create as well as share interactive 

textbooks for free. 

4. METHODOLOGY 

As compared to the existing system, for some websites the process of content creation and 

teacher approval takes an intensive amount of time, which results in less material 

availability, and for some websites only textbooks from the author are available to users. 
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We are proposing a web application where anyone can create an interactive textbook or 

learning material and share it with others. The block diagram of the system is shown in 

Figure 1. 

 

Figure 1. Systems block diagram. 

There are following parts in our system: 

• Creator: The creator is the person who will create the interactive textbook. They 

will be able to the content of their choice which will be interactive for the viewers. 

• Login: Create will have to create an account on the website. They have to login to 

start editing the interactive textbook. 

• Editor: An editor will be provided on the website where the creator will edit the 

interactive textbook. The editor will contain different functionalities to make the 

textbook interactive. 

• Draft: Creator can save their work and come to edit it later by logging in to the 

website. 

• Interactive Textbooks: After the creator finishes with the editing they will publish 

the interactive textbook and share it with the public. 

• Viewer: Anyone can view the interactive textbooks without logging in after it is 

being shared by the creator. 

Creating a web application that users will find useful and usable is challenging, and to avoid 

wasting time on flawed ideas, programmers should be involved early in the process. In order 

to get a glimpse of the final product early in the development process, low fidelity [13] and 

high fidelity mock-ups [14] are viable strategies. 
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Figure 2. Web Application Architecture. 

5. RESULTS 

The use of interactive textbooks can bring a revolutionary change in education. This analysis 

of various systems reveals that interactive textbook significantly improves the performance 

of the user in the subject. When compared to traditional textbooks, it helps the user learn the 

contents better and retain them for a longer period.  

 

Figure 3. Home Page: This is the Home page that shows an overview of the website as 

well as shows how to use the website. 
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Figure 4. Login Page: This is the login page that lets the user to login the website. 

 

Figure 5. Register Page: This a registration page for the website which lets the user to 

register as a creator or a viewer. 

 

Figure 6. Account Information page: Account information page displays the information of 

user like their Username, Email address, Profile Picture and Password. 
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Figure 7. Textbook Page: This page shows the textbooks uploaded by the users. 

 

Figure 8. Individual Textbook: This page gives a brief overview of the textbook 

 

Figure 9. Create Page: This page is essentially an editor which lets the user create 

interactive textbooks using different elements provided. 
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Figure 10. Individual Lesson: This an example of a user textbook. 

6. CONCLUSION 

Use of interactive textbooks can bring a revolutionary change in education. Through the 

analysis of various systems, it can be concluded that interactive textbook significantly 

improves the performance of the user in the subject. When compared to traditional 

textbooks, it helps the user learn the contents better and retain them for a longer period. The 

proposed system successfully allows users to not only create interactive textbooks but also 

share them with other users. Some of the improvements that can be added in future are, 

quizzes at the end of every lesson, a chatbot can be integrated for better user interaction, and 
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a few more interactive components can be added to the editor to make the textbooks even 

more interactive. 
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Abstract 

Detecting and identifying a criminal is a time-consuming and complex task. Criminals have 

become more astute in recent years, leaving no genetic evidence or fingerprint traces at the 

crime site. Using state-of-the-art facial identification technology is a quick and simple 

option. Surveillance cameras are being deployed at most buildings and traffic signals for 

monitoring reasons, thanks to advancements in security technology. Perpetrators, offenders, 

runaways, and lost individuals can all be identified using the camera's video recordings. This 

article aims to provide a brief survey of current improvements in face recognition, as well 

as a complete overview of several approaches to incorporating face detection in criminal 

identification based on various application scenarios. We also look at the evolution of facial 

recognition and where it is now in this study. It gives an overview of the internal architecture 

of a typical face detection system. It also highlights the obstacles that will be faced in 

instilling facial recognition as well as approaches to improve it while taking various trade-

offs into account. It also identifies areas for future research in the incorporation of facial 

identification in a variety of sectors.  

Keywords. Machine Learning, face recognition, neural networks, criminal identification, 

CCTV. 

1. INTRODUCTION 

Finding a criminal has proven to be a challenging task over the years. Previously, the whole 

approach was predicated on leads derived from evidence discovered at the incident site. 

Genetic evidence is simple to locate. Perpetrators, on the other hand, have developed and 

are now more skilled than ever at hiding their tracks and avoiding leaving any detectable 

trace. Facial recognition and surveillance are used in this case. The face is vital for social 

identity because each face is distinct owing to its distinctive features. Facial recognition for 

crime detection is a one-of-a-kind bio - metric approach that boasts excellent accuracy while 

being minimally invasive. It's a technique for naturally recognizing and checking an 

individual's distinguishing proof from video groupings or photographs utilizing the 

individual's face. The facial recognition system described in this article is a unique blend of 

the best facial recognition, classification, and feature extraction algorithms currently 
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mailto:kumarishivanisingh14@gmail.com
mailto:raushankumar606@gmail.com
mailto:ritviksethi56@gmail.com
mailto:abhakiran.rajpoot@sharda.ac.in


2 

 

 

available. MTCNN for recognition and FaceNet for embeddings have already been shown 

to be effective and state-of-the-art deep learning approaches.  

Automated facial recognition is a technique in which a computer extracts important facial 

characteristics like the width of the nose or jawline, the space between both the eyes, the 

colour of the eyes, and so on. These traits come in handy when it comes to categorization 

and record matching. In this system, there are two important processes: detection and 

recognition. Facial recognition sets in motion two primary processes: training and 

assessment. The algorithm is fed a sample of pictures model trained on the training set. The 

facial recognition assessment phase compares the freshly obtained test image to the database 

[1].  

The face is a crucial aspect of humans that reveals their distinct character, feelings, and age, 

as well as allowing for social interaction [2]. In recent years, biometric-based technologies, 

such as face recognition, have surfaced as being the most effective and reliable means of 

recognizing faces. Biometrics is a field that looks at a person's natural characteristics that 

are specific to the person, and this knowledge gathered might be beneficial in identification 

of a person [3]. While it is possible for individuals to deny the truth, biometric technologies 

– that is, inherent biological attributes such as fingerprints, faces and eyes – are relatively 

more reliable and incredibly hard to thieve since "the body never lies," and changing 

biometric features is incredibly challenging [4]. 

2. LITERATURE REVIEW 

Nurul et al. [5] use CCTV video and compare the photos from the film with a police database 

if they don't uncover any fingerprints from the crime site. This technique is divided into five 

parts, the first of which is planning, wherein the why and how of the technique are examined. 

The prerequisite to design the system was considered in the second step of requirement 

analysis. The third step was design, in which they specified the system's workflow. The 

system is developed and tested using the Principal Component Analysis (PCA) Algorithm 

in the fourth and last significant stage. Maintenance is the final stage; this phase was skipped 

because the system was built in a controlled setting. The authors employed the PCA 

Technique to detect comparable features of photos accessible in the database with acquired 

images of CCTV for identifying criminals. The system will access a database containing the 

person's details in order to show the person's information if FRCI recognizes a face. Visual 

Studio Code is used to create the system interface, while MATLAB R2013b is used for 

database and code. Using the suggested approach, they were able to attain an accuracy of 

80%.  

Apoorva et al. [6] employed four phases, the first of which is real-time training using images, 

and the second of which is face identification using a Haar-classifier. The matching of 

surveillance camera captured photos with real-time images is the third phase, followed by 

the outcome section based on the comparison. For face detection, the authors use a Haar-

classifier in OpenCV; Haar-cascading is one of the techniques for facial recognition. This 

algorithm 

recognises many people and may be used to locate the suspects we're looking for. In 

comparison to the existing model, the suggested system has a very high accuracy. They also 

assured us that by using our Adhar database, we would be able to quickly identify Indians 
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and foreigners, as well as determine whether or not a person is a perpetrator. We may apply 

this approach by utilising the currently existing citizen database.  

Rupali et al. [7] utilised the database containing passport information to determine if the 

passenger was an authorised passport holder. They're doing this with computer vision 

techniques and LBPH statistical models. For airport security purposes, this approach 

consists of six steps. First, capture a picture using a camera. Second, send the image to the 

Django server. Third, extract the LBPH feature set from the picture. Fourth, compare the 

image to a database using a classifier. Fifth, If a match is found, retrieve the user's 

information from the database. Lastly, email the user's predicted information to the 

administrator. They process LBPH pictures with webcam photos before applying classifiers 

and compare them to database images. This will also aid in catching offenders who travel 

from one nation to another, as well as detecting if the passenger has taken a bank loan, in 

which case the passenger's comprehensive information will be submitted to the police 

precinct for authentication.  

Mohanty et al. [8] developed a web-based tool called Photo Sleuthing to identify soldiers 

from the American Civil War, which took place between 1861 and 1865. They said that 

locating a needle in a haystack is akin to this identifying mechanism. It contains a haystack 

structure, a narrowed haystack, and a needle in the haystack is found. Using a combination 

of automatic facial recognition and human knowledge, the team is able to complete their 

work. When the approach was first introduced, it assisted in the identification of unknown 

pictures, and the authors highlighted the ramifications for person identification pipelines. 

They demonstrate how the Photo Sleuthing pipeline has assisted in the identification of 

thousands of previously unknown photos while also encouraging long-term voluntary 

participation.  Pate et al. [9] published an article in 2016 in which they employed the LEM 

method for facial identification to locate disappeared persons. The system’s productivity 

was 85 percent. Muyambo developed a face identification system in his work [10] in 2018 

to discover missing individuals in Zimbabwe, which employed the LBPH approach to 

identify faces. The suggested technique achieved a 67.5 percent facial recognition rate. The 

LBPH algorithm is not affected by changes in brightness.  Qasim et al. [11] have 

demonstrated a quick algorithm-based facial recognition system. Two datasets are used in 

this model: Unrestricted Facial Images (UFI) and Olivetti Research Laboratory (ORL). ORL 

comprises four hundred 92X92 pixel pictures, nine of which are used for training and one 

image is used for assessing each person. UFI has four hundred and one 128X128 pixel 

pictures, seven of which are utilized for training and one for assessing each individual. The 

captured picture is transformed to the HSV format, and then force field characteristics are 

retrieved. The three distance approaches used for classification are Manhattan, Euclidean, 

and Cosine. They obtained the best resolution and 99.9% accuracy for the datasets ORL and 

UFI by comparing these approaches.  

A similar investigation of existing work by various creators has been summarised in Table 

1.  
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Table 1. A comparative summary of existing related surveys.  

Reference  Contribution 

Nurul et al. 

[5]  

Used CCTV footage to identify felons if fingerprints are not available 

and achieved 80% accuracy. 

Apoorva et al. 

[6]  

Used Haar-classifier in OpenCV for facial identification. This 

technology is capable of detecting many people. 

Umbare et al. 

[7]  

Used the passport database to determine whether or not the passenger 

was a verified passport holder. 

Mohanty et al. 

[12]  

Developed Photo Sleuthing to identify unknown portraits. 

Pate et al. 

[13]  

Used LEM method for face recognition to locate disappeared persons. 

Muyambo et 

al. [14]  

Used LBPH method to track down disappeared individuals in 

Zimbabwe. The LBPH algorithm is not affected by changes in 

brightness. 

Qasim et al. 

[15]  

Developed an algorithm that achieved an accuracy of 99%. 

3. BASICS OF FACIAL RECOGNITION 

Facial identification is a method for perceiving or approving a singular's ID by looking at 

their face. Facial acknowledgment programming can distinguish people in photos and 

recordings continuously. Police officials might use cell phones to distinguish people. Face 

identification softwares uses techniques to identify particular, distinguishing features on a 

being's face.  These elements, for example, eye distance or jawline shape, are then changed 

into a numerical model and investigated with information from different countenances in a 

facial ID data set. The information about a specific face is in many cases called a face layout 

and is unmistakable from a photo since it's intended to recognize one face from multiple 

faces by just incorporating specific subtleties. 

3.1. History of Facial Recognition 

Facial recognition applications have been emerging since the 1960s, according to [12], 

which invented the idea of utilising a RAND tablet to coordinate facial characteristics. A 

gadget called as a RAND tablet was used because it gave the feature to input coordinates 

using a stylus. The stylus transmitted electromagnetic signals. RAND tablet was used to 

physically record the coordinates of nose, hair, eyes, mouth etc. facial features. 

Goldstein et al. [13] took facial identification to a different level by using 22 specific facial 

traits such as hair colour, chin, nose elevation, skin colour, and so on. A vast amount of data 

on the human-assigned values of human faces was acquired. The original 34 features were 
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whittled down to 22 for which the data is reliable and consistent in terms of the participants 

who allotted the evaluation metrics.  [14] & [15] introduced the world to eigenfaces and 

statistical techniques to face recognition in the late 1980s. Eigenfaces decrease 

dimensionality by projecting a sample/training data onto tiny feature faces using 

Eigenvalues and Eigenvectors. Principal Component Analysis is based on this concept 

(PCA).  Face recognition was used for law enforcement for the first time in 2002. Since then, 

criminal identification has grown in importance as a facial identification application. [16] 

Creates a criminal identification system called "FRCI" using the dimensionality reduction 

approach Principal component analysis. The Haar-Features approach is used in [17], [18], 

and [19], as mentioned in [20]. The recognition time-frame in a Haar highlights framework 

is comprised of strong square shapes at the areas of specific elements. In a detection window 

at a certain position, a Haar-like feature evaluates neighbouring rectangular sections. 

Adriana et al. suggested a method in [21] that employs eighteen aspects, one of which being 

RGB, which is used in [22].  Le et al. [23] discusses the use of AdaBoost and ANN together 

to develop a hybrid model "ABANN" after neural networks became effective in dealing with 

computer vision tasks like facial identification in 2010. Many deep learning models have 

been used particularly for facial identification.  

Table 2. History of Facial Recognition. 

Year  Brief History 

1960  Bledsoe coined the approach of using a RAND tablet for coordinating features 

on the face. 

1971  Goldstein, Harmon and Lesk used 22 special facial features like the colour of 

hair, chin, nose elevation, skin colour etc. 

1987  Sirovich and Kirby introduced the world to eigenfaces and statistical 

approaches to face recognition. 

2001  For quick object identification, Viola and Jones employed a boosted cascade of 

basic characteristics. 

2011  Le explains the usage of AdaBoost and ANN together to create a hybrid model 

"ABANN" 

2015  Adriana Kovashka, Margaret Martonosi proposed a system which uses 18 

features, one of them being RGB. 

2017 Abdullah, Saidi and Rehman used dimensionality reduction technique Principal 

component analysis for creating a criminal identification system known as 

"FRCI" 
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3.2. Workflow of facial recognition system 

Figure 1 depicts the fundamental stages required in face identification, which are discussed 

below: 

● Taking an image: The picture that is taken is known as the test picture. With or 

without the subject's awareness, a closed-circuit camera might be used to capture 

the image. 

● Face detection: The subject's features are detected from the whole picture collected 

in this stage. 

● Features extraction: In this stage, the particular and unique features of the identified 

face are extracted in for the matching process between them with the matching 

photographs in this dataset. 

● Matching: The resultant image is compared to the database pictures.  

● Verification/identification: The final stage is to recognize the individual. A 1:N and 

1:1 match is made for identification and verification respectively. 

In face-acknowledgment frameworks, the distinguishing proof of the individual is the 

concluding phase after face recognition, and face to face matching is utilized to work with 

individual discerning. A face-recognition system was presented in one research as a way to 

identify a person. The technology worked by communicating between a stationary server 

and a mobile device, and it had a 95 percent accuracy rate. For the face detection 

identification, OpenCV Library techniques were employed. The face-detection skills of the 

utilised recognition algorithms are used to identify people. 
 

 
Figure 1.  Workflow of facial identification.  

4. APPLYING MTCNN AND FACENET FOR FACIAL RECOGNITION 

To create a reliable facial recognition system, several strategies for detection, embedding, 

and recognition must be applied one after the other. 

A. Multi-task Cascaded Convolutional Networks (MTCNN) - MTCNN demonstrates a 

method for detecting and aligning faces in photographs. It comprises a three-part CNN that 

can distinguish facial landmarks such as the nose, forehead, and eyes. MTCNN is divided 

into three phases. The image is first enlarged to build a pyramid of images so that detection 

for all sizes may be done, and then it is processed through a neural network known as P Net, 
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which outputs face coordinates and bounding box. Faces that are only partially visible are 

handled within the second step, and bounding boxes are produced using an R net. The P and 

R net results are quite close. In the third and final stage, an O net is used to provide three 

outputs: coordinates, landmarks on the face, and bounding box confidence levels. After each 

step, bounding boxes with low confidence are removed using a non-max suppression 

approach. 

B. FaceNet - FaceNet was introduced in 2015 by a group of Google researchers. The job of 

face recognition, verification, and clustering was dealt with separately. FaceNet achieves 

very accurate results by using neural networks and a "triple loss function." The identified 

face is fed into the model, and the result is a face embedding, which is a vector with 128 

components that reflect unique features in this face. A triplet loss function was utilised to 

train the deep CNN. It's based on the idea that feature vectors of similar faces are more 

similar than feature vectors of dissimilar faces. Machine learning techniques such as k-NN 

and SVM can be utilised for identification once the embeddings have been simplified. 

4.1. Applying facial recognition in criminal identification 

Criminal identification is the most vital responsibility for officers searching for criminals, 

but it is also the most complex and time-consuming because they must look for it 

everywhere. It will be more challenging in densely populated cities or public spaces. In 

certain circumstances, manual identification allows for the gathering of additional 

information about offenders. As a result, this study develops an automated criminal 

recognition system that detects offenders' faces. This will aid police in identifying and 

apprehending offenders in public areas. There are two methods for identifying criminals. 

Police personnel searching them in public locations use the Manual Identification System 

(MIS) to identify them. It takes a long time to offer sufficient attention, and it also has the 

potential to miss criminals since they will be warned by noticing officers and quickly flee 

the scene. Because the MIS is taking longer than expected, we will not be able to adequately 

pivot on every being. Talking about an automatic identification system (AIS), however, 

public inspection is not required. All of the processes in this system are automated here. The 

following are some key features of an automated criminal recognition surveillance system: 

1. Criminal Enrolment: Criminal photographs with names attached to them are put to 

the criminal database so that the collected images may be compared to those in the 

database. 

2. CCTV Interconnectivity: Cameras should be linked to the system that houses a 

criminal database and the application that runs on it.  

3. Criminal Confirmation: If a person is located in a public location using this method, 

the criminal database may be used to determine who the culprit was. 

4.2. Future scope of facial recognition in crime 

Through the use of CCTV cameras located in several locations, an elegant face identification 

system may be automated to identify thieves. This technique may also be used to locate 

missing persons after natural disasters and other mishaps. This method may be enhanced to 

recognise many faces at once and to recognise faces in hazy or cropped photos. A criminal 

recognition system can also provide information about where the offender was seen utilising 
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camera locations. To offer extra facts about the offender, the database can include additional 

details such as age, crimes committed, linked persons last seen, and so on. 

5. CONCLUSION 

This article tackles the difficulty of using face recognition to detect criminals, which is a 

significant issue. In terms of data integrity, security, and traceability, traditional criminal 

identification has a number of flaws. Facial recognition automates the process, and it 

overcomes all of the disadvantages of traditional criminal identification. Because artificial 

intelligence powers face recognition technology, it may deliver outstanding results in 

detecting criminals. Even with the fact that most individuals strive to conceal their identities 

when engaging in illegal conduct by disguising their faces or covering their identities with 

scarves, masks, or other means. In these situations, AI uses deep learning techniques to 

identify the individual. Especially in comparison to other criminal systems such as 

biometrics or DNA, which require the criminal to leave a physical trace, facial identification 

may be able to issue a prompt more quickly (both in terms of detection and analysis of 

various image sources), making an increasing number of police departments around the 

world to adopt it. 
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Abstract 

With the advent of imaging and communication technology, files consisting of high-quality 

images of handwritten text grow increasingly common in academia, business, education, 

medical sciences, forensic sciences and various other fields. It is often necessary to ascertain 

the authorship of such data, especially in the cases of education and forensics. Human-based 

authorship recognition is fairly reliable, but time-consuming and tedious. In this paper, we 

explore the possibility of using pre-existing convolutional neural network architectures like 

ResNet50 as well as data augmentation and image pre-processing to accurately identify 

authorship of a given page of handwritten text. As a result of this work, we were able to train 

the model and achieve an accuracy of over 80% on a subset of the Firemaker dataset. 

Overall, we conclude that neural networks have strong potential for rapid and accurate 

author identification, however, long training times and the large networks required for this 

level of accuracy somewhat hamper the system. 

Keywords. Convolutional neural networks, authorship recognition, handwriting, residual 

neural networks, ResNet50, machine learning. 

1. INTRODUCTION 

The rapid growth and combination of old methods of data saving (handwriting) with more 

modern techniques (digital files) has resulted in a situation where handwritten data is being 

broadcast as an image, with the intent of it being read as handwritten data. This differs from 

pure textual data as a person’s handwriting is dependent on various criteria such as 

personality, age, upbringing, education, parents, surface and scribing tool, nervous system 

health etc. [1-2]. Generally, we consider the case of a generic ballpoint pen on paper. As 

there are a large number of factors that could potentially affect an individual’s handwriting, 

and these factors could not all be the same across every individual, it is possible to identify 

individuals based on the unique style of their handwriting, similar to how fingerprints are 

different for every person and uniquely identify them. 

Handwriting identification is a lengthy and time-consuming process. First and foremost, one 

needs examples of handwriting from known individuals — the more available, the better, as 

it covers more of the fringe and edge cases that could reasonably be expected from natural 

variations in an individual’s handwriting. One also needs a diverse database with as many 

samples from different sources as possible. Additionally, the data should be uniform so that 

mailto:*shravanipatel9@gmail.com
mailto:daanishbaig@hotmail.com
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the analysis takes place without needing to consider variations in scribing tool, surface, 

noise, damage to text etc. Due to the complexity and intricacy of these techniques, they 

present a suitable target for automation using convolutional neural networks (CNN), support 

vector machines (SVM) and other automated machine learning (ML) based approaches [3]. 

This paper uses an existing architecture (ResNet50) which has previously been used for 

signature verification by various parties [4]. The accuracy of over 90% in this use case was 

a strong suggestion that it might be suit-able for usage in a broader authorship-recognition 

environment. The aim of our work is to develop a system that achieves a reasonably high 

degree of consistent accuracy (80%) over a suitably challenging training and testing dataset. 

Additionally, only a single page of handwriting is used for training, and the testing and 

training datasets consist of different texts. The images are segmented, thresholder and 

resized before being used to train the CNN, which greatly improves accuracy of the results. 

Further, data augmentation in terms of angle and noise are performed to simultaneously add 

resistance to rotation and noise, and also to increase the amount of effective training data 

available. 

The applications of the proposed method range across a variety of fields — for example, in 

academia, it could be used to verify that students are submitting their own work. In forensics, 

it could suggest connections between writings and people. In medical science, it might work 

as a diagnostic tool to detect degradation of fine motor skills or neurological issues. 

The rest of the paper is structured as follows - Section 2 consists of an explanation of CNNs 

and ResNet50. Section 3 pertains to the dataset used, as well as the processing applied to it. 

Section 4 covers the implementation of the machine learning aspect, and various choices 

made with regards to parameters, learning rate, etc. Section 5 covers the results of the 

training, and Section 6 concludes the paper. 

2. CONVOLUTIONAL NEURAL NETWORKS 

A convolutional neural network is a specialized form of an artificial neural network (ANN). 

As stated by O’Shea et al. in [5], The key difference be-tween ANN and CNN is the neuron 

organization. In a CNN, the neurons are organized into three dimensions, which consist of 

height and width of input along with depth i.e. activation volume of the ANN. Neurons of 

any layer may only connect to a reduced subset of the layers neighbouring, unlike the 

behaviour of ANNs. 

These operations can be represented by convolutions, and can quickly and easily be 

performed using modern computing technology. Apart from that, they are similar in nature 

to ANNs i.e. the kernels involved are updated based on the cost function (difference between 

the expected result and the actual result.) 

As a result of these changes, the CNN is much more suitable to image-based applications, 

especially in cases where a large number of layers are required for complex operations as 

the problem of overfitting is greatly reduced. In this case, we require the high number of 

layers and complexity in order to perform the task of identifying the author of a particular 
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handwritten text based purely on images of the text, as the only information available is 

image-based i.e. no online stroke or path information is given. 

2.1. Residual Networks (ResNet) 

CNNs are powerful and exceedingly useful for many applications. Adding additional layers 

to a CNN would logically improve performance, as the model gains more flexibility and 

ability to adapt to a particular dataset. However, in practical applications, after a certain level 

of depth is reached, performance actually starts to degrade. This is due to the ’vanishing 

gradient problem’, wherein gradients from the loss function shrink to zero and the system is 

no longer able to update any values, effectively stopping the learning process. Residual 

networks or ResNets are a further specialized form of CNNs, designed to resolve this 

problem, developed by He et al. [6]. The primary feature of ResNets is the skip-connection 

feature spanning across layers, al-lowing gradients to flow through them or for inputs to skip 

past layers of low importance, as seen in Figure 1. Further, it should be noted that the skips 

occur over intervals of 2 layers in the case of ResNet34, however, this is instead over 3-layer 

intervals in ResNet50. As a result of this modification, significantly deeper and more 

powerful neural networks can be used in order to extract features and generate meaningful 

information from the provided data. In this paper, we have selected ResNet50 as it provides 

a good balance between nuance and accuracy, and time taken for training and testing. 

3. DATA USED 

The Firemaker dataset [7] was used for both training and testing the proposed model. 

Firemaker consists of 4 sets of handwritten text collected from 250 writers. The 4 sets of 

text are - P1 (sentence case, fixed text), P2 (uppercase, fixed text), P3 (attempted disguising 

of handwriting) and P4 (description of a cartoon image). Of these, P1 and P4 were selected 

for training and testing sets respectively, following [8]. This was done so as to simplify the 

training process, since the handwriting was standardized to some extent. Further, a testing 

set completely disjoint from the training set was used to mimic practical applications where 

exact handwriting samples of identical text for comparison would not be available. 

3.1. Image Pre-processing 

The pre-processing pipeline consisted of the following steps, taken sequentially. 

1. 25 writers out of the whole dataset were arbitrarily chosen. Images from set P1 were 

manually segmented into five paragraphs of roughly equal length. 

2. The adaptive thresholding method proposed by N. Otsu [9] was used to improve contrast 

between the actual text and the background. 

3. Data augmentation techniques were used to increase the amount of data available as well 

as add rotation and noise resistance. This step consisted of two substeps - 

a. Angle augmentation, wherein the data was rotated in increments of 2 degrees, from -

10° to +10° offset from the given sample. This boosted the five samples per writer to 

fifty-five. 
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b. Next, noise augmentation was performed. Various forms of noise (speckle, salt-and-

pepper, Gaussian) were randomly added to the image, based on the findings of Joshua 

et al. [10] This resulted in the generation of 330 images per writer. 

4. The resultants were resized into a standard, uniform shape that was identical for all 

samples. 

5. Similar steps were followed for the P4 set that was used for testing, with the primary 

difference being that the text was segmented into only two paragraphs. 
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Figure 1. A comparison between a normal 19-layer neural network (VGG-19), a plain 34-

layer neural network, and a 34-layer ResNet [3]. 

4. IMPLEMENTATION 

The ResetNet50 model was used to create the proposed model. Of the 23,761,953 trainable 

parameters, approximately 23,708,833 parameters were used for training, while the 

remainder were left untrained. The starting weights used in this model were based on those 

acquired from the ImageNet dataset [11]. 

This pre-trained model is flattened and sent to a dense layer. Tanh is the activation unit in 

the fully linked layer, which includes 84 filters. Be-cause our dataset comprises less samples 

per writer, the dropout layer is employed to avoid overfitting. Softmax is employed as the 

activation unit for the final linked output. Kernel regularization hyperparameters are also 

incorporated to make the model less prone to overfitting. The following are the 

hyperparameters used during the training phase. 

Table 1. Parameters used for training the model. 

The pre-processed images were associated to the corresponding writers and converted into 

categorical data for use with a CNN. The Adam optimizer [12] was used to increase the rate 

of convergence towards cost minima as compared to other optimizers. Training was then 

performed for fifteen epochs, which was the point at which severely diminishing returns per 

epoch was noted. 

5. RESULTS 

The model was able to achieve an accuracy of 92% for a set of 5 writers and 82% for a set 

of 25 writers. This was compared to some other works in terms of Top-1 accuracy on the 

Firemaker dataset as shown in Table 2. 

Table 2. A comparison between various other works and the results of this paper. 

Author Details Accuracy (%) 

Lai et al. [13] Path signatures 91 

Bulacu et al. [14] Hybrids 83 

He et al. [15] Junclets 80.6 

Wu et al. [16] SDS+SOH 92.4 

Subset Learning 

Rate 

L1 Epochs Validation 

Split 

5 Writer Classification 0.00005 0.001 10 0.10 

25 Writer 

Classification 

0.000061 0.0000

1 

15 0.10 
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Khan et al. [17] DCT features 89.47 

He et al. [18] Quad-hinge 92.2 

Proposed method ResNet50V2 (5 writers) 92 

Proposed method ResNet50V2 (25 writers) 82 

The results are on par with the mentioned models, indicating that the proposed model does 

have the ability to accurately identify writers based only on a training set of one page per 

writer. 

6. CONCLUSION 

In this paper, we have introduced a novel data-augmentation and transfer-learning based 

approach to author identification using existing residual neural network frameworks. The 

advantages of this proposal are that it uses a pre-trained ResNet as a starting point, greatly 

cutting down on the length of time required for training to reach a reasonably high level of 

accuracy. Further, the approach is greatly simplified and easily modifiable to include various 

other forms of data augmentation, pre-processing or redesigning of the neural network itself. 

Thus, it is able to be used by individuals with somewhat less experience with machine 

learning, neural networks or image processing, providing an accessible point of entry for 

laypersons, academics, students, etc. Limitations of the method include the need for manual 

data segmentation, which increases the human-time requirement. In future work, the 

proposed method could be coupled with more extensive data augmentation techniques, 

enhancing robustness of the input data, as well as automated segmentation of the testing and 

training data and also training with increased numbers of potential writers. 
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Abstract 

In this era, Due to the internet there is a continuous rise in Video sharing websites like 

YouTube, as it is accessible for all categories of age group. With the approach of Web 2.0, 

various video sharing sites utilizing different storage and also content conveyance models 

have become well known. Video sharing sites are a powerful technique to grow in online 

social networks. Nowadays, Internet is a combination of online social networks (such as 

Facebook and Google) and film sharing websites (such as YouTube), where the use of video 

sharing websites is increasing day by day since it provides value to individuals of all ages. 

People used ICTs solutions for a variety of reasons, including entertainment, education 

(scientifical), and even business. Videos on video-sharing websites can be a valuable source 

of information and can be used to improve the efficiency of learning processes. People visit 

these sites for a variety of reasons, including content consumption, educational objectives, 

and news. This study aims to develop a site which is scalable to handle high load of files 

from the server and also define the architecture for streaming files in the system. 

 

Keywords. Video sharing website, short videos, Video recommendation, Online Social 

Networks (OSNs). 

1. INTRODUCTION 

In OSNs, video sharing has become increasingly popular, allowing users to upload 

individual recordings or interesting recordings they've found with their companions. An 

OSN is a useful tool for forming social relationships as well as sharing, organizing, and 

discovering content. The traditional client-server design of OSNs video sharing website 

stymies further advancement because it isn't just exorbitant with regards to server capacity 

and transfer speed, yet additionally as far as adaptability as the number of clients and video 

content in OSNs develops. 

An internet based informal community is arising as a possible choice for people who need 

fast access to video content. Users of the online social network have access to a large number 

of videos because they can import and yet again share them through friendly associations. 

The growing quantity of user-generated video gives viewers a lot of options for finding ones 

that they're fascinated in, and it is now possible to combine online social network services 

via the internet video sharing services. do so. recommendation based on both social and 

content considerations. 

mailto:1rahullokare@ternaengg.ac.in
mailto:2sarveshmahadik@ternaengg.ac.in
mailto:3sanamulani@ternaengg.ac.in
mailto:4smitadeshmukh@ternaengg.ac.in
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With the advancement of Internet technology, users may now watch and share videos that 

others have uploaded. People can learn new things, view videos for pleasure, listen to music, 

and do a lot more on this website. People can also rate it, dislike it, leave comments, and 

share it with others. Video-sharing services can also be used to bring together like-minded 

people around a common cause and raise awareness about a problem. This website will serve 

as a platform for people of all ages. 

Not only the online social network changing the way videos are created, but on the other 

hand, it's changing how video content is seen by crowds Users can track down recordings 

that interest them on the web-based interpersonal organization because of the enormous 

amount of recordings accessible. Clients are mentally inspired to import and yet again share 

motion pictures on the web-based informal community, but choosing which recordings to 

import or re-share from the gigantic measure of recordings accessible may be troublesome, 

bringing about appealing ideas for the two activities. We're looking for video suggestions 

for two fundamental social demonstrations in the web-based informal community to 

completely use the capability of social video sharing. 

Video resources are today used for more than just entertainment; they are also being used to 

improve knowledge and skills, as well as to promote positive attitudes. The video is 

preserved on the multimedia host's server, and users can share it with others by using various 

embedded codes or links. The website is commonly referred to as a video streaming website 

because it is mostly utilized for video hosting. 

2. LITERATURE SURVEY 

The project panel analyzed literature from a variety of sources, including research papers, 

books, current bibliographic information, and recommendations. These figures have yielded 

a wealth of information. 

They offered the SNACS (social network-aware cloud assistance for video sharing), 

architecture to help the OSN improve its video viewing experience at a lower cost by 

utilizing content cloud services. They showed that typical In SNACS, cache replacement 

schemes may be ineffective. They devised the best action replacement algorithm possible. 

in this novel condition this novel condition, they designed an optimal offline substitution 

algorithm that produces the fewest misses. In addition, the method was improved to keep 

substitutions to a minimum among the solutions with the fewest misses. The finest digital 

methods are used not just as a reference, but also as inspirations for developing an online 

replacement algorithm.[3] 

The following concerns and challenges confront current video recommendations in the case 

of digital social networks. (1) They are the result of a misinterpretation of how information 

spreads through social connections [11], an online social network's distinctive feature. (2) 

Clients generally give explicit assessments to recordings they've imported as well as re-

shared, as opposed to other existing suggestion calculations. (3) Cold-beginning is 

considerably more troublesome with the present client produced content proposals for two 

reasons: (a) Because current recommendation algorithms are dependent on users' historical 

preferences, Users who had recently joined the system had only sometimes uploaded or 

shared movies., making it impossible to provide content to them. (b) A high percentage of 
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videos imported by users with few friends have essentially no viewers. It's also difficult to 

figure out who these contents should be recommended to. 

The establishment of YouTube. Its various Features like link generated after uploading the 

video, Video Format Quality, YouTube Crawler, media servers, Metadata video category 

generated on a video and social networking aspects. The author created a YouTube Spider 

and used a combo of YouTube API’s employing the breadth first search (BFS) approach to 

scrape YouTube video web pages to collect information about YouTube videos. 

The author also shared some preliminary results from a social media network on how 

mentoring technology can be used for large-scale live-streaming and how it can be difficult 

for YouTube.[2] They unveiled SocialTube, a new learning video-sharing, sharing 

technology that looks at peer social interactions, the similarity of interests, and physical 

closeness in OSNs. A P2P overlay creation approach based on social networks (SNs), a 

fragment prefetch mechanism based on SNs, and a buffer strategic approach are all included 

in SocialTube..[1] 

This article demonstrates how the degree to which Depending on how members share data 

about themselves and the substance they produce, a media circuit is of the "public" sort. 

They concentrate on two aspects: Making connections with a large number of people while 

being relatively private in terms of disclosing personal information is what it means to be 

"privately public." While fostering their companion and endorser records and transferring 

films with broadly accessible substance, clients in this part keep a few parts of their 

characters hidden. YouTube like website users and non-famous volunteers who preferred to 

remain anonymous were among those interviewed in a private setting. One guy, for example, 

did not want his identity known for fear of compromising his professional credibility with 

clients and coworkers. Others expressed safety worries and a desire to avoid stalkers [4]. 

Our recommendation is for user-generated content and re-posts, which means we 

recommend videos that users like to import or re-share on the web-based informal 

community. Coming up next are the distinctions between the two social exercises. 
 

Various objectives. Clients work as providers of video material While bringing in recordings 

to the internet-based informal organization, they are anxious to give recordings that will 

intrigue their web-based interpersonal organization amigos. At the point when clients re-

share films, they are assisting with advancing recordings that have recently been shared via 

virtual entertainment. network. 

A variety of scales. According to our Tencent Weibo data, the number of buys given by 

clients is multiple times more than the number of re-shares given by clients. On Weibo, 

clients are more able to create recordings than to re-share old recordings. Different 

viewpoints impact the proposal. While bringing in a video, a client essentially thinks about 

the actual video, for example, deciding if the video will bear some significance with his 

companions; be that as it may while re-sharing a video, the client additionally considers the 

client who initially shared the video, for example, whether the client will help their 

companions in appropriating the video. We construct a broad Before offering videos for 

downloads and re-shares, a model - based approach based on multiple features from the 

internet network and online streaming sharing network was used for both activities.[11] 
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The video playback innovation utilized by YouTube is Adobe Flash Player. This strategy 

empowers YouTube to show recordings in a comparative quality to notable video playing 

frameworks (like Windows Media Player, QuickTime, and Real player). YouTube permits 

recordings in an assortment of codecs, including WMV, AVI, MOV, MPEG, MKV, MP4, 

SWF, FLV, and 3GP, which are then changed over to FLV (Adobe Flash Video) after being 

posted [8]. It is generally recognized that the utilization of a normalized and effectively 

playable arrangement is vital to YouTube's prosperity.[6] 

Users can request the latest video playing experiences from the MMOD server using the 

Web Controller, which connects to the MMOD system. Users can also join sessions that 

have been in progress. Basic tools like VIC and vat can be used to inspect the material.[7] 

Drawbacks of client/server architecture in scalability and cost and how Peer-to-peer 

technology can overcome these issues. They presented video watch data from one of the 

most popular online social networking (OSNs) sites, Facebook, in this research.[1] 

The most firmly related examination can be isolated into two classes: web traffic 

investigation and video access examination for video-on-request frameworks, without any 

past reviews of online video access. Demands from a gathering of clients or 

straightforwardly from the server can be inspected in web traffic examinations. Access 

patterns at specific servers were explored by Mogul and Kwan [9] 

Because video content is sent across a high-bandwidth network, this VOW experiment is 

unusual. As a result, Users to make selections concerning access without bothering to think 

about the network. Similarly, the video data that is stored is optimized for a high-speed 

network. Soam Acharya Brian's research yielded the following results: 
 

Between appearance times: With a middle between appearance term of about 400 seconds, 

video inquiries are not even close as normal as HTML archive demands. Video browsing 

habits: consumers frequently watch the first few minutes of videos to see if they are 

interested. They keep watching if they like what they see. Otherwise, they will come to a 

halt. In our research, we discovered that around 55% of all playbacks were completed. The 

majority of the remaining 45 percent stopped watching the video relatively early in the 

process. Temporal Locality: Video accesses have a strong sense of temporal proximity A 

video that has previously been viewed is likely to be viewed again soon. 

Patterns in document size: As more organization data transmission opens up and low-bitrate 

streaming turns out to be progressively well known, innovations are carried out in video 

conveyance, and recordings are expanding. The middle document size at the Lulea 

University video server was 110 MBytes, because of an expanded organization and a 

multicast design in view of H.261The average time spent was 77 minutes. [10] 

Because of the absence of a simple to-utilize coordinated stage, downloading, putting away, 

and sharing made distributing, making due, having the option to share, and watching 

recordings transferring, making due, sharing, and watching recordings very awkward. All 

the more urgently, the recordings given by standard streaming media servers or distributed 

document moves, for example, BitTorrent were single pieces of content without any linkages 

to other video cuts. Web 2.0 capacities are being remembered for the following flood of 

video-sharing stages. The videos are no longer reliable of one as the clients explore the 

videos and click on the links. As a result, popular videos may naturally rise to the top. With 
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320 x 240 resolution display and mono MP3 audio, YouTube employed the Macromedia 

Spark H.263 video codec. YouTube later added the "mobile" format for viewing on cellular 

telephones, and also the "top - notch" format for better viewing quality [6] 

Moreover, our tracing analysis revealed the highest dynamic localized factor, implying that 

adding a cache to increase video brand performance could be quite beneficial. With 

discoveries in mind, Intermediary, a video caching remote server solution, was created. 

Based on the first studies, the architectural encouraging results. [8] 

3. PROBLEM STATEMENT 

Sharing video's is an effective and powerful technique to grow in social media networks. A 
website that allows users to publish and share YouTube videos with the general public or 
invited guests. 

While uploading their videos they face some problems such as reduced quality, lack of 
flexibility, privacy, website down Low Bandwidth issue. Some issues like Video buffering, 
loss over data when they watch the videos on site. 

So, we are building a website which can overcome all problems faced by the users. In this 

website people can upload, download and share their videos with flexibility and good quality 
assurance. 

• Logged-in users can create their channel and upload their videos.  
• Logged-in users/Guest users can browse, share, like and dislike videos.  
• Logged-in users can download the videos from this site if the creator allows.  
• Logged-in users can comment on a particular video and can subscribe to the channel. 

• Logged-in users can save a particular video for viewing later. 

• Logged-in users can create a playlist. 

4. METHODOLOGY 

Technology used for development is MERN Stack which includes languages like MongoDB, 

Express, React and Nodejs. For designing front-end React is used. It is a JavaScript library 

used to create User-Interfaces, usually single page apps as it is quick and scalable. Backend 

is designed using Express and Nodejs. Nodejs is a server side language designed to run the 

JavaScript code outside the web browser. Express is Node js framework that aids in the 

development of web applications. MongoDB is used for database storage. React will send 

information to the express and node js and then node js will process the user request and it 

will be saved to the MongoDB database. Express will have the middleware routes which will 

help to authenticate and validate the user permissions. Mongoose is the package used to 

create a data model for MongoDB. 
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Figure.  1 Block diagram of video sharing website 

The above block diagram shows, the user watches the videos on the website and searches for 

particular videos the request goes to the media server to backend and return to the frontend. 

Here we use the red5 media server. In this ,media server Automated connection speed 

optimization Available in a variety of formats, including FLV, F4V, MP4, 3GP, and others. 

On the PC and mobile devices, live events are streamed. Remote sensing is supported for a 

variety of protocols. Without buffering, you can play from any region of the screen. Deliver 

advanced interactive material, such as a video conference or a chat. The client's systems do 

not store physical data. 

 

 
 

 
 

 

 

 

 

Figure.  2 Architecture Diagram of Video Sharing website 

As you can see in the architecture, the media server will take the request from the server and 

then send that to the backend system for validation after validation backend will again send 

back the response and then the media server will display the video user requested for. For 

storing and sharing the media source Red5 media server is used. Red5 is an open-source 

media server for live streaming arrangements executed in java, for all class of media. It is 

intended to be adaptable with a straightforward module architecture that considers 

customization of essentially any Video On Demand and live streaming situation. Red5 has 

been and is being utilized by great many organizations from Amazon to Facebook. Red5 

Media Server is presently utilized for live streaming over Flash, including HLS, 

WebSocket’s, and RTSP. RTMP is used by the Red5 media server. The Real-Time 

Messaging Protocol (RTMP) stands for Real-Time Messaging Protocol. It's built on the TCP 

protocol, which is used to transmit music, video, and data over the Internet. Low-latency and 

high-rate streaming are provided by RTMP. 
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Data Models as Follows:- 

The Backend Design of this website consists of various sections like models, category, 

controllers, auth, playlist, video, Thumbnail, user, authentication , comments. The app 

backend consists of models like user, video, category, thumbnail comment and playlist. The 

authentication process like sign in, signup, sign out. The video model consists of like, dislike, 

save, delete, update, create videos options. 

The isAdmin, isAuthenticated are the middlewares. Middleware functions are the functions 

that have access to request to objects, response objects. The middleware executes the code, 

makes changes to the access and response objects, completes the request-response cycle, and 

calls the next middleware on the stack. The primary keys are getCommentById, 

getPlayListById, getUserById, categoryById, getVideoById These primary keys are used to 

fetch the data from the backend. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. - 3 Backend Design 
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Figure.  4 Database Design 

The database design has various subsections like playlist, comment, Thumbnails, User, 

category and video section. The User section has various parts like name, email, password, 

profile photo, is_admin . If the user creates the channel then the user allows the options like 

channel_created, subscribers. If the user is watching videos and the user wants to like and 

dislike videos then the user needs to sign in or sign up using gmail id. The user is 

authenticated successfully then only allows for further options. The middleware functions 

are the functions that have access to request to objects, response objects. In data modelling, 

dealing with the demands of the application, the database engine's technical specifications, 

and data retrieval patterns is a big difficulty. When building data models, take into account 

the data's application usage (i.e. queries, updates, and processing) as well as the data's 

intrinsic structure. The mapping of documents to entities or objects is made easier by 

flexibility. Every document in the collection is unique. differs in some manner from the 

others. The structure of documents and how the application displays data interconnections 

are the most essential factors to consider when creating database systems for MongoDB. 

MongoDB makes it possible to combine important data into a single document. 

5. RESULTS 

The screenshots of the PlayTube video sharing website. 

 

 

 

 

 

 

 

Figure.  4 Sign up page 
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The above screenshots shows the sign up page where the user have to fill the details like First 

name, last name email address and password. 

 

 

 

 

 

 

 

Figure.  5 Sign in page 

The above screenshot represents the user sign in page. 

 

 

 

 

 

 

 

 

 

 

Figure 6. Home page 

The result shows the home page of the website. In this, each video show with video title 

with views and subscribe button to subscribe the channel. 

 

 

 

 

 

 

 

Figure 7. Explore page 
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The Explore page shows the various channels to subscribe to. 

 

 

 

 

 

 

 

 

 

 

Fig no. 8. Navigation Bar page 

This has functionalities like Home, Explore, Subscription, Saved Videos, Profile and Logout 

options. 

 

 

 

 

 

 

 

 

Figure. 9 Video View Page 

The above result shows the specific video in zoom in or zoom out mode. The user also sees 

the related videos to the right side of the videos. The user like, dislike, comment and 

subscribe to the video or channel on this page. 

 

 

 

 

 

 

Figure 10. Upload video page 
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User can upload their videos in their own channel. 

 

 

 

 

 

 

 

 

Figure 11. Create Channel page 

6. CONCLUSION 

The video sharing website is popular in the present world. The people exploring and browsing 
the videos. They create their video and upload it on the website, where other users watch 

those videos and like, dislike and comment on it. The people can also subscribe to the 
channels to watch more upcoming videos. The platform provides the learning, motivational, 
entertainment and variety of videos. This platform is more interactive with the user. The main 
aim of this website is to provide a platform for videos with good quality. 
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Abstract 

In these years, digital medical data has increased exponentially, and web search is becoming 

very common.   Information Retrieval (IR) provides users with the needed information. 

However, it is tedious retrieving relevant information for several reasons. One important 

reason is more than one meaning of the word. The medical domain is sensitive, and 

appropriate and timely information retrieval is necessary. To enhance medical information 

retrieval, we present an information retrieval framework for retrieving articles and medical 

information according to the query given by the user. We used a vector space model. The 

health care information retrieval system would be helpful for doctors, patients, and 

researchers to get information related to their queries. The retrieved related medical records 

could help in diagnosing and treatment of associated diseases. We used data set TREC-15, 

for experimental evaluation of the model and obtained promising experimental results.  

Keywords- Machine Learning, Information retrieval, Document Term Matrix 

1. INTRODUCTION 

Medical information searching is becoming very common in present days of digital era and 

the availability of huge digital data. Health care retrieval systems are very help full for 

various types of users, such as patients, doctors, and researchers, to access medical 

information [19]. An information system is understood as a method of searching of 

information from the web. Users expect relevant retrieval of contents for the query given by 

them. The query given is matched with the metadata that is about the details in the contents 

collection. The user needs some sort of information, and the need is formed as a query. 

Matched documents with the query are returned as a search result. The information is now 

available on many types of platforms like websites, social media platforms like Twitter, 

Github, and records of hospital. Searching for health content is very popular these days, and 

it is the foremost important domain in information retrieval [22]. Physicians want evidence 

related to the best curing methods for their patients' diseases. 

These evidences are available in articles, historical books, and reports which are earlier faced 

by some expert physicians, researchers. The analysis presented in [22] shows that most 

commonly search is done for the following information, specific disease related information, 

treatment, doctors, hospitals, medical insurance, food, drug safety, health or environmental 

threat [22].  
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Information retrieval for medical is challenging as medical sciences is very vast and diverse 

[18, 22]. Publications and organizations are some examples of information resources [22]. 

The major challenge of IR is the heterogeneity of the information resources. Search engines 

display retrieved information in the list form. It is very tedious searching for information 

relevant to the user from the long list [3,4]. Information retrieved and stored in the 

meaningful cluster would be helpful for efficient searching, where clustering could be used 

[5,6,7,8]. In [9], the author explored the evolutionary approach of clustering for searching 

[9]. 

The remainder of the paper is organised as follows: Section 2 is literature survey discusses 

related research, and section 3, presents the methodology of our study. Section 4 presents 

experimental results and analysis, and section 5 is the conclusion and future work. 

3. DESIGN AND METHODOLOGY 

Medical information retrieval is a sensitive and challenging task. This section discusses 

some related research. Abadeh MS [1] discussed approaches to dilute fuzzy systems with 

learning methods made in soft computing. Neural and fuzzy systems will dilute the 

approximate reasoning method of fuzzy systems with the capabilities of learning neural 

networks and algorithms. He also said that genetics-based learning algorithm and discussed 

its usage to detect intrusion in a computer network. Aravind et al.[2], He presented that they 

will describe a magnificent approach to fetch related medical articles from PubMed 

collection, based on a required given query. So his Information Retrieval system consists of 

3 parts: inverted indexing using Lucene, lexical query expansion to increase recall with Meta 

Map, and reranking aimed at optimizing the system. He evaluated his system using 30 

medical queries.  Yang [10],  disc ered  in his study that  the  present  search engines in web  

often cannot handle the medical search efficiently because of not considering the special 

requirements of search. An uncertain procedure for a medical information searcher about 

questions and is unfamiliar with medical terminology. So, the author sometimes prefers to 

pose long queries, saying symptoms and the situation in English to receive information 

relevant from the search results. Eysenbach Gunther [11] identified that e-Health is an 

essential field in bisecting the medical informatics, business, referring to health services and 

information enhanced by searching on the Internet or related technologies. More broadly, it 

characterizes both technical development and state of mind and attributes like attitude, 

commitment, global thinking, to improve health care logically, and communication 

technology. Estrela [12] discussed the importance of Medical Image Processing in e-health 

and telemedicine. This will enable rapid diagnosis with visual, quantitative, and analytical 

assessment. Remote care could reveal some important changes that indicate a therapy 

progression. For example, Covid disease evaluation uses behavioural tests, PET scans and 

MRI of the whole brain. The collection of diverse images offers some chances to improve 

diagnosis the evidence-based. So there is some need for proper methods to search some of 

these collections for images with similar images. Wang et al. [13], stated that medical 

information retrieval set a goal to discover the scientific evidence to support decision making 

with some knowledge in the medical domain. Knowledge developed by domain experts is 

able to enhance the understanding of the free text with some knowledge in the domain. 

Structured knowledge bases represent the information as a group of knowledge graphs 

consisting of nodes and edges. This representation has a long history in logic and artificial 

intelligence. Strictly, UMLS is used chiefly knowledge base in the medical domain. UMLS 
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is a classroom of biomedical terms and concepts. Kasban et al. [14], presented a method to 

retrieve the medical images for searching the required image for the query image in the 

database.  Nishant et al. [16], experimented with Random Forest. Bayesian Classification, 

Decision Tree, and SVM for medical Data. The  SVM algorithm demonstrate highest 

precision and F-measure.   Nishant et al. [17] presented an experiment with sampling 

methods to improve classifiers' performance. Most of the data in the medical is a class 

imbalance. Therefore, it is required to apply some sampling methods before any 

classification to improve the performance.   Di Girolamo, Nicola [20], used and evaluated 

the Bayesian algorithm for information retrieval and clinical decision support. 

4. DESIGN AND METHODOLOGY 

This section present methodology we used in our study, and the data details used for the 

experiments. 

3.1 Vector Space Model:   

It is a very  popular framework for applying term weighted. Term frequency inverse (TF-

IDF) is used to weight the term, which shows the term's importance [25]. 

Following formulas for representing the documents as a vector space model. In this model, 

each document is considered as a vector in the term-space. 

Inverse document Frequency = 1/(log(DF)+1)      (1) 

TF-IDF = TF*(1/(log(DF)+1))          (2) 

TF – (count of a required word in query)/ (Total no of words in the document) 

DF – (No of documents that contain the required word)/(Total number of documents present 

in the corpus)  

 

 

                                               Figure 1. Workflow of our process 

3.2 Data Description 

We used the TREC-15 dataset for this project. TREC-15 consists of 128491 rows and four 

columns. 

Dataset consists of columns like topic-id, query, question, and narrative. 

Corpus tokenizer tagger parser Document

User Query

Result 
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Topic id refers to the id of the topics. Query refers to the type of query that the user is giving. 

The second dataset consists of country, latest, long, and dates columns. The country says the 

country in which the given covid cases are registered. The latest gives the number of cases 

up to then those are registered. Long gives the largest number of cases registered in a period. 

Dates represent the covid cases recorded on the specific date. 

3.3 Relevance based Evaluation: 

The main goal of the IR system is to retrieve relevant information/documents. We 

considered the relevance and diversity of the search for the evaluation. To measure how the 

models performed in this regard, we use precision, recall, and f-measure matrices. 

Information retrieved could be true positive (TP), false positive (FP), true negative (TN), or 

false negative (FN). TP + FP are the total numbers of documents retrieved, while TP+FN 

are the relevant documents [23]. 

Precision is a fraction of the relevant documents retrieved. 

Precision = (TP) / (TP + FP)                                                                       (3)   

Recall  is  fraction of the relevant documents retrieved from the data. 

Recall = (TP) / (TP + FN)                                                                            (4) 

F-measure is  harmonic mean of  precision and recall. 

F-measure = 2*(precision*recal)/(precision + recall)             (5)  

5. EXPERIMENT AND RESULT ANALYSIS 

The Figure 2, presents  pie chart with various categories of queries in the data.  

  

 

Figure 2. Number of occurrences queries 
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We can observe in the Figure 2 queries and their count, and pie chart with classification of 

queries.  

 
   Figure 3. Documents retrieved  

6. CONCLUSION AND FUTURE WORK 

The paper presents a health care information retrieval framework. Searching for various 

information is becoming very common in our day-to-day life due to the massive usage of 

internet and the availability of digital data. Various health related people such as doctors, 

patients, health insurance seekers, researchers etc. could be benefited from a lot of available 

information on web.   
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Abstract 

Silicon Photonics is one of the emerging technologies which offer variety of 

applications and several advantages over the current technology once unified with 

Photonic Integrated Circuits (PIC’s). This integration of both the fields is possible 

due to over the decade research and the compatibility of PIC’s which can be 

fabricated using the CMOS fabrication technique once they are designed and used 

along with Silicon Photonics technology. In this paper, a design of optical micro-

ring resonator which includes multiple rings between two waveguides adjacently 

placed to obtain an optical filter to drop certain band of wavelengths has been 

proposed. These micro-ring resonators find various applications in different fields 

due to their high-speed readout, compact size and very low to almost zero 

electromagnetic interference. 

Keywords: Silicon photonics, optical filters, micro-ring resonators. 

1. INTRODUCTION 

Optical micro-ring resonators can be considered as one of the best example amongst 

the passive photonic devices. An optical micro-ring resonator is basically an 

integrated optic travelling wave resonator which is constructed by bending and 

forming a closed loop of an optical waveguide, generally racetrack and circular shape 

[1]. When this round-trip length is exactly equivalent to an integral multiple of 

wavelength of light within the waveguide, large intensity buildup and sharp 

resonances occurs due to constructive interference of light inside microring cavity 

[2]. This is possible due to bus or access waveguides through which light couples in 

and out of the waveguide and the microring waveguide placed adjacent to it. 

Depending on the number of bus waveguides placed adjacent to the microring, they 

are classified into different configurations. Most common configuration are “All pass 

ring-resonator” and “Add Drop ring-resonator”. Different configuration possesses 

different spectral characteristics and spectral response which is shown in Fig. 1. 
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Figure 1 Two basic configuration of micro-ring resonators: (a) All Pass 

configuration. (b) Add-Drop configuration. (c) Spectral response at transmission 

ports in both configurations. (d) Spectral response at drop port in Add-Drop 

configuration [3] 

 

On the basis of different configuration of microring resonators, transmission 

spectrum with single ring cavity placed adjacent to the bus waveguides shows dips 

after regular time intervals when the ring is in resonance i.e., they support multiple 

resonances [3]. Supporting multiple resonances is considered as one of the major 

property of microring resonators and spacing between respective resonances is called 

as free spectral range (FSR) which is directly proportional to the resonator length. 

In this way, due to its spectral response, a microring resonator can be utilized as a 

spectral filter in optical communication field. However, this spectral response 

changes due to several factors such as ring radius, distance between the waveguides, 

number of rings and also distance between waveguides and rings. Depending on 

multiple rings placed between the waveguides, two configurations named as coupled 

optical resonator and side coupled sequence of ring resonators were introduced. 

In this paper, we have explored the side coupled sequence of ring resonators 

configuration of microring resonators to obtain an optical filter to drop certain band 

of wavelengths. 

2. THEORETICAL BACKGROUND ON OPTICAL FILTERS 

A filter is a device or structure which alters characteristics such as phase, amplitude 

or group delay in a desired fashion of an input signal. Synthesis of optical filters is 

one of the most important applications of optical microring resonators. Due to their 

compact size and strong dispersive characteristics around a resonant frequency, ring 

resonators are widely used for construction of higher order integrated optical filters. 

In optical networks, important characteristic which makes optical microring 

resonators to be used as optical filters is their tunability. Micro-ring resonators also 

enables synthesis of large scale photonic integrated circuits due to their small 

dimensions and non requirement of grating and facets for optical feedback [4]. 
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As shown in Fig. 2, all pass and add-drop ring resonators gives a sharp dip and highs 

in filter responses, they are mainly used to add and drop particular wavelengths. 

Hence are mostly used as optical notch filter. But to add and drop certain range of 

wavelengths i.e. to have control over certain band of frequencies, it was found that 

on adding multiple rings between waveguides similar ring resonators which acts as 

notch filter can be used as band stop filter [5]. This new design lead to new 

configuration with multiple rings namely coupled optical resonator and side coupled 

sequence of ring resonators configuration. The parallel cascaded array of add-drop 

and all pass microring resonators are called single-channel and dual-channel side 

coupled sequence of ring resonators, whereas serially coupled arrays are called as 

coupled optical resonator [6]. The double-channel side coupled sequence of ring 

resonators and coupled optical resonator configuration both demonstrate similar 

feature that distributed resonances with feedback results in photonic band structures 

which consists alternate transmission and stop bands in their spectrum [7]. 

 

Figure 2 Sketch of a side coupled sequence of ring resonators configuration device 

consisting of N ring-resonators. L is distance between centres of two adjacently 

placed ring-resonators [7] 

3. DESIGN OF SIDE COUPLED SEQUENCE OF RING RESPONSES 

CONFIGURATION 

A single channel side coupled sequence of ring resonators where multiple rings are 

coupled to a single waveguide is not of much interest to investigate, since it’s transfer 

function can be obtained by multiplying transfer function of single APF with the 

number of rings in the configuration. In Fig. 2, a side coupled sequence of ring 

resonators composed by N ring-resonators coupled indirectly between two 

waveguides is shown. 

For calculating transfer function of N ring-resonators, we construct a new matrix PL
N 

to determine the fields propagating between (N-1)-th and N-th ring resonators [7]. 

                           (𝑎𝑁
𝑔𝑁

) =  (𝑒−𝑖𝜋𝐿𝛽𝑆 0
0 𝑒𝑖𝜋𝐿𝛽𝑆

) (𝐶𝑁−1
𝑒𝑁−1

)  ≡ 𝑃𝐿
𝑁 (𝐶𝑁−1

𝑒𝑁−1
)  (1) 

where βS is the propagation constant of the bus waveguide, L is distance between two 

ring-resonators. The suffix N indicates that all the resonators in the configuration can 

possess different parameters. Let us define matrix MN which describes input and 

output fields of N-th ring-resonator. Hence overall matrix can be written as [7]: 

       (𝑎𝑁
𝑔𝑁

) =  𝑀𝑁𝑃𝐿
𝑁𝑀𝑁−1 ⋯ 𝑃𝐿

1𝑀1  (𝐶𝑁−1
𝑒𝑁−1

)  ≡ 𝑠 (𝐶𝑁−1
𝑒𝑁−1

)             (2) 



 

As shown in Fig. 2, we will consider the configuration as ideal side coupled sequence 

of ring resonators, where the rings are identical and are separated by similar distances 

from each other. This side coupled sequence of ring resonators configuration also 

has two photonic bands i.e. bragg band (BB) and resonators band (RB) [8]. 

The condition of resonance for RB is that optical path in a ring resonator must be an 

integral multiple of wavelength (mRλR = 2πRnb
ef f ), where mR is the order of the band, 

λR is the resonance wavelength, nb
ef f is the effective index of bend mode and R is the 

radius of the ring resonator. Whereas, the condition of resonance for BB is that 

optical path between centres of two adjacent ring resonators is half integral multiple 

of wavelength, i.e. mR
2

λB = Lns
ef f [9]. Here, mB is the order of the band, λB is Bragg 

Band wavelength, ns
ef f is the effective index of the straight mode and L is the distance 

between the ring resonators. 

Our proposed side coupled sequence of ring resonators configuration is shown in 

Fig. 2. In Fig. 2, R is the radius of micro-ring resonator, G is the gap between micro-

ring and adjacent bus waveguide whereas L represents distance between two 

respective microring resonators. Also, I represent input port from where input signal 

will be applied, D represents drop port where the wavelengths in resonance with ring 

cavity are obtained, T represents the transmission port where the remaining 

wavelengths not in resonance with ring cavity is measured and A represents add port 

from which additional wavelengths required or to be detected can be separately 

added provided they are in resonance with the ring cavity. Here we have used 8 rings 

for our side coupled sequence of ring resonators configuration i.e. N=8, where N is 

the number of rings in the design. We have used COMSOL Multiphysics 5.6 which 

is finite element analysis and multiphysics simulation software. 

4. RESULTS AND DISCUSSION 

In this section, we have demonstrated our proposed model in COMSOL 

Multiphysics 5.6 software for side coupled sequence of ring resonators configuration 

of 8 rings. Fig. 3. shows the simulation of side coupled sequence of ring resonators 

configuration in COMSOL. For our design we have considered refractive indices of 

3.48 and 1.45 for core and cladding respectively. 

 

 

 

Figure 3 Simulation of proposed side coupled sequence of ring resonators 

configuration in COMSOL Multiphysics 5.6 software 

The design parameters are: R = 1.6 µm, G = 0.931 µm and L = 4.5 µm. We have 

chosen width of core as 0.26 µm and width of cladding as 1µm. These parameters 

were chosen on the basis of the simulation performed on radius of the rings R and 

distance between them L as shown in Fig. 4 and Fig. 5 respectively. In Fig. 3 we can 

see that for R = 1.6 µm, power outflow at D port is around 0.95, which means power 

at input port I is coupled to D port, due to resonance within the ring. Whereas, for R 

= 1.6 µm if we vary distance between the rings, it was observed that for L = 4.5 µm 

maximum power couples to the drop port D from input port I. However, the range 

of the analysis was selected on the basis of calculations performed from equations 



 5 

(1) and (2) respectively. On simulating the design over the range of wavelengths, we 

obtained reflectance, transmission and absorptance graph as shown in Fig. 6. As we 

can observe from the response graph, wavelengths from 1.54 µm to 1.55 µm shows 

the transmittance of value 0.1, means these band of frequencies are in resonance and 

hence their transmission coefficient is taking a dip. 

 

Figure 4 Power outflow (W/m) at port D with variation of ring radius R from 1 µm 

to 2.5 µm with step size of 0.1 µm. 

 

Figure 5 Power outflow (W/m) at port D with variation of distance between the 

rings L from 1 µm to 2.5 µm with step size of 0.1 µm. 

When we compare this result with all pass notch filter which take a dip at the 

wavelength of the order 10−3, this side coupled sequence of ring resonators 

configuration shows dip in transmission coefficient for the order of 10−1. For optical 

frequencies where for large amount of bandwidths, frequencies are in nanometers, 

this dip for 0.1 µm range is huge or we can say 100 nm range of dip in optical 

frequencies. For optical frequencies range this configuration can easily be used to 

drop a range of frequencies. This transmission coefficient of 0.1 can be neglected for 

certain applications. However, further study is required with the coupling coefficient 

and certain parameters to rectify this error. 



 

 

Figure 6 1.53 µm to 1.58 µm spectral response of designed side coupled sequence 

of ring resonators configuration for R = 1.6 µm, G = 0.931 µm and L = 4.5 µm 

5. CONCLUSION AND FUTURE PERSPECTIVES 

In this paper, a design to obtain an optical filter using side coupled sequence of ring 

resonators configuration of micro-ring resonators has been proposed. In this study 

we found that the optical micro-ring resonators with various different configuration 

along with suitable parameters can be used to obtain optical filters as per our need. 

The optical filter design also shows different behaviour for different number of rings, 

their radius and distance between them. These parameters must be primarily 

considered while designing the optical filter required for certain application. 

However, integration of Silicon Photonics and CMOS fabrication have led path and 

open various opportunities for fabrication of various Photonic Integrated Circuits 

(PIC’s) at affordable prices which was never possible before. In our design study it 

was also observed that with increase in number of rings between the waveguides, the 

width of stop band can be increased. However, this was only observed for ring radius 

taken into account under study. This design can be further extended by studying the 

variations of ring radius between the two waveguides and also by choosing different 

materials having large refractive index difference between them. 
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Abstract 

The continuous & ever growing demand of high data rate various mobile applications can 

be dealt by Next Generation Networks (NGNs). This demand of high data rate is also 

coupled with least cost for the mobile user. This combination is feasible by considering 

Vertical Handover (VHO) in NGNs. This research paper aims in capturing the design and 

simulation of an algorithm for Vertical Handover. The input parameters considered are 

Received Signal Strength (RSS), bandwidth, cost and user velocity. The statistical analysis 

based polynomial regression model is also presented in the research paper 

Keywords. Vertical Handover (VHO), Vertical Handover Decision Algorithm (VHDA), 

Received Signal Strength (RSS), Fuzzy Inference System (FIS), Next Generation Networks 

(NGNs). 

1. INTRODUCTION 

The nature of Next Generation Networks is heterogeneous, and they will be constituting of 

IP-based networks. NGNs will be diverse because of the presence of numerous Radio Access 

Technologies (RATs) [1] [2]. The presence of NGNs is depicted in Figure 1. 

 

Figure 1 Presence of NGNs 
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Mobile customers' increasing demand for high bandwidth can be satisfied to some 

extent by NGNs. 

Vertical Handover allows for seamless mobility across the various RATs [2] [3]. 

The paper has been organized as follows: Section II provides the theoretical background. 

Section III captures the system model. Section IV gives implementation results and analysis. 

Section V presents the conclusion & future work. 

2. THEORETICAL BACKGROUND  

2.1. VHO  

VHO can be categorized in 3 steps. Fig 2 represents the steps of VHO [4]. 

 

Figure 2. Phases of VHO 

Figure 3 captures the i/p attributes for VHO. The handover value of the n/w is described as 

under by eq (1) 

𝐻𝑉 = 𝑓(𝑅𝑆𝑆, 𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ, 𝐶𝑜𝑠𝑡, 𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦)                      (1) 

 

Figure 3. Parameters of VHDA 

2.2. Fuzzy Inference System (FIS) 

FIS is represented in fig 4. 
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Figure 4. FIS 

The membership function is represented in equation 2. [2]  

𝜇(𝑥: 𝑟, 𝑠, 𝑡) =

{
 
 

 
 

0, 𝑥 ≤ 𝑟
(𝑥−𝑟)

(𝑠−𝑡)
, 𝑟 ≤ 𝑥 ≤ 𝑠

(𝑡−𝑥)

(𝑡−𝑠)
, 𝑠 ≤ 𝑥 ≤ 𝑡

0, 𝑥 ≥ 𝑡

       (2) 

2.3. Polynomial Regression Analysis  

The polynomial regression analysis is performed for representation of the relationship 

between two variables which is modeled as an nth degree polynomial in x. 

x; independent variable 

y; dependent variable  

The equation is shown as under: 

𝑦 = 𝑎 + 𝑏𝑥 + 𝑐𝑥2        (3) 

The normal equations are described as under: 

∑𝑦 = 𝑛𝑎 + 𝑏∑𝑥 + 𝑐 ∑𝑥2                     (4)

   

∑𝑥𝑦 = 𝑎 ∑𝑥 + 𝑏∑𝑥2 +  𝑐 ∑ 𝑥3                     (5) 

 

∑𝑥2𝑦 =  𝑎 ∑ 𝑥2 + 𝑏∑𝑥3 + 𝑐 ∑𝑥4       (6) 

The values of a,b and c is found using above equations [5].  
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3. SYSTEM MODEL   

Figure 5 represents block diagram of FIS [6]. 

 

Figure 5. Block diagram for FIS 

Figures 6 & 7 represent VHO flowchart & VHDA respectively. 

 

Figure 6. Flowchart of VHO 

 



 5 

 

Figure 7. Algorithm for VHO 

4. IMPLEMENTATION RESULTS & ANALYSIS   

The implementation of algorithm has been performed in Python. . The parameters are 

captured in Table 1. 

Table 1 Parameters used in Implementation 

S. No Parameter  4G WLAN 

1 RSS (in dBm) -104 to-110 -105 to -110 

2 Cost  (INR) 10-20 0-4 

3 Bandwidth (in Mbps)  1-6 8-10 

4 Velocity (in m/sec) 15-30 0-5 

The dataset of parameters has been generated by using the values measured. The polynomial 

regression analysis has been done for bandwidth & handover value (while keeping RSS, 

velocity cost as constant) for 4G & WLAN. Also, we have performed the polynomial 

regression analysis of velocity & handover value (while keeping RSS, bandwidth, cost as 

constant) for 4G & WLAN. 

4.1. Polynomial Regression Analysis for Bandwidth & Handover Value for  4G   

The values of other parameters have been kept fixed/constant at following values : 

RSS (in dBm) = -110 

Cost (INR) = 15-20  
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Velocity ( in m/sec) = 25-50 

x : Bandwidth  

y : Handover value  

∑𝑥 = 8580 

 ∑ 𝑦 = 2972.26  

∑𝑥𝑦 = 16411.12   

∑𝑥2𝑦 = 115022.5  

∑𝑥2 = 60060  

∑𝑥3 = 471900  

∑𝑥4 = 3951948  

𝑛 = 1560  

Solving normal eq. 3 to eq.6 we will get the following  

a=1.8487, b = 0.0196, c = -0.0013 

𝑦 = 1.8487 + 0.0196𝑥 − 0.0013𝑥2  

 

4.2. Polynomial Regression Analysis for  Bandwidth & Handover Value for  WLAN  

The values of other parameters have been kep fixed/constant at following values : 

RSS (in dBm) = -110 

Cost ( INR) = 0 - 3 

Velocity ( in m/sec) = 0-4  

x : Bandwidth  

y : Handover value  

∑𝑥 = 1090 

∑𝑦 = 417.4108  

∑𝑥𝑦 = 826.7362   

∑𝑥2𝑦 = 2468.115  

∑𝑥2 = 7600  

∑𝑥3 = 59500  

∑𝑥4 = 496660  

𝑛 = 200  

Solving normal eq.3 to eq. 6  we will get the following  
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a=11.5263 , b= -3.2596 , c= 0.2191 

𝑦 = 11.5263 − 3.2596𝑥 + 0.2191𝑥2 

 

4.3. Polynomial Regression Analysis for Velocity & Handover Value for 4G  

The values of other parameters have been kept fixed/constant at following values: 

RSS (in dBm) = -110 

Cost (INR) = 15-20  

Bandwidth (in Mbps) = 1-5 

 

x : Velocity   

y : Handover value  

∑𝑥 = 30600 

∑𝑦 = 2325.5  

∑𝑥𝑦 = 57887.3   

∑𝑥2𝑦 = 1943234  

∑𝑥2 = 1030200  

∑𝑥3 = 39015000  

∑𝑥4 = 1575999960  

𝑛 = 815  

Solving normal eq. 3 to eq. 6 we will get the following  

a=-1.0711 , b=0.236816 , c=-0.003929 

𝑦 = −1.0711 + 0.236816𝑥 − 0.003929𝑥2 

4.4. Polynomial Regression Analysis for Velocity & Handover Value for  WLAN  

The values of other parameters have been keep fixed/constant at following 

values : 

RSS (in dBm) = -110 

Cost ( INR) = 0-3 

Bandwidth  ( in Mbps) = 7-10 

 

x : Velocity   

y : Handover value  



 8 

∑𝑥 = 20400 

∑𝑦 = 1664.09868  

∑𝑥𝑦 = 41148.5962   

∑𝑥2𝑦 = 1378086.22  

∑𝑥2 = 686800  

∑𝑥3 = 26010000  

∑𝑥4 = 1050666640  

𝑛 = 815  

Solving normal eq.3 to eq. 6 we will get the following  

a=2.1274 , b= −0.00455 , c= 0.000034 

𝑦 = 2.1274 − 0.00455𝑥 + 0.000034𝑥2  

5. CONCLUSION & FUTURE SCOPE 

This research paper aims at the analysis of the parameters of Vertical Handover (VHO) 

based on polynomial regression analysis. The analysis has been presented for bandwidth and 

handover value, velocity and handover value for 4G & WLAN. The practical values have 

been considered for analysis. In our future work, we intend to consider more number of 

parameters for VHO and also intend to consider more number of networks.  
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Abstract 

Every individual who wants to relocate from their city or house just wants to get a place 

where he feels at home. If a student is relocating for studies or an employee is relocating for 

his job, then they need a living place near their school/college or office.  Paying guests (PG) 

is a perfect and affordable option for such an individual as they do not need to care about 

security, food, or cleaning, and also it feels like home when it gets compared with a Hostel 

room or rented flat. Available solution is primarily focused on buying and selling property 

and renting commercial and residential property. PG is a secondary option. This paper 

suggests a dedicated web application for PG searching facilities in their nearby location. 

PGs are ranked with the help of a keyword extraction mechanism. Application is developed 

with Android framework, Angular JS, Express JS, Msg91, Mapbox and Cloudinary. The 

proposed application will solve the accommodation problem of the user in an efficient and 

optimized way. 

Keywords. Paying Guest, Web applications, Android, rating 

1. INTRODUCTION 

Metro cities of India are the foremost centre of education, businesses and jobs. People are 

migrating from rural areas to urban areas or metro cities for better education and 

employment. These people are mainly facing issues related to accommodation. Each and 

everyone expects a neat, clean, stable and low-cost accommodation. There may be various 

options of accommodation such as hostel, rented house, rented flat and Paying Guest (PG). 

PG is one of the best choices among all other available options due to its benefit, as shown 

in figure 1. [1]. A PG is a better option than a flat or hotel room as you don 't have to worry 

about food, security, etc. Consider a scenario where a first-year student belongs to a different 

state or locality. Being a stranger in the city will be hectic and take lots of time and energy 

as a student, and their parents visit PG by themselves and ask for pricing, security, etc. He 

needs accommodation around his nearby Institute which can save transport costs, provide 

good food facility, low-cost maintenance, and a homely environment. If all these problems 

are solved by browsing a particular application, a user's life will turn out to be very easy and 

accessible. This problem is the same for the employee relocating from their city to work. So, 

in this paper, we are trying to overcome all such problems with our  android based 

framework. The user can search the PG in their nearby location.   

mailto:lavish.1822csi1018@kiet.edu
mailto:harshit.1822csi1014@kiet.edu
mailto:pushpa.gla@gmail.com
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Figure 1. Advantages of PG 

PGs are rated on the basis of user feedback utilizing the concept of natural language 

processing (NLP). This application will be useful to anyone searching for an efficient place 

to stay.  

This paper is organized into subsequent sections. Section 2 represents a brief related work. 

Section 3 represents the proposed methodology. Section 4 represents the result and 

discussion. Finally, section 5 concludes the work. 

2. RELATED WORK 

India has the world's largest population of 5-24 years, which provides a great opportunity 

for the education sector [2] and observes a rapid growth in the number of educational 

institutions [3].  Many Android-based apps are proposed and used to connect students and 

college[4-6]. PGs and Hostels are also an integrated part of education and seeking attention. 

PG is a place where users/students can stay for three or four years in a very convenient 

manner that too very low cost. We have researched multiple sites related to PG search and 

came across they were primarily focused on buying and selling property, Residential and 

Commercial places for rent, etc. PG is a secondary option. Reference [7] proposed online 

accommodation, but we would like to focus only on PG. The user wants to search PG for 

accommodation; he only needs information like pricing, distance from college/office, food, 

security, the experience of other users, photos, and price comparison. Existing available 

solutions have their broad view, while students are only looking for their own perspective. 

However, students can also select a hostel and a flat, but PG is a combination of both and 

hence becomes a key solution for accommodation [8]. There is always a need for specific 

solutions that can only be dedicated to students or trainees. During Covid-19, small houses 

in the metro city are one of the main reasons to spread of this infectious disease among their 
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family member. PG can also play a pivotal role in mitigating the spread of infection [9]. 

Keyphrase extraction is extensively used in many fields, particularly website ranking [10], 

and provides recommendations of any product or brand based on customer feedback [11]. 

Further, the rank of PG will also assist the user in searching the PG in less time. AI and 

Machine Learning techniques with Natural language processing (NLP) extract the most 

important keywords from text [12] for PG recommendation.  

This motivates us to propose a key solution that can primarily focus on students' 

requirements. Apart from the user side, we can also give PG owner a separate window where 

he provides description, pricing, availability of PG, etc., on the website. PG on site will 

rate/rank according to NLP based on positive or negative comments of the user. So overall, 

our objective behind this paper is to provide a single platform for paying guest solutions to 

users that is very easy to understand by him, saves time and energy, and also on which he 

can trust. 

3. PROPOSED METHODOLOGY 

Our objective is to propose an online application to book a paying guest that is available 

nearer to colleges/offices. In this application, there is a separate module for the user and a 

PG owner. There are various websites and applications working in the current framework, 

but they are discrete and arbitrary. Now we are trying to convert it into one particular 

website. Our application helps users take a virtual tour of PGs via photos and videos; by 

this, they don't need to visit the different PGs physically. 

3.1. Technology Used: 

This application mostly utilized free and open-source software (FOSS) to build the front end 

and backend. FOSS is offered active tools that can be quickly employed in corporate, 

research and academia [13]. The following tools are used to build the proposed work: 

• Bootstrap: An open-source framework, i.e., Bootstrap, is used to build a proposed 

web application where HTML is used for front-end design, CSS beautify the web page, 

and Java Script offers the facility of validations. Bootstrap contains different design 

templates for forms, buttons, navigation, and other components. Bootstrap support all 

browser and offers lightweighted and customizable. 

• Node.js provides a runtime javascript environment that implements javascript outside 

a web browser with the help of the V8 engine. 

• Express.js is the backend web framework for Node js.  

• MongoDB is a NoSQL, document-oriented database in which data is in the JSON 

format.This  is used to store all 

kinds of information related to PG. It also provides technical support for the cloud 

environment. 

• Msg91 provides API's for SMS, Email, Whatsapp, Voice, and Authentication. This is 

used for mobile phone OTP. Verification of a user in the proposed application. 
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• Cloudinary: It provides cloud-based Image management services.This is used for 

managing  and storing all PG's  Images. 

• Mapbox: It is a custom online map provider. This is used to locate PG on a map. 

Mapbox can quickly deal with heavy traffic websites with simple coding. 

3.2. System Design 

After identifying of problem, tools and technologies required for the system, the next step is 

to design the framework or system. How the system entity interacts with the proposed system 

and how the data flow from one process to another process or entity during login and 

registration of a user represented by a login and registration Data Flow Diagram (DFD), as 

shown in figure 2 and how user and  PG owner entity interacts with the system and how the 

data is flowing from process to another process shown in Figure 3.  and Figure 4 

respectively. OTP mechanism is used to verify and validate the user.   

 

Figure 2. Login and Registration DFD 



 

 

 

5 

 

Figure 3. PG owner DFD 

 

Figure 4. User DFD 
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An interesting feature of this proposed android based framework is its ability to rate/rank 

PG. According to figure 3.3, the system collects comments or feedback from the user who 

has been admitted in PG. User feedback/comments are keywords such as 'good' or 'bad', and 

their synonyms are extracted from the feedback text and utilized for the rating of PG. The 

concept of NLP has been taken into consideration to extract keywords from the posted 

comment of the authenticated users. Here, authenticated user means whoever has taken 

admission/exit in a specific PG. Not all users' comments who have just visited the site will 

be counted for rating purposes.  

3.3.  Module Description:  

The proposed android-based framework consists of four main modules.   

Admin Module: Manages all the data and corresponding access rights of PG owner and 

user. This module can View/Edit the details of the PG owner and user.  

PG Owner Module: The PG Owner can start the process with login after signup with a 

phone number. PG owners can quick add/delete/update the PG room details with images and 

videos. Images can store in the cloud and hence optimize the storage capacity. Figure 3.2 

represents work flow of PG owner. 

User Module: The user will also register with the signup process and connect with the user 

ID and password. Users can search for location-wise PG, room details, and price and can 

take a virtual tour of PG via photos and videos. Mapbox will help the user to find PG on the 

map. User can view list of top ten PGs, which is rated on the basis of the authenticated user. 

Rating of PG: Generally, users wish to search for a top ten PG in their respective location. 

How to rate the PG is a challenging task. The proposed framework solves this problem. The 

system automatically rate the PG according to the feedback of users in particular PG. 

Positive keywords such as ‘good’, ‘best’, ‘ok’ and other synonyms are extracted from the 

feedback and rate according to maximum number of positive keywords for a particular PGs. 

4. RESULT AND DISCUSSION 

The proposed framework named as "PGForYou" offers online PG searching services to 

users. Application is developed by using HTML, CSS and ReactJS. Screenshots of 

developed applications are represented in figures 5, 6,7, and 8. On the website, the location 

of PG is also viewed on the map by which a user gets satisfaction with the exact location of 

PG. If a user selects a PG for booking, then he is required to SignUp with his phone number 

via OTP verification. Then a user is allowed to talk with the PG owner directly if he wants.  

 

 



 

 

 

7 

 

 

Figure 5. Sign up and login page 

In case, If requested PG and rooms are not available currently, then the user can add his 

request in his wishlist.  

 

Figure 6.  Home Page of PGForYou Application 
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Figure 7. Edit of Existing PG Details 

 

Figure 8. Glimpse of PGForYou 

We want to extend this work with the advanced technology of flask and flutter [14]. Rating 

of PG may be implemented by the page rank algorithm [15]. AI and Cloud-based technology 
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may make PG finding activity smart and intelligent [16]. With the help of ratings provided 

by different authenticated PG users, a new user will be able to choose the best PG from the 

available options. With the help of a page ranking algorithm, a user will automatically 

suggest the best PG according to their requirements and budget. 

5. CONCLUSION  

‘PGForYou’ is a user-friendly android based framework that enables the user to search PG 

with respect to location. The application utilized node.js, express.js, Msg91, Mapbox and 

Cloudinary. Mapbox provides PG on map, and Cloudinary offers cloud storage to image 

data. The application helps the user to search best PG in their nearby location. The rating of 

PG is based on feedback to make the search easy. NLP is used to extract keywords from 

feedback and rate them according to the maximum number of positive keywords. 
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