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Preface 

 

The Electrical Cluster, School of Engineering, University of Petroleum and Energy Studies, Dehradun, takes immense 

pleasure in announcing Fifth International Conference on Intelligent Communication, Control and Devices (ICICCD-

2020) to be held on 11th November to 12h November 2022. ICICCD focus on the integration of intelligent 

communication systems, control systems, & devices related to all aspects of engineering and sciences. ICICCD-2022 

aims to provide an opportune forum and vibrant platform for Researchers, Academicians, Scientists and Industrial 

Practitioners to share their original research work, findings and practical development experiences. The proceedings 

will be submitted to be reviewed for inclusion in relevant indexing database such as SCOPUS, CPCI, Crossref (by 

assigning doi), Google scholar etc.  

 

The general aim of the conference is to promote international collaboration in Education and Research in all fields 

and disciplines of engineering. ICICCD-2022 will be an International Forum for those who wish to present their 

projects and innovations, having also the opportunity to discuss the main aspects and the latest results in the field of 

Education and Research.  

 

The Organizing committee is extremely grateful to the authors from India and abroad who had shown tremendous 

response to the call for papers. Close to Eighty papers were submitted from the researchers, academicians and students 

on the research areas divided into three parallel tracks of Intelligent Communication, Intelligent Control and Intelligent 

Devices, out of which a total of forty papers were selected for oral presentations. 

 

We are obliged to our Honorable Chancellor Dr. S. J. Chopra, Vice Chancellor Dr. Sunil Rai, Pro- Vice Chancellor, 

Dr. Ram Sharma, Dean Research & Development Dr. D. K. Avasthi, Dean (SoE) Dr. Gurvinder Virk  for providing 

full support and guidance to us in organizing this international conference ICICCD-2022.  

 

We extend our thanks to all faculty members and staff in different sub committees for organizing the conference and 

make it a grand success.  
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Abstract. 
 

Wireless Sensor network plays an vital role in developing robust, affordable and convenient 

network. The Wireless Sensor Network methods are effectively used to implement Time 

division Multiplexing (TDM). In WSN sensor nodes are connecting to one another wirelessly 

and one of the main characteristics of the WSN is that they are cost effective and efficient. Due 

to the vibrant nature of Wireless Sensor network the links in the network changes 

consequently. The proposed method uses NSGA-iii for data aggregation. The proposed 

algorithm is power efficient. It has been visualized that the proposed protocol considerably 

improves the life span of the network over the other traditional techniques. The proposed work 

is done in two phases in the first phase Tree based clustering is done for WSN. Clustering 

schemes in the WSN has certain drawbacks as it leads to data redundancy. Hence, to reduce 

the limitations of the clustering scheme inter cluster data aggregation is used. It will improve 

the lifeline of the network and power efficient. 

Keywords. Wireless Sensor Network (WSN), Time Division Multiplexing (TDM), Non-

dominated sorting genetic algorithm (NSGA-III). 

1. INTRODUCTION 

WSN is a collection of nodes in which all node is connected to other Senor. Every node as 

different parts. A Radio transceiver, microcontroller, source of energy. Multiple sensor nodes 

are included in the Wireless Sensor Network and each node is power-efficient, Multi-function, 

and equipped with wireless communication. The architecture of wireless Sensor network 

contains 3 units.  

 Sensing Unit  

 Processing Unit 

 Transmitter 

 Power unit 



 Position Finding System 

 Mobilizer 

 

1.1. Sensing Unit 

The sensor nodes in the WSN have power limitations and can be able to handle low-data rate.  

1.2. Processing unit 

Processing unit comprised of 2 Sub-units. Processor and the storage processor which is used 

to compute both the local information as well as the information from another computing node 

and the storage unit are used to store data. This can be in the form of RAM and ROM. 

1.3. Transmission Unit 

The communication between the nodes in WSN is radio waves. The topology which is used for 

the WSN can be Star Network, Mesh Network, and Hybrid Network etc. 

 

WSNis the kind of ad-hoc network which is very effective in nature. The topology in the 

Wireless Sensor Network changes when the new node enters the network or left the network 

 
Figure 1.1. Layered Architecture of WSN [2, 3] 

2. LAYERS OF WIRELESS SENSOR NETWORK 

 Physical Layer: The Physical Layer Transfer the data in the form of stream of bits. 

  

 Data Link Layer: The Data Link Layer accept the data in the form of bits and convert 

it into the  form of frames and the layer is also accountable for flow control and error 

control.  



 Network Layer: The main function of the layer is to perform Routing. There are 

many routing algorithms available to perform routing. These routing protocols adjust 

themselves according to the path available.  

 

 Transport Layer: The transport layer is accountable for the host to host delivery. The 

main function of transport layer is to avoid congestion. It uses two protocols: 

- Transmission control protocol.  

- User Datagram protocol. 

 

 Application Layer: The layer provides services to the user. The Application layer can 

be used to provide services such as Military, Environment, Health Monitoring and 

Agriculture. 

 

Figure 2.1. Layers of Wireless sensor Network [5, 6] 

3. APPLICATIONS OF WIRELESS SENSOR NETWORK 

3.1. Environment Monitoring 

 WSN is used to collect the data sample from the various geographical locations, such as 

oceanography, land, forest etc. 

3.2. Security 

Security is one of the major challenges in this dynamic work.  WSN  is used to provide 

security for Public Infrastructure as well as for home network. Public infrastructures include 

Nuclear power plant, Data centers, warehouses etc.  

 

 

Application Layer

Transport layer

Network layer

Data link layer 

Physical layer 



3.3. Military 

In Military sector Wireless Sensor Network is widely used to track the location of enemy’s 

vehicle, or to provide communication between tanks and the fighter plans. 

3.4. Medical Sector 

Wireless Sensor Network is used to diagnostic investigation, drug administration, Patients 

Psychological information. 

3.5. Industries 

One of the major advantages of Wireless Sensor Network is it hiding the complexity and 

provides services to the user. As the Wired network is highly complex as it comprised of 

complex set of wires.  

 

4. RELATED WORK 

Reham et al. states that the Wireless Sensor Network has diverse applications in the field of 

military, automations, health, and transportation. Residual energy, topology and data routing 

protocol are very significant. The author proposed a dynamic routing protocol. The simulation 

results states the network life span of the network has increased by 13 percent.  

Parshant et al. States that the Wireless Sensor Network communicate through a single channel. 

The channel has a behavior of broadcasting a message at one time. WSNitself organizing 

network. The nodes in the wireless sensor network adjust them according to the incoming 

traffic. Routing protocols are used to provide communication within the network. Numerous 

routing protocol are used to provide communication. However, security is the major concern of 

the network. The purpose of this work is to enhance the security of the network.  

Kemal Akkaya et al. states that every routing protocol should be examined on the basis of the 

network flow and Quality of service. 

A.P. Chandrakasanet et al. States to improve the lifespan, minimize delay and improve overall 

quality LEACH protocol is used. The finding has suggested that the LEACH protocol has 

significantly improve the life span of the network. 

Ming Liu et al. States that one of the major concern in the wireless sensor network is to 

conserve energy. The energy is conserved by optimizing the load across all the nodes EAP 

adds a new clusters in the network that can handle energy levels better. 

Meghna et al. uses a tree which is self replicating tree to minimize the utilization of energy. 

The simulation results are performed using NS-2 simulator. The nodes in the network has 

different densities such as 20ms, 40ms, 60ms. The proposed method conserves energy and the 

life span of the network also improved. 



Syed Umar et al. Wireless sensor network has diverse applications in the field of military, 

medical, and communication. The Proposed work use tree based energy protocol which 

conserves the energy and hence improves the life span of the network. 

Shiksha Chabra et al. States that the wireless sensor network has limited battery capacity and it 

is very difficult to conserve the energy in the wireless sensor network. The author used GSTEB 

technique for improving the efficiency of the network.  

Alain Bertrand Bomgni et al. states that the wireless sensor network is comprised of small 

devices which are known as stations. These stations are having less energy which significantly 

reduces network life time. The objective of each node is to deliver each item to its intended 

recipient. The proposed technique conserves sensor energy and thus the life span of the 

network improved significantly. 

 

5. ROUTING PROTOCOL IN THE WIRELESS SENSOR NETWORK. 

Routing protocol in the sensor network is categorized in the following parts: 

                          

Figure: 5.1. Types of Routing Protocal [1] 

5.1. Data Centric Protocal 

WSNis collection of Multiple nodes and it is not possible that each node in the network is 

provided with an identifier. The Data-centric protocal do not use identifier and instead of this 

naming of these nodes are based on the attributes. 

Routing 
Protocals 

Data centric 
Protocal 

Hierarchial 
Protocal 

Location 
aware Protocal 



5.2. Hieraricahal Protocal 

WSNis a set of complex nodes and hence scalability is one of the major issue. In case of single 

node design the problem of conjection arises and this result in overloading of the network. The 

hierarichal protocal are highly scalable network and one such example of hierarchial network 

is LEACH. 

5.3. Location Aware Protocal 

These protocals are used to find the distance between the noses. Most important location aware 

protocal are CBGR, TTDD, and MECN. 

5.4. Quality Based Protocal 

When the broadcast of the data is done from the source to destination it must satisfy 

parameters like Bandwidth, Latency, energy consumption and data quality. 

6. PROPOSED WORK 

6.1. Inter clustring techniques 

In the clustering techniques nodes are organised in the hierarchial fashion and effectively used 

to the resources such as electricity, frequency and Bandwidith. In order to decrease the data 

redundancy in the network certain kind of the inter clustring is done. This not only focus on the 

data redundacy by also manages the traffcing in the network. 

6.2. Objectives of the Interclustring 

 Load Balancing: Inter clustering algo is use certain kind of aggeration which balance 

the load in the network and hence congestion can be controlled. 

 

 Fault tolerance: Fault tolerence is the ability of the network to work in the even when 

any of the sensor node failuare occurs. 

 

 

 Network lifetime: The life time of the network can be imporved by distributing the 

load over  the CHS, selecting particular path for the data delivery. 

 

7. PARAMETERS TO EVALUATE THE PERFORMANCE OF THE SYSTEM 

7.1. Network Life time 

The network life span is calculated on the basis of different charging schemes, effect of 

different areas, effect of different moving speeds of Wireless sensor network. 

The network life time is shown in the figure 6.1. The number of nodes selected from 40  to 70. 

And the area size is taken in the dimenssions of 50*50, 100*100, 150*150, 200*200. 



 
Figure:6.1. Network lifetime 

 
 

7.2. Energy consumption 

Energy utilization is the total energy used by the sensor nodes while transmitting the data from 

the source station to destination station. When the propesed method is compared with the 

traditional method it result in 20% energy consumption. 

 

 
Figure:6.2 Energy consumption 

 



7.3. Throughput 

The following draft shows that the troughput of the propsed method is highly efficient when 

compared with the traditional system. 

 
Figure:6.3 Throughput 

 

 

7.4. End to End delay 

End to End delay may be define as the total time required to send the packet to the reciver to 

the number of packets recived by the reciver. 

 

 

Figure6.4 End to End delay 



8. CONCLUSION 

The energy conservation is one othe maindare in WSNand it effects the lifetime of the 

network. The porposed work designed an energy efficiancy routing protocal. It may be 

possible that the number of phases in the porposed system increases and the network life time 

significantly impove the proposed work. The proposed algorithm used in the study will 

enhance the network life time and also use better optimized path. The performance of the 

parameters such as energy consumption, end to end delay, throughput imporved significantly 

when compared with traditional methods.  For  performing the whole work MATLAB is used. 

The proposed work is performed using clustring approach. While considering the performance 

of the whole network the physical factors such as temprature, pressure and sound are all real 

time. 

9. FUTURE WORK 

The proposed research work is performed using static nodes. In near future we wil further 

work on dynamic nodes and evaluate the performance of the system. We will futher 

investigates various routing protocal which improved the life span of the network. In the 

proposed work to evaluate the performance of the network simulator is used in near future we 

will use real network test bed to evaluate network performance. When we use wireless sensor 

network in the typical environemtn the security threats may occur. Therefore, we will also 

focus on improving the security of the network. 
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Abstract.  

The present paper focuses on solar PV system design and includes a cost analysis based 

study of a 25kW off-grid photovoltaic (PV) system at Integral University, Lucknow, India 

(28.5616N, 77.2802E). The cost of the electricity generated by the 25kW PV system has 

been calculated on a weekly and monthly basis. Additionally, the 25kW PV systems offer 

an internal rate of return of about 1.714%. With no outside financial support, a solar 25kW 

PV system with a cost of INR 0.9724/kWh is anticipated for a project with a 25-year 

profitable life based on the assumptions used in this analysis. This translates into an 

additional payment of 14.06 Lacks INR over the more expensive rate of power generated 

by the system at 25kWh. An additional cost charge is not required to maintain this type of 

PV system, though, if financial support is greater than 50% of the initial investment cost. 

In essence, this system was developed for a small town in a region with a limited supply of 

grid electricity. In rural India, a 25kW PV solar system is also quite advantageous. 

Keywords- PVsyst Simulation, Si-Poly PV Module, Grid-connected photovoltaic system, 

Performance ratio, Renewable energy. 

1. INTRODUCTION 

Traditional energy sources are running out, which is bad for the environment and makes it 

even more important to find other ways to get power. Solar energy is the most abundant, 

clean, and promising nonconventional energy source. As the worldwide growth of 

renewable energy (RE) investment becomes more prominent. Economic and technological 

research is required to determine the viability of these resources. This study looks at how 

solar PV systems are designed and how well they work based on data collected in the 

field. As a limitation of solar PV system technology, the environmental conditions such as 

temperature and sun irradiation variations are major concerns about the performance 

degradation [1]. Moreover, when it comes to power quality, these discrepancies provide 

considerable challenges also [2]. An equally difficult procedure is the incorporation of 

renewable energy [3]. Isolated solar PV systems deliver better power quality in contrast to 

grid-integrated systems. Batteries in isolated systems connected to maximum power point 

technique (MPPT) charge regulators can endure any radiation exposure and temperature 

variations [4]. In this article, a small Indian community's concept for a 25kW off-grid PV 

system, primarily for rural areas, is presented. Also, PVsyst software has been used to 
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evaluate this rooftop system's performance based on a cost analysis [5]. Using the PVsyst 

application, it is possible to determine the amount of power that is generated, used, and 

wasted [6-7]. The gathered data is then used to perform the system's economical costing. 

Most of the study's data is annual, and the programme creates solar radiation data 

depending on the site's latitude and longitudinal data [8-11]. Then, for the given load, a 

variety of solar energy generation values are offered. An overview of PV system design is 

given in the second part, and the third section presents the results of the simulation. The 

paper's findings are then summarised in the concluding section. 

2. DESIGN AND SPECIFICATIONS OF PV SYSTEM  

The essential component of a PV system’s design is the PV modules, which are linked 

together in a PV array in both parallel and series configurations. The size of the PV array 

is determined by the system's power rating. Vikram Solar PV modules (VSPV-CAAP-BC, 

400Wp, Si-Poly) are used in the 25kW solar plant installation. Under ideal circumstances, 

each PV module can withstand a maximum voltage (42.5V) and current (9.72A) 

respectively. The combined maximum voltage and current for all PV modules is 42.5V and 

43.6A, respectively [12-13]. This system also includes MPPT which is essential to extract 

the maximum power to the load. This system uses a generic universal MPPT controller 

with a maximum input current range of 30–45A and an output constant current of 14A. 

The entire setup is shown in Fig. 1 and Table-1 provides a list of every component. Fig. 2 

displays the configuration of a 25kW stand-alone SPV system.  

DC-AC

Converter

 
Fig.1: Schematic diagram of SPV system 
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with battery

String Inverter-2

with battery

String Inverter-5
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Junction

Box
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String- 2

String- 1

 
                     (a)                                                                      (b)  

Fig. 2: (a) Layout (b) On site PV system of a 25 kW power capacity 
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Table 1: Specification of 25kW Off-Grid Solar System (Calculated for 6 hour backup) 

Particular Company Qty Type Efficiency Lifespan Price/ Qty Investment cost 

Solar Panels 

25kW, 400W/ 

panel 

Vikram 

Solar 

63 Mono/ Poly Up to 19% 25 Years INR 12-15K/Panel INR 7.56- 9.45L 

5kVA String 

Inverter 

Luminous 5 Off-Grid Solar 

Inverter 

97% 5 Years INR 45-50K 

/Inverter 

INR 2.25-2.50L 

150Ah, 12 

Solar Power 

Battery 

Exide 25 Tubular Solar 

Battery (C10) 

- 3-5 

Years 

INR 13-15K/Battery INR 3.25-3.75L 

Other 

Accessories 

and Structure 

Fasteners, cable ties, crimping tools, Earthing supplies, lighting 

interrupters, solar panels,  150 square metres space, 1 junction box, 

220 metres of cable, and 150 metres of AC cable are needed. 

INR 4-5K/kW: 

Thumb rule 

INR 100-125L 

                                                                                                                                                                      Total: INR 14.06-16.95L 

3. SIMULATION AND RESULTS 

The installation and performance analysis of a 25kW PV system is carried out using the 

PVsyst tool. The beginning cost of the system under consideration ranges from 14.06-

16.95 Lacks INR (Table-1). Specifically for household use, this investment will pay for a 

PV module, an MPPT controller, batteries, and an inverter. Table 2 provides data on the 

load and daily energy usage. The dedicated system's load required 110 kWh of electricity 

per day. PVsyst software is used to estimate the PV system's monthly energy output. As 

shown in Fig. 3 and Table 3, due to the influence of temperature on PV modules, the 

maximum global irradiation was only achieved in May month. May has the most solar 

energy compared to other months, and PVsyst simulates the highest generation in May 

month. The lowest insolation was received in the months of January and December, but 

because of temperature change, it is at its minimum in the month of December. Same thing 

happened with the simulated results using PVsyst. The minimum energy was recorded in 

the month of December, which validates the accuracy of the installed system. It's possible 

that the 3.67 MWhr of energy was generated throughout the year, which can also be use 

for the charging of batteries. Increases in battery storage capacity or higher consumption 

levels during the generating phase are two ways to utilise the unused energy. Fig. 3 shows 

the comparison of power generation, and it is compared with the simulation software 

PVsyst, for the validation of the installed system. 

Table 2: Energy usage per day and load 

S. no. Load type Quantity Power Consumption Uses Energy (kWh/day) 

1.  AC 4 2 Tons (2100 Watt) 6 50.4 

2.  Fridge 1 2kW 6 12 

3.  TV 1 80 W (Max.) 6 0.48 

4.  Lights 1 2kW 6 12 

5.  Pumps 1 5.5kW 6 33 

                                                                                                     Total: 110 (Approx.) 
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Table 3:Performance ratio evolution of SCADA and PVsyst  

Months Temp. (oC) 
Insolation 

(kW/Hr) 

SCADA PVsyst 

Energy 

(MWhr) 
%PR 

Energy 

(MWhr) 
%PR 

Jan 13.53 3.55 2.64 70.53 3.15 93.14 

Feb 20.72 4.29 3.63 98.38 3.67 98.38 

Mar 27.73 5.89 4.82 81.83 4.92 82.38 

Apr 33.31 6.37 4.75 72.33 4.89 73.33 

May 38.15 6.5 4.94 76.58 5.27 77.44 

Jun 38.75 6.08 4.13 70.82 4.32 79.18 

Jul 31.96 3.95 3.05 85.23 3.62 85.23 

Aug 28.19 3.73 3.13 85.00 3.86 87.37 

Sep 26.82 4.51 3.54 82.89 3.65 83.74 

Oct 23.37 5.01 3.85 81.43 3.93 83.25 

Nov 18.59 3.94 3.15 86.44 3.26 90.35 

Dec 13.47 3.55 2.52 92.03 2.89 92.6 

Average 26.21 4.78 3.67 81.95 3.95 85.5325 

Total - - 44.15 - 47.43 - 

 

 
Fig. 3: Comparison of Power Generation (SCADA vs PVsyst) 

4. CONCLUSION 

In this study, a 25kW PV system for small communities in rural India is evaluated. The 

performance and cost analysis of the intended system have been evaluated using the 

PVsyst program. Due to the influence of temperature on PV modules, the maximum global 

irradiation was only achieved in May. The biggest amount of solar energy is also available 

in May compared to other months, and the generation is also maximum during the month 

of May, which is simulated using PVsyst. The lowest insolation was received in the 

months of January and December, but because of temperature change, it is at its minimum 
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in the month of December. The same thing happened with the simulated results using 

PVsyst. The minimum energy was recorded in the month of December, which validates the 

accuracy of the installed system. It's possible that the 44.15 MWHr of energy was 

generated throughout the year, which can also be used for the charging of batteries. A 

monthly estimate of the PV system's energy output is also provided and demonstrates how 

radiation from the sun affects solar energy generation. It is also computed to compare the 

energy generation results with PVsyst that was produced by the solar PV system.  
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Abstract  
 
In this paper the methodology for harmonic and energy saving analysis for a laboratory building at the 

university campus in Oman have been proposed.  The harmonics generated by the two variable frequency drives 

used for heating, ventilating and air conditioning of the building was modelled and simulated using SOLV and 

ETAP simulation software. The current and voltage distortion levels were measured under different loading 

scenarios. It is observed that lower order odd harmonics are dominating and can be mitigated using advanced 

universal harmonic filter to compliance the IEEE519 standard. The simulated results have revealed that about 

10% of total energy consumed by induction motors can be saved by using VFDs along with extenuating all 

prevailing harmonics of the HVAC system. 

Keywords Energy Saving, HVAC System, Harmonic Analysis, Harmonic Filters and VFDs  

1. INTRODUCTION 

Oman is one of middle-east country spread over 309500 square kilometres at Arabian Peninsula. Its climate is 

hot and dry while costal are hot and humid. To combat with long summer observed in Oman (about 9 months), 

Heating, and Ventilating and Air Conditioning (HVAC) system is extensively used across the country. The 

HVAC system alone is consuming about 52% of the total energy consumed by the residential sector [1]. It is 

also the major source of electricity consumption at the academic organizations and commercial sector. To 

increase the energy savings, HVAC unit are using the static converter based Variable Frequency Drives (VFDs). 

These drives act as non-linear loads to supply system.    

The VFDs are equipped with solid state converters which control the operation of HVAC system. The VFDs are 

adjusting the speed of chilled water pump to meet the required comfort cooling. The static converters are 

consisting of power semiconductor devices which are source of harmonics [2]. The harmonic distortion is 

measure of the amount of deviation of voltage and current from their pure sinusoidal waveforms, caused by 

solid state converters in VFDs. The harmonic distortion is eventually polluting the quality of electrical power 

that adversely affects the power distribution system and connected equipment, if it exceeds certain limits [3]. 

Therefore, it essential to measure, analysed and limit harmonics in electrical system. There are various national 

and international standards governing the limits of total harmonic distortion (TDH) like IEEE 519, IEC 61000, 

EN 50160 and NRS 048-02 [4,5] etc. The recommended practices and harmonic limits prescribed by IEEE519-

2014 and IEC 61000-3-4 are widely used by the commercial simulation programs to calculate and analysed the 

harmonic current, voltage and Total Demand Distortion (TDD). The commercial HVAC market in USA, 

Canada and other North American counties has adopted the IEEE519 standard.     

The most common rectifier circuit in 3-phase VFD is 6-pulse diode rectifiers. It is robust, cost effective and 

extensively used in HVAC system to reduce its capital cost [6]. The shortcoming of 6-pulse rectifier is, it 

contains low order odd harmonics. There are various practices available to mitigate the harmonics problem in 

various applications [7, 8]. Also, VFDs analysis using machine learning tools seems to be more fruitful for 

extended operation in a complex industrial environment for high computational dependency [9-10]. For 

instance, based on the configuration of the input rectifier bridge, a 3-phase VFDs can use higher pulse 

techniques. Other than that, various types of passive filters can be used to alleviate the harmonics [11, 12]. The 

latter option is expensive and increases the installation cost of HVAC system. 

At academic organization several nonlinear loads are connected to the supply system and many scholars had 

conducted the harmonic studies [13, 14]. In this paper, a case study to analyse the harmonics and energy savings 

of VFDs based HVAC system at university laboratory building have been proposed. Three scenarios are taken 



into consideration to simulate each situation. Simulations are carried using SOLV and Electrical Transient 

Analyser Program (ETAP) software and results are compared to compliance with IEEE519 standard.   

The paper has organised in 6 sections. The section 1 describes the introductory part while data collected for the 

case study is presented in section 2. The simulations carried out by simulator program under three scenarios are 

described in section 3.  The results and conclusions are presented in section 4 &5 respectively. The references 

are listed in section 6.             

2. HVAC AND POWER DISTRIBUTION SYSTEM 

This study has carried out to analyse the harmonic analysis of the VFDs used for the HVAC system. This is 

providing the comfort cooling to engineering laboratories building at university campus. A segment of the 

schematic diagram of HVAC system where VFDs are driving to Chilled Water Pump (CWP) associated with 

Air Handling Unit (AHU) is shown in figure 2.1.    

 

Figure 2.1.Schematic diagram of a segment of HVAC system and location of CWP [15] 

Three induction motors, each 15 kW ratings are installed out of them two motors are operating the pumps to 

circulate the chilled water according to desired cooling. One motor is kept spare to meet any emergency. The 

discharge of the CWP is controlled by VFD system through Differential Pressure Sensors (DPS) connected to 

valves. A single line diagram of the electrical power distribution is shown in figure 2.2 

 

Figure 2.2.Single line diagram showing power distribution system 

Point of Common Coupling (PCC) is the important location where power quality parameters are measured for 

harmonic analysis. As per IEEE 519 standard, it is preferred to be in the secondary side of utility and user’s 

transformer. The specifications of other major components of distribution system are given below in table 2.1.  

Table 2.1: Major components and their specifications 

Components Specifications 

Utility Transformer 33/11 kV, 15 MVA, 50 Hz, %Z 5.5 

User Transformer 11/0.440 kV, 1 MVA, 50 Hz, %Z 5.0 

VFD: Induction Motors 3-phase, 0.440 kV, 15 kW, 50 Hz 

Operating Information of 

HVAC System 

Tariff: US$0.06 per kWh, Operating hour/day: 9 hrs, 

Operating days per year: 221 days  



3. SIMULATION OF VFDS  

Computer simulation program is used to simulate the existing VFDs. The simulator uses nodal analysis by 

expressing nodal matrix and evaluating the set of differential equations. The backward Euler and Fourier series 

are the major mathematical tools used by computer to analyse the periodic waveform like sinusoidal wave of 

integer multiple of 50 Hz frequency. The nonlinear loads are substituted by equivalent linear circuit models to 

get converge to final solution. To analyse the VFDs application following three scenarios are taken into 

consideration.    

3.1. Scenario 1: CWP operated by 6-pulse VFDs   

In this scenario, two induction motors of 20 hp each are coupled to chilled water pumps are operating. The 

speed of the motor is controlled by VFD which is using 6-pulse rectifier circuit to convert AC in to DC and 

Pulse Width Modulation (PWM) technique to convert DC into AC at desire voltage and frequency. The single 

line diagram of this scenario is shown in figure 3.1    

 

Figure 3.1.Single line configuration for simulating scenario-1 

3.2. Scenario 2: CWP operated by 12-pulse VFDs   

In this scenario, the speed of the chilled water pump is controlled by VFD. The 12-pulse rectifier circuit and 

inverter is supplied through a phase shifting transformer. To prevent the harmonics flow into upstream line, 2% 

reactor impedance at AC input reactor and 3% reactor impedance at DC link reactor are considered to simulate 

the scenario. The voltage to frequency ratio in all scenarios is kept constant to maintain the rated torque of the 

motor. The single line diagram of this scenario is shown in figure 3.2    

 

Figure 3.2.Single line configuration for simulating scenario 2 

3.3. Scenario 3: CWP operated by VFDs along with Passive Filter   

This topology is similar to scenario1. To reduce the impact of harmonics, the passive harmonic filters like 

Advanced Universal Harmonic Filter (AUHF) are considered to simulate the scenario. The single line diagram 

of this scenario is shown in figure 3.3    



 

Figure 3.3.Single line configuration for simulating scenario 3 

4. RESULTS 

4.1 Voltage and Current Harmonics 

It can be depicted from the figure 4.1 that, the VFDs consist of 6-pulse bridge rectifier along with PWM inverter 

generate the highest total harmonic distortion at PCC1. The waveform distortion reduces by using a 12-pulse 

bridge rectifier. More effectively the current wave and becomes near to sinusoidal in 3rd scenario which is using 

advanced universal harmonic filter.   

   

Figure 4.1.Total harmonic current waveforms of scenarios1, 2 &3 respectively 

It can be seen from table 4.1, the total harmonic distortion and maximum individual harmonics of voltage in all 

scenarios have not exceeded the level of 1.1 and 0.7 % respectively. This is well below the recommended values 

of IEEE519-2014 standard.  

Table 4.1: Total harmonic distortion of voltage at PCC1 under different scenarios 

Total Harmonic Distortion under 

Different scenarios 

Calculated 

Value%{h} 

IEEE-519:2014 

Limits 

Remarks 

Scenario 1 

Voltage Total Harmonic Distortion (THDv) 

Max Individual Voltage Harmonic 

Scenario 2 

Voltage Total Harmonic Distortion (THDv) 

Max Individual Voltage Harmonic 

Scenario 3 

Voltage Total Harmonic Distortion (THDv) 

Max Individual Voltage Harmonic 

 

1.1 

0.7{5th} 

 

0.2 

0.2{11th} 

 

0.2{7th} 

0.1 

 

8.0 

5.0 

 

8.0 

5.0 

 

8.0 

5.0 

 

Pass 

Pass 

 

Pass 

Pass 

 

Pass 

Pass 

The current harmonics are more concern for any distribution system and are shown in table 4.2.  It can be 

observed from table 4.2, the total harmonic distortion and low order harmonics except 17th are higher than the 

prescribed limits of international standard. Therefore, it is vital to mitigate harmonics to avoid their adverse 

effects on distribution system and connected devices. In scenario 2, a 12-pulse converter has used to operate the 



VFD which is able to mitigate most of current harmonics except 11th order. To optimally mitigate all low order 

current harmonic, scenario 3 is more effective where an advanced universal passive harmonic filter has used to 

keep the total distortion less than IEEE519-2014 limit.  

Table 4.2: Total harmonic distortion of current at PCC1 under different scenarios 

Total Harmonic Distortion under 

Different scenarios 

Calculated 

Value%{h} 

IEEE-519:2014 

Limits 

Remarks 

Scenario 1 

Current Total Demand Distortion (THDi) 

Max Individual Current Harmonic<11 

                                                       11 to 16 

                                                       17 to 22 

                                                       23 to 34 

                                                       >35 

Scenario 2 

Current Total Demand Distortion (THDi) 

Max Individual Current Harmonic<11 

                                                      11 to 16 

                                                      17 to 22 

                                                      23 to 34 

                                                      >35 

Scenario 3 

Current Total Demand Distortion (THDi) 

Max Individual Current Harmonic<11 

                                                      11 to 16 

                                                      17 to 22 

                                                      23 to 34 

                                                      >35 

 

86.8 

70{5th} 

12.6{11th} 

0.1{17th} 

3{23rd} 

1.1{35th} 

 

9.1 

2.2{5th} 

7.1{11th} 

0.0{17th} 

1.1{23rd} 

0.5{35th} 

 

8.9 

8.1{7th} 

2.5{11th} 

0.0{17th} 

0.8{23rd} 

0.4{35th} 

 

12.0 

10.0 

4.5 

4.0 

1.5 

0.7 

 

12.0 

10.0 

4.5 

4.0 

1.5 

0.7 

 

12.0 

10.0 

4.5 

4.0 

1.5 

0.7 

 

Fail 

Fail 

Fail 

Pass 

Fail 

Fail 

 

Pass 

Pass 

Fail 

Pass 

Pass 

Pass 

 

Pass 

Pass 

Pass 

Pass 

Pass 

Pass 

 

4.2 Energy Saving  

The energy consumed by motors at rated load have simulated by considering two situations, one when motors 

are operating without any control and second when these are controlled by the VFD system. It is observed that 

VFD system is able to reduce about 10% of total energy consumed by the motors. Further it is noted VFDs 

consist of higher pulse converters and harmonic filters are used, the energy consumption is slightly increases. 

For instance, the use of harmonic filters, compared to 6-pulse converter will increase about 0.75% energy 

consumption of the motors.  

Though VFDs are responsible to generate the harmonics and theses harmonics flowing through the power 

system increase losses and energy consumption, but the total energy consumption of the motors equipped with 

VFDs consuming lesser power compared to operating the motors without control. 

5. CONCLUSION 

Following are the conclusions based on the harmonic analysis and energy savings of this study: 

 The use VFDs for CWP in the HVAC system is useful. It is able to reduce about 10% energy 

consumption. It is beneficial to increase the system efficiency and to diminish the electricity bills.  

 The advanced universal passive harmonic filters are capable to mitigate lower order prevailing 

harmonics to the compliance level of IEEE 519-2014 standard.  

 The VFDs are generating the harmonics but these can be reduced by using phase shifting transformer, 

higher order bridge converters and harmonic filters. 
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Abstract- Wireless power transfer of energy is used to transmit the electrical energy to an electrical load by giving a 

small amount of input current without any physical instrumental connection. The main problem which arises in wireless 

power transmission is the propagation loss. Over the long distances the transmission losses are very high. Tesla coil is the 

alternative solution to electrical energy transmission. The main advantage of using the tesla coil is that it uses the 

Electromagnetic field to transfer the energy. Our method provides a mobility solution for charging station for various 

electronic devices and novelty of our approach is to reuse the fused bulb which reduces the e-waste. We performed three 

experiments in which we change the Length of Secondary coil, Number of Turns in primary coil and the Diameter of the 

Secondary coil. The maximum electric and magnetic field observed were found to be 1400(V/m) and 99.9µT respectively. 

The primary focus of our research is to optimize tesla coil for the reusability of the fused or unused bulbs to reduce the e-

waste in rural India. 
 

Keywords:  Wireless power transfer, Tesla coil, resonant coupling. 

I. INTRODUCTION 
 

During the last decade wireless transmission of electricity has been an essential requirement in many applications [1]. 

Wireless mobile charging station has become very popular during last few years. It is an economical approach in which 

efficiency is a substantial parameter. The proposed model provides a unique way to utilize the outdated (fused) 

fluorescent bulb. Cost has always been a challenge when using renewable energy resource like solar PV, biomass, biogas 

[2]. Near field Wireless power transfer topology can be categorize as electric induction and Magnetic induction of 

Wireless Power Transfer topology (WPTT) [3]. . 

Our method utilizes the magnetic resonant coupling method in order to transmit the power wirelessly [4-8]. This method is 

based on electromagnetic field in which the waves doesn’t propagates but creates an field around the transmitter [9-10]. 

The main advantage of such system is that the propagation loss is reduced, but the limitation to such system is that it has 

very low transmission distance [11-12]. 
 

II. WORKING PRINCIPLE 

 
A. Concept of Electromagnetism 

 

An oscillating magnetic field is induced inside the coil when an oscillating current travels across it. As a result, the 

voltage across the coil induces and tends to oppose the driving current [13][14]. According to Faraday's law, the EMF is 

the rate of change in magnetic flux: 

𝜀 = −𝑁 (𝑑𝜙𝐵/𝑑𝑡)  

Where , 

N = number of turns of wire 

𝜙𝐵= magnetic flux through a single loop 

The Magneto-motive force (MMF) is the energy of magnetic fields. When a current flows, it creates an electromagnetic 

flux in the case of a conductor material. 

𝐹𝑚 = 𝑁 × 𝐼            
When the N/I ratio reaches a saturation point, raising it no longer increases the flux(𝜙). Electrical energy will be 

generated in the model because of matching inductive and capacitive reactance. Resonance occurs at specific frequency 

for specific value of capacitance and inductance. It is used to filter and regulate the circuit. Electric field of capacitor and 

magnetic field of inductor will be perpendicular to each other. 
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B. LC circuit 

 

Resonance is used to filter the circuit because it occurs at a particular frequency and y also depends on the exact value 

of inductance and capacitance [15][16]. LC circuit is designed to operate at high frequencies and for providing control of 

resonant frequency, the value of inductor and Capacitor can be adjusted [17]. The circuit diagram of LC circuit shown in 

figure 1 The inductive and capacitive reactance must be identical magnitude to reach resonance, as shown by, 

 

𝜔𝐿 = 1/(𝜔𝐶)  

 

1 

f = 
2(𝐿𝐶)1/2 

 

𝜔 = 2𝑀𝑓 

 

Where, 

f =  Resonance  frequency  in

 Hertz, L  =  Inductance 

 in  Henry C = Capacitance in farads. 

When the same frequency is applied, resonant energy transfer, also known as resonant inductive coupling, based on 

near-field wireless transmission of energy in the form of electromagnetic radiation between two coils that reaches a highly 

resonant level [7]. 

 
 

Figure.1 Schematic representation of LC circuit 

 
Our research observed that the coupling in the Tesla coil work efficiently to provide electricity to supply a load 

wirelessly. Our work promises that in electrical appliances, there might be an elimination of wires in between power 

sources with the use of wireless power transfer. 

While reviewing other research papers, most of the cases of Wireless Power Transfer (WPT) determines that the 

maximum transfer distance can be occupied when the alignment between the coil is coaxial [12]. But the efficiency will be 

reduced because of less coupling factor. Our work is different from this methodology. In our experiments, the coil 

alignment is in spiral so that the coupling factor will high for high power generation process and with the help of 

propagation of Magnetic(M-field) and Electric field(E-field) made by Toroidal propagation. This energy which generated 

as Electromagnetism form will be received by receiver circuit. 
 

III. METHODOLOGY 

If conducting matter is introduced in surrounding of a model, a potential difference can be produced via induced electric 

field that can cause charge separation. A coil of copper or another alloy material can effectively use to generate magnetic 

field. When the AC power is turned ON It generates an oscillating magnetic field in a conductive loop. With the help of 

coupling of coils, a pulsating magnetic field will be form in surrounding and that cause electric current flow through the 

second coil. Current will be generated by the second coil to energize the devices via Electromagnetism. Figure 2 shows the 

complete process of our experiment from generation to transmission. 



 

 

Figure.2 Methodology Diagram for the performed experiment 

 

IV. RESULTS & DISCUSSUION 

The output has based on the effect of electromagnetism and the distance between the bulb and the prototype. 

When the distance of a bulb from the prototype will increase, the intensity will decrease. As the frequency and the 

distance is indirectly proportional to each other. 

Experiment:1 

The first model is shown in figure 3, Bipolar N-P-N Transistor has used to protect the circuit. As it required small 

amount of current up to 0.5A and voltage up to 30 V. So the capacitor has no role in this circuit. If we use 

capacitor for the continuous flow of current that cause overheating or burning of Transistor. The coil parameters 

are shown in Table 1 and the desired output of frequency, Voltage and E-Field, M-field with respect to the 

distance has been shown in figure 4 and figure 5  the quantity of E-field and M-field radiation has shown in 

Table 2 
Table 1. Parameter of experiment 1 

 

Parameter Value 

Primary coil Turns             5 

     Secondary coil Turn ~450 

Length of Secondary coil 150mm 

Diameter of Secondary Coil 20mm 

    Primary wire width 2.2mm 

Secondary wire width 0.96mm 
 

 
 

Figure 3. Experimental setup for Prototype 1. 

Table 2. Radiation and Frequency in experiment 1 

Distance 

(cm) 

E-field 

radiations (V/m) 

M-field radiations (uT) Frequency (MHz) 

1 350-200 5-5.50 5.217MHz 



 
 

 

 

 

 

 

 

 

Figure 4. Graph of Frequency and voltage with respect to distance. Figure 5. Graph of E-field and M-field with 

respect to the distance. 

Experiment 2: 

 

Second prototype is shown in figure 6. Here the structure is approximately the same as first prototype. The 

difference is the size, number of turns and width of the coil. The output will be correspondingly high as compared 

with the previous circuit shown in Table 3 and the parameter for this experiment has shown below in Table 4. 

Here’s Graph of frequency, Electric field and Magnetic field shown in figure 7. 

Where, d is the distance perpendicular to the coil in cm and f is the frequency which can vary in kHz/MHz/GHz. 
Table 3. Parameter of experiment 2 

Parameter Value 

Primary coil Turns                          7 

Secondary coil Turn 650 

Length of Secondary coil  300mm 

Diameter of Secondary Coil 20mm 

Primary wire width 2.9mm 

Secondary wire width 0.96mm 

. 

  
 

Figure 6. Experimental setup for experiment 2, Figure 7. Graph of frequency, E-field and M-field w.r.t the distance 

 

Table 4. Radiation and frequency in experiment 2. 
 

Distanc e 

(cm) 

E-field 

radiations (v/m) 

M-field 

radiation 
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(μT) 

1 350-400 6-7.50 12.586MHz 

2 220-300 4-5.5 10.256MHz 

3 150-200 2.5-3.5 7.658MHz 

4 70-120 2.0-3.0 5.249MHz 

5 50-100 1.5-2.2 5.560MHz 

Experiment 3: 

In this experiment, different methodology has introduced in which spark gap have installed and to maintain the 

constant flow of current, capacitor band has used as shown in figure 8. The difference in this prototype is in the 

input circuit and the Toroid material to maintain its reasonable output. Now, the rechargeable batteries have been 

used for this prototype as it required continuous flow of current. As, the capacitor band has connected in parallel 

by which it maintains the spark gap so that the intensity in the bulb will be consistent. In this prototype, only three 

capacitors have been used. Number of capacitors can be calculated by RMS voltage divided DC Voltage of 

capacitor as capacitor is of Cornell-Dubliell so its capacitance and DC voltage is 0.15µf, 2000V DC. Since the 

methodology is different from the previous ones, The output will be high as compared to the previous circuit 

shown in Table 6 and the parameter for this experiment has shown in the Table 5. 
Table 5. Parameter of experiment 3 

 

Parameter Value 

Primary coil Turns 8 

Secondary coil Turn ~800 

Length of Secondary coil 150mm 

Diameter of Secondary 

Coil 
20mm 

Primary wire width 3.0mm 

Secondary wire width 0.96mm 

 

 

Figure 8. Experimental setup for prototype 3.. 

Table 6, Radiations and frequency in experiment 3 
 

Distance (cm) E-field 

radiations 

(V/m) 

M-field 

radiations (μT) 

frequency 

1 1300-1400 99.99 35MHz 

2 1100-1200 77-89 31MHz 

3 600-700 75-85 26MHz 

4 200-250 65-70 18MHz 

5 150-200 40-55 11MHz 

 

V. CONCLUSION: 

This system gives a way to have a mobile glowing bulb through an electromagnetic induction method without any 



direct contact with a power source. We have tested different prototypes based on change in distance and turning 

of coils. It leads the system to give higher output with high radiations. This technology can be very helpful in hilly 

and rural areas where there are plenty of power issues. Our proposed structures have been installed in few nearby 

villages for test run also. The future of this technology focuses mainly the remote areas of India as well as State 

such as Uttarakhand. 
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Abstract  

A novel machine learning based co-estimation approach of Lithium ion battery (LIB) co-

estimation of State of Charge (SOC), State of Health (SOH), Remaining Useful Life 

(RUL)and State of Function (SOF), which provides comprehensive capabilities like range 

knowledge, battery diagnostics and prognostics need in electrified vehicle is proposed in this 

work. The review introduced a methodology for state co estimation for battery health 

management and monitoring, challenges, benefits, and key findings. It is considered as game 

changing technology that can push the boundary of electric vehicle applications. Recent 

breakthroughs in model-based, data-driven, and hybrid techniques are highlighted to provide 

one point solution by introducing the first comprehensive vision of battery’s health 

management system. A flowchart illustrates the different techniques for co-estimation 

process and highlight its experimental conditions. Together, it provides a powerful guide to 

designing experiments or models for investigating battery health management system for 

electric vehicles. 

Keywords. Electric vehicle, co estimation, lithium ion battery, machine learning, state of 

battery 

1. INTRODUCTION 

With widespread deployment of rechargeable lithium ion batteries (LIB) because of its high 

energy and power densities, aging and degradation prediction for safety, diagnostics and 

prognostics need has emerged a challenging issue [1],[2]. This nonlinear degradation by way 

of various thermo- electric- chemical- mechanical factors dependents on operating and 

environmental conditions [3],[4]. On electrochemical side, this is due to irreversibility in 

following recession reasons -phase changes in electrode materials, electrode dynamics 

during recession, electrolyte breakdown, and production of SEI films resulting into capacity 

and power fade [5],[6]. This fade necessitates quantization of various states like SOC, SOH, 

SOF, SOT, SOP, SOL, RUL, SOL [7],[8]etc. forms part of modern day requirement. All 

these state parameters are intertwined in some way as a battery can have low SOC (defined 

as ratio of available capacity and the maximum possible capacity) at high SOH (a figure of 

merit of present condition and is a ratio of present capacity to capacity at fresh) or high SOC 

at low SOH, but is not sufficient to guarantee performance of a certain duty, The peak output 

power of the battery [9], which is constrained by thresholds like voltage restrictions, current 

constraints, and SOC limits, may be used to illustrate how the battery performs in relation 

to actual load demands [10]. This is referred to as SOF and considered as a functionality 

derived from LIB transient behaviour and RUL, an asset at a particular time of operation. 

All these four state fulfil the aspects of safety, diagnostics, prognostics and performance of 

LIB and this review is centred on prospecting and proposing a novel co-estimation 

methodology for these four major indirect measurable indices. 
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Different state estimation approach focus on single or dual parameters, whereas very few 

work on over two states. The strong links between the four stages make it difficult for an 

isolated assessment of one or even two states to accurately reflect the true status of the 

battery. In actuality, the battery might adapt and optimise itself to its use case and hence 

requires significantly less calculations provided these estimated states are made available on 

the battery itself [11]. The main challenge for accurate prediction of actual state and the 

complexities in estimation has leads towards different methodologies like electrochemical 

methods, electrical equivalent circuit methods, mathematical methods and data driven 

methods, which requires different level of domain knowledge and expertise. These 

parameters are fundamental to the future development of electric vehicles, energy storage 

devises etc. which are large-scale deployment and complex in applications.  

Complexities of real LIB is much more than a single cell, which houses hundreds to few 

thousands of identical capacity(but often slightly different behaviour) cells with battery 

management system (BMS), connectors, thermal management systems, packing materials, 

housings [12],[13]. where each and every components are responsible for its performance. 

The real battery works with huge fluctuation in vital and direct measurable parameters, 

voltage (V), current (I), temperature (T), internal impedance (IR) on time scale, which 

generates huge data for further development of secondary indices like state parameters. This 

data leads towards development of states understanding by way of employing suitable 

methods which can handle voluminous data and give suitable analysis and prediction in a 

timely manner with least resources used. Here comes different data driven machine learning 

(ML) methods, which comes handy in this application. In ML methods also, selection of an 

appropriate method is a multidimensional problem, depending on the extent of data 

available, quality of results looked for and physical interpretability of model required, which 

itself is a need for how accurate state estimation of some battery properties is needed or life 

predictions[14]-[16]. In addition, all these ML methods only provide point estimation of 

states (which serves as a “best guess” or “best estimation” of an unknown parameter). 

Especially for the data-driven method, state estimation result a non-smooth curve due to the 

measure noise and outliers of direct measurable indices. Hence, quantifying estimation 

uncertainty is to enable reliability assessment of state estimate, which not only keeps away 

from over-conservative estimations. The steps commonly employed are data pre-processing, 

training and estimation.  

Table 1. State co estimation by different researchers 
Reference Batter

y 

Cell CAP SOC SOH SO

F 

SO

E 

SO

T 

SO

P 

RUL SOB/ 

SOS 

[1]                    

[2]                   

[6][7]                    

[9]                     

[10]                    

[11][12]                    

[15]                    

[5]                    

[18]                    

[19]                    

[20]                    

[21]                   

[4][9]                    

[5][21]                    

[6][24]                    

[7][15]                    

[18][23]                     



 
[[1][14]                     

[20][24]                    

[5][10]                   

[6][22]                     

[9][24]                    

[7][13]                    

[16][21]                   

ML based different state estimation are available in literature, however very few studies are 

carried out for co estimation of different states using ML methods. [17] carried out SOC, 

SOH, RUL co estimation using DL method, [18],[19] used multi-stage model fusion method 

for estimating capacity-SOC. [20] used forgetting factor dual particle filter algorithm for 

estimation of SOC- SOH. Similar exercise and research is been carried out selectively [21]. 

To the best of our knowledge, there is, however, a lack of studies on ML based co-estimation 

of SOC, SOH, SOF and RUL prediction, Hence, it is a clear advantages of ML based 

estimation were insufficiently harnessed in the area of battery state monitoring, where 

handling the coupling of different states is a key challenge. Considering this research gap, 

we are strongly innervate to devise an innovative data-driven DL based co- estimation 

scheme of different states for improving battery monitoring and BMS accuracy and 

robustness. Figure 1 represents the interlinking relationship of SOC, SOH, RUL and SOF.  

 

    Figure 1. Interlinking relationship of SOC-SOH-RUL-SOF in LIB 

The motivation of the review work covers state co estimation of lithium ion battery used in 

electric vehicle technology covers, Most of the research work for LIB state co-estimation is 

still in laboratory stage with predefined duty cycle and at controlled environment where as 

in reality operating and environmental condition in real world scenario is totally different, 

where actual battery works with several inconsistent cells. Limited works has focused on 

effective state co-estimation where accuracy of one state prediction is associated with the 

variation of another, which influences the result of other. Simultaneously, computational 

competency shall also increase to BMS in this scenario. Poor generality of model among 

family of LIB with different operating and environmental conditions. 

2. PROPOSED METHODOLOGY  

It is established that SOC and SOH are fully coupled in a nonlinear fashion; RUL has a linear 

relationship with SOH, SOF is dependence on discharge load on SOC and SOH at a given 

temperature. In model-based method the prediction results are universal and estimation 

accuracy does not depend on historical data, however it requires higher domain knowledge 

and is not practically applicable to the applications of EV[19]. In the proposed 

methodologies, we proposed ML based methodology which don’t requires much domain 

knowledge, fast, capable of unified co estimation of different states and can be integral part 

of BMS[12],[13],[20],[21].  



 
SOH is a metric to appraise the aging level, which includes capacity fade and/or power fade 

on time scale and the common used indicators are capacity decrease, DC resistance increase 

and AC impedance increase. The non-empirical lab data is handy to test and validate the 

result and trend can be conserved for a specific cell electrochemistry. The decrease in SOH 

has an impact on SOC and hence it is proposed that continuous SOH status shall be used as 

input for SOC estimation even it is a slowly time-varying state, which is also supported by 

research conducted earlier[9],[16]. The actual vehicle status data is continuously fetched and 

analyzed through BMS, which in conjunction to online SOH data is used for estimation of 

SOC. RUL is directly related to SOH data and is predicted from the results of SOH. The 

whole input of lab data & actual EV battery data is been processed for prediction in a suitable 

ML method based framework for determine the degradation physiognomies of batteries. 

This SOC & SOH data is proposed to be used for determining SOF with cell level 

temperature data using limiting algorithm, as SOF is the ability estimation and is dependent 

on SOC, SOH with temperature.  

The main contributions of this study are as follows. Initially the authors proposed a suitable 

method for online co-estimation for SOC, SOH, RUL & SOF using machine learning. 

Second, SOH estimation is done through ML model and used as additional input for 

estimation of SOC with continuous updation. Third, SOC and SOH parameters are estimated 

simultaneously, and the proposed method can yield accurate SOC estimation results using 

the current state information of SOH. RUL is directly derivable from online SOH as being 

a linear functionality. Fourth, SOF is online estimated using the online input of SOC, SOF 

along with cell temperature data.  Finally, a ML model bank is proposed to be developed to 

study degradation and nonlinear characteristics [22]-[26]. This study proposes the following 

improvements over previous studies. SOH estimation method is considerably different as it 

uses joint online input of EV LIB data and complete non-empirical cell level data to analysis 

and updation and not a single discharge cycle was used to estimate SOH, and SOH was 

estimated after one discharge cycle was complete.    

                   

 

Figure 2. Online and offline data processing and consolidated machine learning framework  

3. EVALUATION AND PROPOSAL OF SUITABLE ML 

METHOD 

Existing literature has studied extensively different ML methods singularly or in 

hybridization with other ML methods or filter based methods. State estimation are defined 

as time- series processing problem [9]and it is well established that LSTM NN are effective 

and scalable models for handling time sequential data[4]. Other researchers had used 

different methods like supervised, semi supervised, unsupervised & reinforcement learning 

methods with different error estimation like MAE, RSME, R2 etc [4],[16]. Temporal 

convolutional network (TCN), rather new concept, is found to have higher performance 

accuracy and thus improves considerably with increase in quantum of data where as other 



 
simple statistical learning, traditional ML, shallow ML degrades and is found suitable in 

typical LIB datasets which are aperiodic and nonlinearity among variables, which is 

incapable by models to capture and have self-adaption of the complex data features. The 

need for co-estimation via TCN is actually a framework employing casual convolutions and 

dilations so that it is adaptive for sequential data with its temporality and large receptive 

fields. The strong robustness and high accuracy of TCN for high fidelity and multivariate 

voluminous data needed to be handled for co-estimation is highly attractive and is already 

used selectively for individual RUL, SOH, SOC estimation.  

4. CONCLUSION & FUTURE WORK 

Co-estimation algorithm utilizes the relationships among these four states appropriately, and 

is thus more prudent and precise than traditional discrete state estimation methodology with 

the following advantages: 

1) Impact of aging and degradation on state estimation is taken into account. The capacity 

used in SOC estimation is updated online for SOH estimation & RUL prediction; therefore, 

accuracy of SOC estimation after battery aging is improved. 

2) Impact of SOC on available energy and power is taken into account for the first time, 

which shall give accurate SOF. As battery OCV varies with SOC, and consequently 

maximum available energy and power is influenced by SOC, the SOC estimation result is 

used to obtain OCV in SOF estimation. Therefore, with an updated on SOC and correlated 

OCV, the accuracy of SOF estimation can be significantly improved. 

3) TCN improves the prediction accuracy and minimize multivariate time series data 

dependence for aperiodic data and thus eliminates extra filters and estimate methods like 

KFs used in previous studies, TCN can support in readily transfer necessary data from BMS, 

such as cell temperature, I, V, Ω etc. flowing straight to SOH/SOC estimation. 

4) Using learning methods like as gradient descent, the TCN may self-learn. This is in stark 

contrast to existing researches such as lumped parameter models and analogous 

electrochemical models, which take a long time with low accuracy and tough to implement. 

5) It will be demonstrated that a single TCN can learn to state estimate at various 

environmental temperatures. This is advantageous since typical estimating procedures 

require separate models or look up tables for varied atmospheric temperatures. 

In future the authors intended to test and validate the proposed TCN methods with the help 

of publically available LIB degradation datasets (NASA, Sandia National Laboratories, 

Oxford Battery Degradation Dataset etc) with actual EV LIB data at different operating(both 

actual and standard drive cycle like DST, UDDS etc) and with different environmental 

conditions.  
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Abstract: In this article, we have discussed the behavior of electrically conducted Blasius flow of 

non-Newtonian nanofluid under the influence of Forchheimer equation. For non-Newtonian 

nature of the nanofluid, the Casson model is employed. Heat and mass transfer rates are analyzed 

under the influence of heat source and sink devices. The Governing boundary layer PDEs are 

converted to ODEs under proper similarity transformations. RK45 numerical scheme along with 

the Newton-Raphson shooting technique is utilized to solve the set of ODEs. The effects of 

dimensionless parameters on velocity, temperature, concentration, heat transfer rate, and mass 

transfer rate are presented via figures.  
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1.  Introduction 

Free stream analysis of a 3D Casson nanofluid flowing through forchheimer extended Darcy 

model for the porous medium is made in this investigation. The magnetic field is considered to be 

influencing along with the heat source/sink.  

The concept of Constantly moving fluid over a motionless surface is observed in many 

real-life fluids flows [1]. It is important to control the thickness and separation of the boundary 

layer which is mainly dominated by friction [2]. Ridha [3] computed the solution of a 3Dl Blasius 

transport numerically. Kachanov and Michalke [4] compared the experimental results with 

theoretical solutions for the instability of a 3-D Blasius transport. Tsigklifis and Lucey [5] 

conferred an approach for the inspection of the comprehensive stability of 3D disorders in Blasius 

transport. 

We interact with non-Newtonian fluids in our day-to-day life like honey, blood, toothpaste, 

paints, juices, and shampoos. These kinds of fluids are flexible and observe the transformation 

from fluid to solid depending upon relaxation and observation time [12]. Researchers have found 

new models over time to predict the properties of a non-Newtonian fluid out of which the Casson 

model is influencing and have unique properties(shear thinning/thickening). 

The applications of electrically conducting fluids are found in geophysics, engineering, 

astrophysics, MHD accelerator, and many more. The magnetic field can restrain the velocity, 

concentration, and temperature of a fluid. Many researchers have examined this concept in a 

different types of physical problems. Magnetic field influences on a non-radiative 3Dl flow due to 

a pressure-supported torus is inspected by Hawley et al. [8]. The magnetic-force-free concept is 

introduced by Chandrasekhar and Kendall [6]. MHD model for three-dimensional flow in Titans 

plasma environment is inspected by [7]. Hayat et al. [9] investigated an unsteady MHD 

three-dimensional flow over a stretching surface. Rakesh et al. [11] analyzed MHD flow in the 

stagnation region and in presence of velocity/thermal slip. 



Fluid Transport through pores and their connectedness is an undetachable part of fluid 

dynamics [13]. Flow through these geometries has vast applications in plastic-films, the extrusion 

of polymer, human bones, extraction of petroleum, turbine blades and many more [14]-[15]. Some 

other important research works in this field are [17]-[19]. 

 

2.  Mathematical formulation 

 In this study, we have considered a 3D flow of Casson nanofluid under Blasius conditions, 

in the presence of Darcy-Forchheimer model of porous surface. Inertia coefficient of porous 

medium in 𝑥 and 𝑦 directions are taken as 𝐹1 =
𝑐𝑏

𝑥√𝐾1
 and 𝐹2 =

𝑐𝑏

𝑦√𝐾1
 respectively. The system 

of nanofluid governing equations along with boundaries restrictions formulated as [12]:  

 𝑣1𝑥
+ 𝑣2𝑦

+ 𝑣3𝑧
= 0, (1) 

  

 𝑣1𝑣1𝑥
+ 𝑣2𝑣1𝑦

+ 𝑣3𝑣1𝑧
= 𝜈𝑓 (1 +

1

𝛽
) 𝑣1𝑧𝑧

+ 𝑉1𝑉1𝑥
+ 𝑉2𝑉1𝑦

−
𝜈𝑓

𝐾1
(𝑣1 − 𝑉1) −

𝐹1(𝑣1
2 − 𝑉1

2) −
𝜎𝑓𝐵2

𝜌𝑓
(𝑣1 − 𝑉1), (2) 

  

 𝑣1𝑣2𝑥
+ 𝑣2𝑣2𝑦

+ 𝑣3𝑣2𝑧
= 𝜈𝑓 (1 +

1

𝛽
) 𝑣2𝑧𝑧

+ 𝑉1𝑉2𝑥
+ 𝑉2𝑉2𝑦

−
𝜈𝑓

𝐾1
(𝑣2 − 𝑉2) −

𝐹1(𝑣2
2 − 𝑉2

2) −
𝜎𝑓𝐵2

𝜌𝑓
(𝑣2 − 𝑉2), (3) 

  

 𝑣1𝛼𝑥 + 𝑣2𝛼𝑦 + 𝑣3𝛼𝑧 = 𝑇𝑎𝛼𝑧𝑧 + 𝜅(𝐵𝑑𝛼𝑧𝛽𝑧 + 𝐴𝑑𝛼𝑧
2) + 𝑞′′′ (4) 

  

 𝑣1𝛽𝑥 + 𝑣2𝛽𝑦 + 𝑣3𝛽𝑧 = 𝐵𝑑𝛽𝑧𝑧 + 𝐴𝑑𝛼𝑧𝑧 (5) 

  

 
𝑣1 = 𝑣1𝑤

,    𝑣2 = 𝑣2𝑤
,    𝑣3 = 0,    𝛼 = 𝛼𝑤,    𝛽 = 𝛽𝑤    𝑎𝑡    𝑧 = 0

𝑣1 = 𝑉1,    𝑣2 = 𝑉2,    𝛼 → 𝛼∞,    𝛽 → 𝛽∞    𝑎𝑡    𝑧 → ∞
}. (6) 

 In the above equations, 𝑞′′′ =
𝑄

𝜌𝑐𝑝
(𝛼 − 𝛼∞) 

PDEs are transformed to ODEs utilizing the following similarity transformations.  

 𝑣1 = 𝑎𝑥𝜑1′,    𝑣2 = 𝑎𝑦𝜑2′,    𝑣3 = −√𝑎𝜈(𝜑1 + 𝜑2),    𝜑3 =
𝛼−𝛼∞

𝛼𝑤−𝛼∞
,    𝜑4 =

𝛽−𝛽∞

𝛽𝑤−𝛽∞
    where    𝜂 = √

𝑎

𝜈
𝑧 

 The obtained coupled ordinary differential equations are  

 (1 +
1

𝛽
) 𝜑1𝜂𝜂𝜂

+ (𝜑1 + 𝜑2)𝜑1𝜂𝜂
− (

1

𝐷𝑎
+ 𝑀) (𝜑1𝜂

− 𝜆3) − 𝐹𝑟(𝜑1𝜂
2 − 𝜆3

2) +

𝜆3
2 − 𝜑1𝜂

2 = 0 (7) 

  

 (1 +
1

𝛽
) 𝜑2𝜂𝜂𝜂

+ (𝜑1 + 𝜑2)𝜑2𝜂𝜂
− (

1

𝐷𝑎
+ 𝑀) (𝜑2𝜂

− 𝜆4) − 𝐹𝑟(𝜑2𝜂
2 − 𝜆4

2) +

𝜆4
2 − 𝜑2𝜂

2 = 0 (8) 

  

 𝜑3′′ + 𝑃𝑟[𝑁𝑏𝜑4′ + 𝑁𝑡𝜑3′]𝜑3′ + 𝑃𝑟(𝜑1 + 𝜑2)𝜑3′ + 𝑄∗𝜑3 = 0 (9) 

  



 𝜑4′′ + 𝑆𝑐(𝜑1 + 𝜑2)𝜑4′ + 𝑁𝑟𝜑3′′ = 0 (10) 

 The deduced restrictions are  

 
(𝜑1 + 𝜑2)(𝜂) = 0,    𝜑1′(𝜂) = 𝜆1,    𝜑2′(𝜂) = 𝜆2,    𝜑3(𝜂) = 1,    𝜑4(𝜂) = 1,    as    𝜂 → 0
𝜑1′(𝜂) = 𝜆3,    𝜑2′(𝜂) = 𝜆4,    𝜑3(𝜂) = 0,    𝜑4(𝜂) = 0,    as    𝜂 → ∞

}.

 (11) 

 Notations and dimensionless parameters  

 𝜅 =
(𝜌𝑐𝑝)𝑠

(𝜌𝑐𝑝)𝑓
,    𝐴𝑑 =

𝑇𝑑

𝛼∞
,    𝐷𝑎 =

𝑎𝐾1

𝜈𝑓
,    𝑄∗ =

𝑄

𝑎𝜌𝑐𝑝
,    𝑁𝑡 =

𝜅𝐴𝑑(𝛼𝑤−𝛼∞)

𝜈𝑓
, 𝑀 =

𝜎𝑓𝐵2

𝜌𝑓𝑎
 

 𝑆𝑐 =
𝜈𝑓

𝐵𝑑
,    𝐹𝑟 =

𝑐𝑏

√𝐾
,    𝑁𝑟 =

𝑁𝑡

𝑁𝑏
,    𝑃𝑟 =

𝜈𝑓

𝛼𝑓
,    𝑁𝑏 =

𝜅𝐵𝑑(𝛽𝑤−𝛽∞)

𝜈𝑓
, 

 
Fig.1:  Variability of 𝜑1′ and 𝜑2′ with 𝛽.   Fig.2:  Variability of 𝜑1′ and 𝜑2′ with 𝐷𝑎. 

              

3.  Numerical Method 

 Newton-Raphson shooting scheme with RK45 method is utilized to unravel the equations 

from (7)-(10), under the restriction (11). We convert our BVP to IVP to make it compatible with 

RK45.  The equations (7-11) are converted to first order ordinary differential equations using the 

following transformations.  

 𝜑1 = 𝑋1,    𝜑1𝜂
= 𝑋2,    𝜑1𝜂𝜂

= 𝑋3,    𝜑1𝜂𝜂𝜂
= 𝑋′3,    𝜑2 =

𝑋4,    𝜑2𝜂
= 𝑋5,    𝜑2𝜂𝜂

= 𝑋6, 

 𝜑2𝜂𝜂𝜂
= 𝑋′6,    𝜑3 = 𝑋7,    𝜑3𝜂

= 𝑋8,    𝜑3𝜂𝜂
= 𝑋′8,    𝜑4 =

𝑋9,    𝜑4𝜂
= 𝑋10,    𝜑4𝜂𝜂

= 𝑋′10. 

 The obtained system of first order ordinary differential is  

 𝑋′1 = 𝑋2 (12) 

 𝑋′2 = 𝑋3 (13) 

 𝑋′3 =
𝛽[(

1

𝐷𝑎
+𝑀)(𝑋2−𝜆3)+𝐹𝑟(𝑋2

2−𝜆3
2)+(𝑋2

2−𝜆3
2)−(𝑋1+𝑋4)𝑋3]

(1+𝛽)
 (14) 

 𝑋′4 = 𝑋5 (15) 

 𝑋′5 = 𝑋6 (16) 

 𝑋′6 =
𝛽[(

1

𝐷𝑎
+𝑀)(𝑋5−𝜆4)+𝐹𝑟(𝑋5

2−𝜆4
2)+(𝑋5

2−𝜆4
2)−(𝑋1+𝑋4)𝑋6]

(1+𝛽)
 (17) 

 𝑋′7 = 𝑋8 (18) 

 𝑋′8 = −𝑃𝑟[(𝑁𝑏𝑋10 + 𝑁𝑡𝑋8)𝑋8 + (𝑋1 + 𝑋4)𝑋8 + 𝑄∗𝜑3] (19) 

 𝑋′9 = 𝑋10 (20) 



 𝑋′10 = −[𝑆𝑐(𝑋1 + 𝑋4)𝑋10 + 𝑁𝑟𝑋′8] (21) 

 with boundary conditions  

 𝑋1(0) = 𝑋4(0) = 0,    𝑋2(0) = 𝜆1,    𝑋5(0) = 𝜆2,    𝑋7(0) =
1,    𝑋9(0) = 1 

 𝑋2(∞) = 𝜆3,    𝑋5(∞) = 𝜆4,    𝑋7(∞) = 0,    𝑋9(∞) = 0. (22) 

 To solve above system of equations, Firstly we pick the limit for 𝜂. Secondly, we chose the initial 

guesses for 𝑋3(0), 𝑋6(0), 𝑋8(0), and 𝑋10(0) = 0. Thirdly Runge-Kutta method applied to solve 

the system. Fourthly it is inspected that if the boundary residual is less than accepted error if not 

Newton-Raphson method is employed to recalculate the values of 𝑋3(0), 𝑋6(0), 𝑋8(0), and 

𝑋10(0) = 0. The edge of the Runge-Kutta 4th order method over other numerical method is that 

the implementation of the method is easy. Further, the results are always reliable as the local 

truncation error for 𝑅𝐾4 is 𝑂(ℎ5).  

 
Fig.3: Variability of 𝜑1′ and 𝜑2′with 𝐹𝑟 and 𝐷𝑎.  Fig.4:Variability of 𝜑1′ and 𝜑2′ with 𝑀. 

              

    
Fig.5:Variability of 𝜑3′ with heat source (𝑄 ∗> 0)   Fig.  6:  Variability of 𝜑4′ with 𝑆𝑐. 

    and heat sink (𝑄 ∗< 0)          

 

4.  Results and discussion 

 This part of the paper consists of plots which demostrate the impacts of concentration, 

mass transfer, temperature, heat transfer and velocities under Blasius conditions. Values of 𝜆1 =
𝜆2 = 0, 𝜆3 = 𝜆4 = 0.1(ifnotmentionedseparately) . If not mentioned separately the values of 

other parameters in both cases are fixed to 𝑄∗ = 3, 𝑀 = 3, 𝑆𝑐 = 2, 𝑃𝑟 = 6.07, 𝐵 = 3, 𝐹𝑟 =
0.2, 𝐷𝑎 = 0.63, 𝑁𝑏 = 0.05 and 𝑁𝑡 = 0.02.  

4.1 Variations in velocity 

 Velocity plots are maintained against the Casson parameter, Darcy number, magnetic 



field parameter, and Darcy-Forchheimer number via figures 1-4. It came in to notice that the 

velocity is increasing with the Casson parameter. Non-Newtonian properties of Casson number 

enhance the viscosity and curtail the yield stress. This should reduce the velocity of the nanofluid 

near the surface but contrarily it is increasing because of it has minimal impacts in case of free 

stream. Boundary layer thickness is noticed shrinking Figure 1. The porous medium permeability 

is reducing with increasing increments in 𝐷𝑎 and curtailing with increments in 𝐹𝑟. This forces 

the velocity of the fluid to grow with decreasing 𝐷a and increasing 𝐹𝑟(Please see figure 2-3). 

Another Figure 4 depicts that the larger electromagnetic force has minimal impacts on free stream 

velocity. The normally induce magnetic increase in the circular motion of the fluid.  

4.2 Variations in temperature and concentration 

 Figure 5 shows the temperature variation with Q*. with reducing heat sink, the 

temperature is increasing and with increasing heat source temperature is also increasing. It means 

the heat sources sink can significantly control the temperature. In another figure 6, the Schmidt 

number forcing the concentration to curtail. Concentration is reducing since the increasing 

Schmidt number is related to higher dynamic viscosity and low mass diffusivity.  

4.3 Variation in heat and mass transfer 

 Figure 7-8 are maintained to depict the nature of heat and mass transfer rate. It is 

concluded that the heat transfer rate in Casson nanofluid can be enhanced by controlling the heat 

source and Schmidt number. Also if a heat sink is installed then minimum heat loss will be 

there(See figure 7). The mass transfer rate can be enhanced by controlling the Schmidt number and 

Brownian motion.  

 
Fig.7:  Variability of heat transfer rate        Fig.8:Variability of mass transfer rate with 𝑁𝑏  

with 𝑄 ∗ and 𝑆𝑐.                                                 and 𝑆𝑐. 

              

5.  Conclusion 

 

Forchheimer effects on an electrically conducted, 3D Casson nanofluid under Blasisus 

conditions are studied in this paper. The shooting method(Newton-Raphson) along with RK45 is 

incorporated. The following observations are important to consider. 

• Velocity is depicts the identical behaviour with 𝑀, 𝐹𝑟, and 𝐵 that is velocity increasing 

with increment in these parameters but 𝐷𝑎 has adverse impact. 

• Heat transfer rate of Casson nanofluid for Blasisus type flows can be enhanced by 

controlling heat source and installing a heat sink device. 

• Mass transfer rate of Casson nanofluid for Blasisus type flows can be enhanced by 

controlling the Schmidt number and Brownian parameter. 

• Concentration reduction with 𝑆𝑐 and temperature enhancement with 𝑄 ∗ is noticed. 
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ABSTRACT 

In this study, we apply Noor iteration process with complex Mandelbrot set Called composite 

function, Julia set patterns that are fused to the composite function   3 2 1f     and 

discuss their dynamical behavior. The classy orbit structure of this function, whose Julia set 

encloses the entire complex plane, is purported using figurative dynamics. We also present the 

fixed point scrutiny using proposed iteration function, which using three parameters, and 

discussed their sequel graphical analysis of complications taking place in the function. 

Keywords: Julia Set, Noor iteration, Mandelbrot sets and Feedback process. 

 

1. INTRODUCTION 

The fractals are most beautiful and full of real life applications because of their convoluted 

geometrical structure. Fractals calculation is affectionate of non-Euclidean having algorithms, we 

sculpt beautiful Julia's pattern which are not generated by any other generation model [6, 8]. 
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Julia set is introduced by grate mathematician Goston Julia in 1918. He studies the iterated 

polynomials and defines the various set of examples of fractals. And this study is extended by 

the popular mathematician and researcher Benoit B Mandelbrot in 1975 called Mandelbrot set 

are most beautiful and classy fractural structure and relate to the different pattern which is not 

definable at that time such as heartbeat and irregular shape (coastal area).  

There are many other procedure to examine fractals, one of them is most popular is the iterated 

function system which used to find the approximate fixed points of functions under appropriate 

conditions, the application of fixed point is  applied to nonlinear phenomena in different area of  

science  and arts such as computer graphic, biotechnology, physics and engineering etc.  

 

 

2. PRELIMINARIES 

2.1. Mandelbrot set  

We select the initial point 0  since it is the single critical point of the quadratic equation

  k

c z z c  , and the Mandelbrot set   is defined as the set of all c  for which the orbit of 

point 0  is bounded, that is,    : 0 ; 0,1,2,3...k

cc k bounded   an analogous 

formulation is    0k

cc doesnot tendsto asn    [13,1]. 

2.2. Julia set  

If :f 
 
is a polynomial function with complex values, then the filled Julia set Q  is 

    1
: , ,k

k
K Q z Q z doesnot tend to as k




     

where complicated space is  and  kQ z  is 
thk  iterate of Q  the filled Julia set's boundary, KQ  

,is referred to as the "Julia set" [13, 1]. 

2.3. Noor orbit  

Let us, take into consideration an iteration sequence  nx  for the starting point 0x X , such that 

the question is. 
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The sequences away from 0 and converge  , , 0,1k k k     and      , ,k k k   . The 

aforementioned repetitions are known as the Noor orbit, which is characterized by  , a 

function of five tuple  0, , , ,k k kT x    . [7] 

3. PORPOSED ALGORITHM FOR COMPOSITE MANDELBROT SET  

A Mandelbrot set is produced by using the function ( ) kf z z c   where 2k  , however when 

creating a composite function, we use the method   2 1nf z z cz  
 
where 3n   see fig1. 

Here, we are creating a composite function using the iterative Noor technique and the function

  3 2 1f z z cz   . The equation displays a basic composite function for 3n   and , , 1     . 

Here, we see that when the values of , ,    are changed, the wings in the composite Mandelbrot 

set appear at the beginning, middle, and end points [10, 4, 12]. Likewise, when the values of   

and   are changed, the wings in the composite Mandelbrot set appear at the middle, while the 

wings in the composite set appear at the starting point when the values of   are changed [5]. 

And the wings are near the tip of the composite Mandelbrot set when we adjust the , ,    

values see in fig 2,3,4,5. 

 
Fig1: Composite Mandelbrot set for , , 1    , 3n   

  
Fig2: Composite Mandelbrot set for , , .5   

, 3n   

Fig3: Composite Mandelbrot set for

.5, , 1    , 3n   



  
Fig4: Composite Mandelbrot set for

.5, , 1    , 3n   

Fig5: Composite Mandelbrot set for

, 1, .5    , 3n   

 

3.1 Corresponding Julia sets: 

We now have some stunning composite Julia sets with nested and fold symmetry that typically 

resembles a bush and a dragon curve that alludes to this fractal's most well-known appearance, 

"The Harter-Heighway Dragon"[9]. These beautiful pictures and realistic-looking natural objects, 

such bird nests see fig.(8, 9), Peacock wing eye see fig.(6, 7), which we thoroughly examined 

and discovered to have different points of attachment[11]. When we further examined these, we 

discovered that they had various points and were giving fixed points, indicating that they were 

generated by the same formula but were distinct in nature because they followed a dynamical 

system. Each variable has a unique characteristic that sets it apart from the others, although their 

origins are the same. 

  
Fig6: Composite Julia set for , 1, .5    , 

3n  2.07,0.62c I   

Fig7: Composite Julia set for , 1, .5    , 

3n  1.6989, 0.9972c I    

  

Fig8: Composite Julia set for , 1, .5    , 

3n  -0.84,1.49c I  

Fig9: Composite Julia set for , 1, .5    , 

3n  -2.69,-2.59c I  

 



3.2 Fixed Points Analysis 

A useful framework for examining a variety of nonlinear phenomena appearing in the practical 

sciences, such as complex graphics, geometry, biology, and physics, is provided by fixed point 

theory. Fractals and other intricate graphic forms were found to be fixed points in some set maps 

[2]. Fractals can be thought of as mathematical structures that are similar to themselves and have 

enough symmetry and resemblance that even very small portions of the overall structure are 

geometrically similar to it [3]. We selected , ,    between zero and one  0,1      for 

the computational investigation. 

 

Table 1: Orbit of  z for 2,0.4c I   Fixed 

point for .5, , 1      

Table 2: Orbit of  z for 

2.1488,0.0008c I   Fixed point for 

.5, , 1      

Total 

Iteration: n 
 | |z  Total 

Iteration: n
 

 | |z
 

1 0.4756 1 0.5109 

2 0.7308 2 0.5470 

3 0.8177 3 0.5877 

4 0.7762 4 0.6128 

. 

. 

. 

. 

. 

                 .  

. 

. 

. 

. 

. 

. 

54 0.6445 21 0.6262 

55 0.6445 22 0.6262 

56 0.6445 23 0.6262 

  
 

 
 

Fig. 10: Observation: In this case, we see that 

after 54 iterations, the value converges to a 

fixed point. 

Fig. 11: Observation: Here, we note that after 

21 iterations, the value converges to a fixed 

point. 

 



4. CONCLUSION 

The Noor orbit demonstrates that the boundary of the fixed point region is similar to natural 

features such as bird nests and certain types of peacock wing structures. This is demonstrated by 

geometrical and numerical analysis of composite Julia sets and composite Mandelbrot sets for 

the Noor iteration. The escape time computing method hides the intricate structure of these 

fractals. A variety of orbit traps are developed for the Noor iteration method. The study shows 

that these sets are completely original and fundamentally different from other known Mandelbrot 

sets. 
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Designing of Low Power Ring Oscillator with Less Phase 

Noise for Frequency Synthesizers by using FINFET 

Techniques 

 

 

 

 

 

Abstract 

This research presents a FinFET ring oscillator with adaptive leakage power minimization and reduction in Phase 

noise margin for Optical energy harvesting. Because these are battery-operated devices, an adaptive body biasing- 

based leakage power reduction optimizes the optoelectronic biomedical device's leakage power consumption. A 

five-stage ring oscillator with a frequency of 1 kHz was used to produce the requisite oscillation frequency. The 

suggested ring oscillator was constructed and Spectre in Cadence Virtuoso Analog Design Environment (ADE) 

was used to mimic phase noise using 20nm FinFET technology. The suggested ring oscillator's supply voltage is 

fixed at 50 mV to reduce dynamic and leakage power consumption. The suggested ring oscillator consumes only 

41.98 nW of dynamic power, which is 20% less In comparison to the conventional CMOS ring oscillator. The 

suggested ring oscillator has a leakage power consumption of 4.25 pW. The suggested low-leakage ring oscillator 

surpasses the competition and is better suited to low-power implantable biomedical devices. The suggested ring 

oscillator has a phase noise of -156.5 dBc/Hz at 1000 Hz offset frequency and a simulated temperature of 27°C 

compared to the existing CMOS ring oscillator which is - 114dBc@600KHz. 

 

Keywords- Body Biasing, Optical Energy Harvesting, FINFET, Leakage Power, Ring Oscillator, Phase Noise, 

Jitter 

 

 

Introduction 
When we convert the optical energy from a laser source using the photo voltaic cell to electrical energy it 

will be ofthe order of microvolts [1]. To boost up this 

energy we gofor an Energy harvesting system. One of the major components of Optical energy harvesting systems is 

oscillators. This paper is focused on the oscillators which play a major role in Energy harvesting. Oscillators are 

used in Charge pumps (CP),DC-DC Converters, Phase-Locked-Loop (PLL), etc. 

An oscillator can take many forms, such as a ring oscillator or a harmonic oscillator. Harmonic oscillators are very 

complex and generate stable frequencies with high-quality factors (Q), but they consume a lot of power. Battery-

operated implantable biomedical devices cannot be used with them. Ring oscillators, in contrast, are based on very 

simple circuits and consume very little power, so they are better suited to implantable biomedical systems. 

 

Ring oscillators are used to synchronize the computation processes in any digital system. Ring Oscillators Have a 

Wide oscillation range, Smaller Size, and Highly integrated multiphase output compared to LC Voltage Controlled 

Oscillators. Harmonic oscillators provide a stable frequency with a very high-Quality factor but they consume very 

high power, which isnot suitable for battery-operated devices. Hence Ring oscillators are chosen which consume 

very less power and are very simple to design. The area occupied by the Ring Oscillator is very less thereby it 

improves the cost and yield hence well suited for Implantable bio Medical Devices. 
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In a Ring Oscillators Inverters in an odd number are connected in series with a positive feedback circuit forming a 

closed loop. This feedback from its last output to the input causes the oscillations There are two different voltage levels 

1 or 0 and the output oscillation occurs between these two voltage levels. From this output oscillation, the speed is 

calculated. The number of inverters defines the stages in the ring oscillator. Say, for instance, if the number of inverters 

used is three, then it is referred to as a three-stage oscillator. Required output frequency defines stages of inverters in 

designing the oscillator. If an oscillator is developed with a single inverter, there are no sufficient output oscillations 

and gain. Random fluctuations in the phase of frequency-domain representation corresponding to time-domain 

variations from perfect periodicity are known as phase noise in signal processing("jitter"). In general, radio-frequency 

engineers refer to an oscillator's phase noise. 

Varied degrees of periodicity or deviations in periodicity results in Phase noise. Phase noise increases at harmonic 

frequencies. As the additive noise is so close to the oscillation frequency, it cannot be filtered out. Nonlinear oscillators 

with well-designed limit cycles will be stable. 

In Section II, This article discusses the analysis of phase noise in ring oscillators, and the design of the ring.   At 

the end of the paper, we present the conclusion in section 3. 

 

1. RELATED WORK 
[1] Energy harvesting using the hybrid solar/laser light and working of outdoor SC based on storage for self sufficient 

operation is examined in this work. According to the manufacturer, SC requires the power of 10 W. Millimeter-wave 

phased-array transceivers are state-of-the-art. 

[2] Organic photovoltaic (OPVs) are demonstrated can harvest power for optical wireless data receivers. Furthermore, 

because their band gap is greater than that of silicon, these OPVs are particularly interesting for indoor applications, as 

they can better match the spectrum of artificial light. An appropriate combination of a narrow band gap donor 

polymer and a no fullerene acceptor produces stable OPVs with a power conversion efficiency of 8.8 percent under 1 

Sun and 14 percent under indoor illumination conditions. 

[3] The photo voltaic effect, which is underutilized in modulators, Optical modulators use semiconductors with light 

as input and generate electrical energy. This effect is used to show a silicon modulator that uses sub- a/bit electrical 

energy at sub - GHz rates, which is useful for massively parallel input/output systems such as brain interfaces. 

[4] Briefs about the energy harvesting system with a fault-tolerant method and also give the role of oscillators in the 

energy harvesting system. 

[5] For particular power consumption limitations, this paper presents a paradigm for assessing CMOS ring 

oscillatorphase noise. Both linear and nonlinear operations are taken into account in this model. It implies that for 

minimal phase noise, quick rail-to-rail switching is required, as well as up-conversion. The current bias/ control 

circuit's low-frequency noise can have a big impact. This phase noisemodel has been verified using Results of 

simulation and measurement, In addition, it had a phase noise of 114dBc/Hz coupled-ring oscillator. 

 

2. PURPORTED TIME-DELAY  OSCILLATOR 

 
The purported low leakage 5-stage time-delay oscillator has been designed using 20nm FinFET technology. The 

schematic of the purported time-delay oscillator has been explained. Design of W/L ratio for FinFET inverter. The 

most important parameter in the Time-delay oscillator is the Threshold voltage (VTH) of the nMOSFET in the 

inverter. Required VTH can be obtained by properly designing the value of W and L of nMOSFET based on the 

inverter ratio which is given by equation (7) 

 ----(1) 
 

This 5-stage oscillator uses five inverters to produce therequired oscillation of 1KHz frequency. Adaptive Body Bias 

can compensate and achieve more uniform transistor performance despite the variations. In the purported low leakage 

FinFET time-delay oscillator, The maximum leakage Where Kr is the Inverter ratio Kn is the aspect ratio of nMOSFET 

Kp is the aspect ratio of pMOSFET. Current in the cutoff is given by the nMOSFET hence it is the main leakage power 

contributor limit leakage power, the inverter's nMOSFET bulk terminal is coupled to a negative bias voltage source via 

a pMOSFET. 

When the nMOSFET is in the cut-off state, a negative bias voltage is provided to raise the threshold voltage. Because 

the thresholdvoltage and leakage power consumption are inversely proportional, the leakage power consumption 



3 
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during the NMOSFET cutoff state can be considerably reduced. 

 
Where μn is the electron mobility 

Cox is the oxide layer capacitance 

W is the FinFET device-width 

L is the FinFET device Length 

 
 

 

Similarly Eqn 2                                       --------------------(2) 

 

 
Where μn is the electron mobility and Cox is the oxide layer capacitance. 

 
Substituting Equation (2) and (3) in equation (1) we get the frequency of operation of the time-delay oscillator can be 

calculated. 

 
The value of L is 20nm from the FinFET library. Hence Wp will be equal to twice that of Wn. The Value of W for 

nMOSFET is chosen as 50nm hence the value of W for pMOSFET is 100nm. By considering the designed parameter 

values given in Table 1 the required Threshold voltage and the propagation delay are obtained. 
 

TABLE I DESIGN PARAMETERS OF FinFET INVERTER USED IN PURPORTED 

TIME-DELAY OSCILLATOR 
 
 

 
The W/L ratio affects the Time-delay oscillator's Phase Noise Margin. The Phase noise Margin in the Purported 

Time-delay oscillator is improved by using adaptive body biassing and designed W/L values. The output of the 

purported low leakage 20nm FinFET time-delay oscillator has been displayed in Figure. 3. The time-delay oscillator 

produces the square wave with a 50% duty cycle at its output terminal. The input terminal is given with the same 

output. Hence the time-delay oscillator produces a square wave continuously. The operating frequency is 

determined by the propagation delay (Td) and the number of stages (N) of the time-delay oscillator. 

When the supplied supply voltage is 500mV and the simulated temperature is 27 C, the purported time- delay 

oscillator has a frequency of 1KHz. To reduce dynamic and leaky power consumption, the minimal supply voltage 

was chosen to operate the suggested ring oscillator in a low swing. 

 

 

SIMULATION RESULTS AND DISCUSSION 
The design and simulation of the purported work are using 20nm FinFET technology with Cadence Virtuoso 

Analog Design Environment (ADE) EDA tools. The high-speed spice simulator ‘Spectre’ is used to plot the output 

waveforms. The simulation parameters which are used to characterize the purported ring oscillator have been listed 

in Table II. The time-delay oscillator circuit has been simulated with 500mV supply voltage when the simulation 

temperature is 27oC. Transient simulation has been performed to plot the output waveform. 
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TABLE III INFLUENCE OF FREQUENCY ON PHASE NOISE 
 

 

TABLE IV INFLUENCE OF TEMPERATURE ON OSCILLATOR FREQUENCY 
 

Random fluctuations in a waveform's phase, corresponding to time-domain deviations from perfect periodicity, 

are represented in the frequency domain as phase noise ("jitter"). The Phase Noise of the Time- delay oscillator is 

-156.5 dBc/Hz at 1000 Hz offset frequency, and the simulation temperature is 27°C. Phase noise is a type of 

specification in the frequency domain that implies short-term frequency stability. -dBc/Hz is the phase noise unit. 

Thus, at offset frequency, the offset is -156.5dBc/Hz @ 1000 Hz. When the frequency offset is 1000 Hz, the 

phase noise is -156.5dBc/Hz. A higher absolute value of phase noise is preferable. Frequency is varied from 1Hz 

to 1000Hz and the value of Phase noise have been listed in Table III. 

The influence of temperature on the frequency of the purported time-delay oscillator has been analyzed by 

varying the simulation temperature from -25 oC to 125 oC with the step value of 25 oC. The measured values 

have been listed in Table IV. When the temperature is -25 oC, the oscillator frequency is 0.948 kHz. At room 

temperature (27oC), the value of oscillator frequency is1 kHz. When the temperature reaches 125 oC, the 

oscillator frequency is 1.094 kHz. The temperature sweep analysis shows that the oscillator frequency is directly 

proportional to the temperature. 

The Influence of frequency on the Phase noise of the purported time-delay oscillator has been plotted by varying 

the frequency from 1Hz to 1000Hz. As the simulation frequency increases, the phase noise of the time-delay 

oscillator decreases. 

TABLE V SIMULATION PARAMETERS 
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The influence of temperature on the Oscillation frequency of the purported time-delay oscillator has been plotted 

by varying the simulation temperature from -25 C to 125 C. As the simulation temperature increases, the oscillation 

Frequency of the time-delay oscillator increases exponentially as shown in Figure. 5. It gives an astable Frequency of 

1KHz at a temperature of 27 C. 

 

The performance metrics of both existing and purported 5-stage time-delay oscillators with 1 kHz operating 

frequency are analyzed and compared. They are listed in Table V. The purported time-delay oscillator has been 

designed in 20nm FinFET technology whereas the existing time-delay oscillator circuit was implemented in 0.5μm 

CMOS technology. The power supply of the purported time-delay oscillator and the existing time-delay oscillator are 

500mV and 2.5V respectively. The power consumption ofthe purported time-delay oscillator and the existing time- 

delay oscillatorare 41.98nW and 150μW respectively. 

 

TABLE VI PERFORMANCE COMPARISON 

CONCLUSION 
This study proposes and implements an adaptive leakage power minimization based FinFET time-delay oscillator with 

a stable frequency of 1kHz and improved noise performance which is more suitable for Optical Energy harvesting. Since 

this oscillator produces a stable oscillation, optical energy is harvested without noise. A leakage power minimization 

method based on adaptive body biasing has been suggested. A time-delay oscillator of five-stage with a frequency of 1 

kHz was used to obtain the oscillation frequency. 20nm FinFET technology is used to design the recommended 

oscillator. 500mV of input reduces dynamic and leakage power consumption. The purported time-delay oscillator 

consumes only 41.98 nW of dynamic power in comparison to the existing CMOS time-delay oscillator consumes 50 W 

of power, whereas. The purported time-delay oscillator has a very low leakage power of 4.25 pW. The phase noise of the 

planned time-delay oscillator is - 156.5dBc/Hz. 
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Abstract. The main objective of the paper is the part of Arithmetic Logical circuits 

(ALU) i.e Subtractor circuit.64 bit parallel subtractor circuit by using core generator Xilinx 

IP core and conventional approach is simulated and synthesized with the most advanced 

Xilinx FPGAs.The proposed system uses less delay as compared to the existing 

system.RTL, placement and routing, Hardware device utilization parameters, simulation 

results and power reports are verified by using VHDL programming language. Xilinx I-

sim simulator is used for functional verification and timing verification.. X-power analyzer 

is used to calculate the power. 
Keywords. FPGA, VHDL, Xilinx IP. 

1.Introduction: A N-bit parallel subtractor, subtract the 2 inputs A (Minuend) and B 

(Subtrahend) as shown in figure 1.FA1 is the first full adder. Similarly, FA2 is the second 

full adder and FAn is the nth full adder block.Ci1 is the initialized carry input of the first 

full adder .S1, S2………, Sn-1, Sn, is the sum of the respective full adders. CO1, 

CO2…………..COn-1, COn, is the carry of the respective full adders. A1 is the LSB of Minuend 

and B1is the complement of Subtrahend. The two’s complement of a number can be done 

by converting the binary format into its equivalent 1’s complement. Here 1’s complement 

is to negate the binary number. Here, by appending ‘1’ to the LSB bit of 1’s complement, 

2’s complement notation can be attained [1]. By using basic gates, the 1’s complement of 

‘B’ can be attained through the NOT logic gate & ‘1’ is added throughout the carry to get 

the two’s complement notation  of ‘B1’. Further, this is added to ‘A1’ to perform the  

subtraction. The value of Ci1=’1’ This procedure will continue till the final full adder like 

‘FAn’ and it utilizes the carry bit ‘Cn’ to include with its input ‘An’ as well as 2’s 

complement of ‘Bn’ to produce the final output bit with final carry bit ‘Cout’. From the 
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figure, it can be seen that the first full adder carry FA1  is the input to the second full adder 

FA2 carry and the FA2 carry is the input to the third full adder FA3 carry [2].To design a 

64-bit parallel subtractor the designer requires 64 full adders which are connected in a 

cascaded manner. For example, the delay of the first full adder is 10ns [3] then to generate 

the 64th Full adder it requires 10ns×64=640ns to generate the final output

 

Fig. 1 N-bit parallel subtractor adder block diagram  

 The I-sim simulated figure as shown in fig 2 depicts One input a [63:0] is the hexadecimal 

format   “0000000000000064” and its base-10   equivalent  is  100.similarly the input 

b[63:0] its hexadecimal is  “0000000000000032” and its decimal value is “50”.The output 

diff[63:0]   is the hexa equivalent is  “0000000000000032”  and its base-10  equivalent  is  

50.The MCPD for the parallel subtractor circuit is 13.146ns through which 1.376ns for the 

logic and 11.770ns for the routing the design. Total REAL time to Xst completion requires 

44.00secs and total CPU time for finishing time  is 44.19secs. Total memory usage of the 

design 4698524 kilobytes. The table 1.1 shows the hardware device utilized report of the 

64-bit parallel subtractor. The number of slices Luts used for the design are 95 out of 

17600 available and the bonded Input output blocks are 192 out of 100 available. The 

synthesis report, RTL view, and simulation waveforms have been targeted with FPGA 

Zynq XC7Z010 [4] hardware   works on 28nm technology and has the ARM processing 

system [5] and programming logic. 

2. Proposed Work: In this digital   design era engineers use HDLs for description of any 

complex logical function. Let us assume that the digital design engineer needs the ALU to 

design, then one of the components in the ALU design is the subtractor circuit. ALU  is 

used to performs all the arithmetic and logical operations. The  operations involved such 

as subtraction, addition [6] , division and multiplication for signed and unsigned numbers. 

Logical operations such as logical shifting (left shift, right shift). This paper focuses on the 

64 bit parallel subtractor circuit. For designing the parallel subtrator circuit each and every 

time the engineers have to redesign and code has to be developed at each time they were 

using .One solution to end up with the above problem is by using Xilinx IP cores[7]. In 

Xilinx IP cores a piece of code is written for performing a specific task and there by saves 

the designers time effectively.  

2.1              64-BIT PARALLEL SUBTRACTOR:To design a 64-bit parallel subtractor. 

Below figure 3 shows the Xilinx IP core wizard. The left side shows the FPGA [8] device 

Zynq XC7Z010 Right side shows the IP(core generator & Architecture wizard). The figure 

2.2 shows the Xilinx adder/Subtractor 11.0 IP core. 
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Fig 2 64-bit parallel subtractor simulation 

. 

Synthesis Report summary 

Logic used Used Available 

No. of Slice 

Luts 

95 176000 

No.  of Fully 

used FF-pairs 

0 95 

No. of 

bounded IOBs 

100 192 

Table 1 64 bit parallel subtractor synthesis report 

Adder & Subtractor IP core is used for adding and  subtracting  the 256-bit unsigned and 

signed numbers. Apart from adder and subtractor it also performs adder and subtractor in 

the single design with one control input. 

 

  

   Fig 3 Xilinx ISE IP core                              Fig. 4  Xilinx adder/Subtractor IP core. 

Figure 2.3 is the 64-bit unsigned parallel subtractor. The figure IP core shown below has 

two GUI windows. The left GUI  part represents the symbolic representation of IP  

  A[63:0] is one 64-bit input minuend, B[63:0] is another input(Subtrahend), and CLK is 
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the clock input. The 3 inputs shown are enabled and the remaining ports are disabled the 

inputs are “ADD” which is used when we select add/subtract module. “Cin” is the carry 

input. And clock enable is representing with “CE”. The outputs are S[63:0], difference 

output of 64 bits enabled and COut carry out disabled. The disable pins are optional pins. 

For any N bit parallel subtractor the carry input should be ‘1’ and the carry output is the 

output from the previous Full adder 

The right side has the component selection. The component selection has 2 options for 

implementing the design one Fabric and another DSP, through which Fabric uses 64 LUTs 

and 64 Flip flops.DSP48 is not implemented for 64-bit subtraction. The maximum 

subtraction is allowed 47 bits with the use of 1 DSP48 processor inside the inbuilt FPGA 

hardware. 

Figure 5 shows the 64-bit parallel subtractor Intellectual property core instantiation the IP 

core is shown in the highlighted portion in the left side window and below that window, 

there is the HDL instantiation. The instantiation HDL is with .vho [9] extension an xco file 

is created and then the instantiation can be done in the VHDL code before “begin” the 

component declaration and after “begin” the  HDL instantiation can be done which is  seen 

in the right side VHDL code. The Register Transfer Level (RTL) diagram of the 64-bit 

parallel subtractor IP is shown in figure 6. After writing the code and the compilation 

process completed Xilinx generates a file with extension .ngr for the Register Transfer 

Level (RTL) schematic. ”clk” is the input signal clock pulse, X(63:0) is one of the input 

minuends to the subtractor  y(63:0) is another input to the adder( subtrahend).z(63:0) is the 

output difference. Figure 2.3 and 6 are   prototype and RTL diagrams respectively. 

 

 

Fig 5    64-bit parallel subtractor IP core.    Fig. 6 RTL schematic of 64-bit instantiation 

parallel subtractor IP core. 

Figure 2.6 shows the Xilinx I-SIM simulation [12] timing diagram of the 64-bit parallel 

subtractor. By default, Xilinx has its own simulator I-Sim but one can install the 

modelsim[10] also, a product of mentor graphics and X- sim simulator from Xilinx Vivado 

will also give the same waveforms 

One of the input for the above fig 2.6 in the timing window is x[63:0]  the  Hexadecimal 

its value “0000000000001086” its decimal value is 4230.  Similarly, the input y[63:0] and 
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its   Hexa value is “0000000000000934” its  value in the decimal  is 2356. The output 

Z[63:0]   is the  Hexadecimal  “0000000000000752” its decimal value is  1874.CLK is the 

clock pulse. 

The table 2.1 shows the hardware device utilization report of the parallel subtractor Ip-core 

with respect to the Zynq-7 series  FPGA board. The number of slice flip-flops, 4 inputs 

Slice Luts, I/O blocks, Buffer memories are 166,211,83,193,1 the MCPD for the parallel 

subtaractor is 1.158 ns through which 0.878ns for the logic to be completed, 0.279ns  for 

the routing. Total REAL time  is 37.00secs and total CPU time  is 36.43secs. Overall 

design memory  is 4740892 kilobytes. Thus the proposed method gives less delay as 

compared to the normal subtractor approach. 

 

 

 

 

 

 

   

 

 

 

 

 

3. CONCLUSION: 

The HDL implementation of  the parallel subtractor  circuit using  Xilinx Intellectual 

Property core generation method and conventional approach technique  is compared, Its 

RTL view, synthesis report, power report and  timing waveforms has been tested with 

recent Zynq-7 XC7Z010 series FPGAs which works on 28nm technology.The FPGA 

parameters like slice Luts,IOBs,LUT-FF pairs, Registers are tabulated and this device has 

the ARM processing system and programming logic. The proposed design gives less delay 

as compared to the conventional approach. The IP core approach method gives 1.158 ns of 

delay. The total power consumption of  the design is 0.56 W by using an X power 

analyzer. 
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Abstract. 
 
In present period, wide variety of technologies are enforced in order to enhance the data rate 

for better quality of services. In this paper, an elaborated study has been done that 

substantially focuses on the need and the comparative analysis between different designs of 

spatial filters. At present, frequency dependent surfaces are used in variety of fields such as 

satellite communication, radome operation, wireless communication and numerous others. 

Keywords. Frequency Dependent Surface (FDS), Resonance frequency, Spatial filter, 

Polarization, Radome. 

1. INTRODUCTION 

Frequency dependent surfaces (FDSs) are a type of periodic structures which can act as both 

band pass as well as band stop filter. These periodic structures are identical and repetitive in 

their geometry. FDS are planer structures in one or two dimensions. In case of 

electromagnetics, FDS are called as spatial filters which transmit the desired signals and 

obstruct the undesired signals. In FDS, transmission and reflection happen when the 

frequency of incident wave tunes with the frequency of the element which is used for its 

construction. FDS can be subdivided into two categories on the basis of their geometries that 

is inductive FDS and capacitive FDS. Inductive FDS often act as a high pass filter and 

capacitive FDS acts as low pass filter. Coming towards the applications, FDS finds its 

application in enormous fields in present times such as military, commerce, RCS (Radar 

Cross Section Control), satellite applications and many more. In order to increase the data 

speed and to enhance the quality of services, advance antennas are used but they prove to be 

less sufficient in order to meet the demands. Use of FDS has improved all the antenna 

parameters by reducing the interference. FDS provides huge dual band separations in order 

to reduce the risk of being detected by a Radar. It is widely used in military applications. [1-

6] 

Primarily, FDS is a periodic surface comprises of 2D arrays of components on a dielectric 

substrate that exhibits transmission and reflection at a certain resonant frequency. When the 

frequency of an incoming plane wave matches the resonance frequency of FDS, 

transmission or reflection occurs. FDS has spatial filtering properties and can be 

implemented as a bandpass or band stop filter with least attenuation of 20dB. When FDS 

and antenna is integrated gain will increase. The frequency response of FDS is a function of 

mailto:akshitagupta099@gmail.com
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incident angle, frequency and polarization of incident plane wave. These FDS’s are also 

useful in filtering out unwanted EMI signals and for this purpose fan shaped FDS has been 

mostly used. [7-11] 

For some applications, FDS is required to have an ability of changing the frequency with the 

change in time. For this purpose, active elements are being inserted inside the structure of 

FDS surfaces making it as active frequency dependant surfaces (AFDS). AFDS consists of 

a metallic grid engraved on a dielectric substrate. The geometry of the FDS also plays an 

important role in its frequency response and radiation characteristics [12-13]. 

               

 

                                                   Fig. 1.1 FDS Geometry 

 

 

                                              

Fig. 1.1 Geometry of FDS 

When an EM wave strikes on a unit cell of FDS, then it can be seen as an equivalent lumped 

circuit comprising of a LC circuit, whose resonance frequency can be calculated on basis of 

the values of lumped circuit elements [7]. 

 fr =  
1

2𝜋√𝐿𝐶
                                                                                                                               (1.1) 

 

fr =  
𝑓𝑜

√∈𝑟+1

2

⁄                                                                                                                                               (1.2) 

The absorption factor (A) can be given as –  

A = 1-|ℾ|2 -|𝑇|2                                                                                                                         (1.3)         

where,  ℾ is reflection coefficient and T is transmission coefficient.                                                                                                                           

2. INSIGHT TO FABRICATION TECHNIQUES 

FDS is divided into 3 categories; 

Based on array element, there are three types –  

i) Basic element- which includes centrally connected looped shapes, patch shapes,     

combination of all FDS, 

ii) Convoluted- used where miniaturized FDS are demanded and flexibility is the main 

challenge and 

iii) Fractal type- where size reduction and multiband behaviour of element is required. 

x 

y 
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Fig. 2.1 Types of FDS 

Based on structure, it can be divided into the following types –  

i) Single layer- made up of 2D array of periodic resonant element,  

ii) Multilayer- is used when a broadband response is required in a particular frequency range, 

iii) AFA - are taken in use to achieve high frequency selectivity and  

iv) 3D - grants wide choice of designing methods, sharp cut - off and high flexibility. 

On the basis of application, it can be characterized into six different types – 

i) Active- are able to control EM performance by tuning the exterior excitation and addition 

of this element in FDS provides reconfiguration feature, 

ii) Absorber- used for absorbing reflected signals in stopband by introducing absorbing array 

elements, 

iii) Optical - used for the applications where a sharp response of frequency is needed with 

its peak centring the same resonant frequency always,  

iv) Wearable- includes temperature sensor which works on modulation of back scatter field 

and this element can be attained to body,  

v) Meta Skin - provides stretchability to the FDS with frequency selectivity and  

vi) Textile - used in conferences, screening on clothes and are easy to control. 

 3.            COMPARATIVE ANALYSIS  

Ref. 

No. 

Overall 

Dimensions 

(mm) 

Central 

frequency 

(GHz) 

𝝐𝒓 

(Relative 

permittivity) 

Substrate 

material 

Bandwidth 

(GHz) 

Remarks 

[11] 13 x 13 x 

1.6 

4.51     4.4 FR4 3.2-5.8  Designed a polarization 

independent FDS for S 

and X bands. 
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[14] 6.5 x 6 9.5 4.4 FR4 5 Designed for frequency 

range 7.5-11.5 GHz. 

[15] 40 x 30 6.6 4.4 FR4 6-8 The proposed model is 

used for ultra- 

wideband frequency. 

[16] 16 x 16 x 

1.57 

10.15 2.2 

 

Rogers/RT 

Duroid 

5880 

9.5-10.8 High sensitivity, sharp 

roll-off. Used for 

designing multi-layer 

radomes working for X-

band frequency. 

[17] 7 x 1.41 x 

0.5 

11 3 Arlon 

AD300 

10-12 Designed FDS for 

shielding of X-band 

satellite 

communication. 

[18] 6.2 x 6.2 x 

1.6 

3.7 4.4 FR4 2.4-5 Proposed design is used 

for WLAN application. 

4.           CONCLUSION 

This paper dealt with the introduction to different parameters of various frequency 

dependent surfaces with a classification of them on the basis of various parameters. It 

showed how the performance of the antennas can be modified and enhanced by using 

frequency dependent surfaces instead of using traditional antennas. It is interpreted that the 

parameters and geometry of the frequency dependent surface can be varied according to the 

requirement, making them particularly application oriented and cost effective. The 

frequency dependent surface domain holds its use in the coming time and will provide the 

mankind with a more effective and easily tunable transmission devices. 
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Abstract.  

 

The most talked about topic in the 21st century is climate change and global warming, about how it can cause 

the extinction of the human race. But there is another unpredictable, yet inevitable event, which could cause 

mass extinction and catastrophic damage to the Earth, which most researchers believe to be long overdue. It is 

an event of asteroid collision. This scenario is filled with uncertainty and was previously thought to be 

unavoidable. But, with the current advancements in space technology, scientists have developed a concept of a 

spacecraft which is capable of steering the asteroid off its course to prevent a collision. This paper analyses the 

feasibility of such a spacecraft, i.e., the Gravity Tractors by making use of a strawman asteroid. 

Keywords. Gravity Tractor, Asteroid, Near Earth Object, Artificial Gravity 

1. INTRODUCTION 

Since the dawn of humanity, uncertainty regarding the fragility of civilization has loomed over us. Mostly 

regarded as a sign of something divinely by the previous generations, meteor showers and comets have always 

been a subject of interest to humans.  

This belief changed after the accidental discovery of the first ever asteroid, Ceres, by Giuseppe Piazzi in 1801 

(Asteroids | Exploring the Planets). 

And since the discovery of asteroids, we have acquired the knowledge of the threat they pose as well, to 

humanity as well as our planet Earth. To put it in perspective, it is presumed that an asteroid, approximately 10 

kms wide, collided with Earth millions of years ago, resulting in the extinction of the entire species of dinosaurs.  

With asteroids having the potential to cause catastrophic damage to the planet, it has become a matter of 

importance to carefully study and observe these objects. There are more than 27,000 near Earth objects and 

according to NASA's Center for Near Earth Object Studies, over 26,000 of these objects classify as near-Earth 

asteroids (Asteroids | Exploring the Planets). Harnessing the clean energy is novel approach for the space 

mission [1]. For the space mission small thruster like hall and ion will be effectively work , hall thruster draw 

the attention from the researcher recently.[2] 

Hence to tackle this life-threatening problem, many nations have collaborated to start ‘Spaceguard', to study, 

analyse and survey all the NEOs. In addition to this, Spaceguard has also been researching methods to avoid 

asteroid collisions. 

2. THE KEYHOLE CONCEPT 

One of the most significant concepts Spaceguard came up with was the Gravity Tractors. In theory, gravity 

tractors are deflector machines, using gravity to change the trajectory of the incoming asteroid. To understand 

how gravity tractors work, you would first require to understand the keyhole concept. When an asteroid in space 

is predicted to collide with the Earth, it is vital that it follows a certain path to do so. But, before reaching our 

planet, the NEO has to go through a ‘keyhole’ in space, to ensure its collision. To explain further, just like a 

‘lock and key’ system, where a key of particular shape and size only can open the lock, the ‘keyhole’ in space is 

a similar concept, where the asteroid acts as a key and this particular area as the lock. Upon successfully passing 

through this area, the asteroid has the maximum possibility to barge into the Earth’s surface. Therefore, a target 

Study of Gravity Tractor efficiency for a NEO 

mailto:ramesh_k@hre.iitr.ac.in
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plane is usually chosen to define the keyhole, hereby referred to as the b-plane. This plane is perpendicular to 

the path followed by the asteroid during a close planetary or lunar approach.[3] 

 

Fig 1: Conceptual figure of a Gravity Tractor [4] 

 

3. WORKING OF GRAVITY TRACTORS 

3.1. Theoretical Deflection Formula 

When it comes to asteroid collisions, there are two primary planes at play. The A plane is the plane of the 

asteroid, located in space, whereas, the B plane is the predicted impact area, located on the Earth, i.e., the 

projected plane. The distance from the Earth’s surface to the undeflected impact point is used to calculate the 

deflection required to be caused by the gravity tractor. 

 

Fig 2: Keyhole and B-plane. MOID - Minimal Orbital Intersection Distance [5] 

For example, in Fig.2 no impact on Earth can occur, as the impact location is not on Earth’s image. This figure 

also shows that sometimes the impact plane might not be on Earth, but the close proximity of the asteroid 

trajectory paves way for future impacts. [5] 

A generalised formula of asteroid deflection has been developed by Izzo. [3] 

 

This formula is used to calculate the deflection on the projected plane of the Earth and here, it denotes the 

estimated date of collision. From this formula, we get to know that impact intensity is dependent on when the 

deflection starts, i.e., the earlier the deflection starts, the more is the final deflection.  

3.2. Working 

In Izzo’s concept of a gravity tractor, a spacecraft is sent into orbit, near the potentially harmful asteroid. It is 

then positioned either in front of or behind the NEO. To keep its relative position, the vehicle, with mass m1, is 

https://cneos.jpl.nasa.gov/doc/B612_Final_Report_111608.pdf
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required to continuously apply a thrust of T, to maintain its relative position. Absence of thrust would lead to 

the crashing of the spacecraft into the asteroid.   

 

Fig 3: Classic and Constant profiles comparison [6] 

 

The tilt in Fig.3, marked as possible target corner, is necessary, to avoid the crash of spacecraft onto the 

asteroid. Otherwise, in any other case, it would result in the generation of counteract force due to mutual 

gravity. This in turn adds thrust to the asteroid, lesser than the magnitude of gravitational potential binding force 

at that point.  

 

4.3 Dynamics 

The gravity tractor advances under the influence of both the asteroid as well as the Sun. The relative motion of 

the IDM with respect to the selected asteroid in heliocentric reference frame, given by the Newtonian dynamics 

is, [5] 

 

 

 

Where, 

 

 

 

 

5. Objective 

This paper mainly focuses on analysing the viability of the concept of gravity tractors, mainly dealing with near 

earth objects’ (NEO) impact mitigation. 
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6. Methodology 

Since we are not equipped with the software and data to study and simulate the required objective, we have 

taken information from research conducted by NASA’s JPL.[3]To understand how the asteroid behaves, we 

have to assume the required data of an asteroid: A strawman NEO with the following characteristics was 

selected as the target asteroid:  

Table 1: Asteroid data [3] 

Category Description 

Asteroid name 2016 NM4 

V∞  5-10 km/s (with respect to Earth in the range) 

Effective 

diameter 

140 m 

Bulk density 2.0 g/cm3 

Axial ratios 1:1:2 

Rotation period 12 hr 

Rotation pole 

obliquity 

45° 

Size and spin Varied 

Discovery time 2016 

Impact location 5400 km south of Los Angeles and 1500 km NW of Easter Island in the southern part of the 

Pacific Ocean 

Impact time 2049 
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Fig 4: Impact location [3] 

6.1 Understanding the asteroid’s orbit 

The hypothetical asteroid we considered comes under the Aten-class asteroids. Its mean motion ratio is close to 

13:10, 13 indicates the revolution of the asteroid and 10 indicates the time period (in years) after which its orbit 

will repeat. The asteroid’s closest approach occurs in 2046, where its minimum distance is about one lunar 

distance.  

For the required calculations in this project, the motions of other objects were assumed based on the available 

data. The bodies include the Sun, the Moon, all the planets and 4 other asteroids, in addition to the effects of 

solar relativity.  

 

 

Table 2. Mapping the timeline of close approaches within 0.1 AU of 2016 NM4 from discovery to impact. [3] 

7. Results 

The probability of post-deflection orbit of the asteroid missing the keyhole is very high, despite the probability 

being only 10-4. 

The close approach in 2046 enables us to increase the effectiveness of the gravity tractor, which increases the 

2049 b-plane deflection factor relative to the 2046’s b-plane of 100. 

The t-Gt in the simulation can achieve an acceleration of 2.5 x 10-12 m/s2, which is 6.5 µm/s per month. The 

force corresponding to the asteroid’s mass is 7.2 mN. It is assumed that the asteroid was successfully deflected 

before the secondary impact in 20149.  
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8. Conclusion 

The concept of a gravity tractor spacecraft would not only prevent Earth-collisions, but also would help in 

mitigating the uncertainty of safety during any deep-space explorations. This paper studied the efficiency of the 

spacecraft, along with the asteroid trajectory, yielding positive results. The manufacturing and implementation 

of this vehicle would signify a great milestone in space-technology. 

The problem of space debris is one drawback to this idea. We have deep dived the space-debris clean up system 

as a way to lessen this. We will launch our space debris clean up system, which will during the first stage reach 

the debris particles' speed, once we have determined the positions and speeds of the debris particles. The space 

debris clean up device and the debris are both relatively stationary. Following that, the space debris removal 

system will approach the debris and smash with it at a sufficient impact velocity for the debris to be cold welded 

to the system. We can remove a group of space debris particles since most small debris particles cluster around 

the earth's orbit. The space debris removal system experiences a lot of atmospheric drag after removing space 

debris from a group. As a solution for this, it uses its propulsion system to adjust its orbit to the International 

Space Station's height, where the collected debris is being removed. The system is then again put into use [7].  

As Mars is the next big destination, due to its closeness to our planet, there are many reasons to explore this Red 

Planet and search for human existence and getting prepared for future human [8]. Therefore, with the growing 

need for space explorations, not just for Earth, but, this concept can be used to avoid asteroid collisions on any 

planet.  
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Abstract 

In this research, an Augmented Mixture of Experts (A-MoE), a modified form of a committee machine i.e., (MoE), 

is used to provide a one-step solution for predicting dynamic non-linear behavior of wideband RF power amplifier 

(PA) along with other impairments of the direct-conversion transmitter (DCT) such as I/Q imbalance and DC offset. 

For data acquisition for modeling, we have utilized a class AB-PA-driven transmitter with a wideband three-carriers 

Long-Term Evolution (LTE) signal. The modeling performance for behavioral modeling of DCT obtained for the A-

MoE model show better performance than multilayer perceptron (MLP) neural networks (NNs) and other machine 

learning methods for actual device data in term of normalized mean squared error (NMSE). Hence, the purposed 

method provides a noval solution for efficient behavioral modeling of PA or DCT's, reporting the performance level 

much better than comparative methods. 

Keywords. PA nonlinearity, Mixture of Expert, Direct-Conversion Transmitter, transmitter impairments, Long-

Term Evolution (LTE) signal.  

1. INTRODUCTION 

In modern communication systems, for enhancing spectrum efficiency with restricted spectrum resources, 

researchers have utilized higher-order modulation techniques like quadrature amplitude modulation (QAM), 

wideband code division multiplexing (WCDM), and orthogonal frequency division (OFDM). Due to wideband 

envelope varying signals with high peak-to-average power ratio (PAPR), these higher-order modulation techniques 

are more sensitive to the non-linear behavior of PA and produce more non-linear distortion than other similar 

average power leveled low PAPR modulation-based communication systems. Hence to compensate for nonlinearity 

in PA, different linearization techniques have been used in the digital domain of the transmitter section, in which 

digital predistortion is the most popular and widely used linearization technique [1].  

In a wideband communication system, the high PA starts to show the memory effect because of the input signal's 

larger bandwidth. In such cases, memoryless models [2-4] attain limited linearization performance, and hence 

memory capable models comprising structures capable of modeling them are used. The Volterra series is taken as a 

reference model for the accurate modeling of dynamic (memory-based) non-linear systems [5]. A large number of 

coefficients (Volterra kernels) is one major drawback of the Volterra model and the number of coefficients increases 

exponentially in the Volterra model with an increase in the nonlinearity degree and memory depth of the series, which 

in turn surges the computational complexity of the model with slow convergence. A comparative study between 

various Volterra-based methods, such as Memory polynomial (MP), generalized memory polynomial (GMP), and 

Dynamic Deviation Reduction (DDR), etc. was done based on the complexity and performance of the models by 

Ghannouchi et al. [6] and concluded that these polynomial models present higher modeling accuracy of the narrow 

band signal or less complex PA or moderately non-linear PA. But these methods still have large hardware 

complexity and numerical instability due to dispersion coefficient and data matrix ill-conditioning. 

A DCT chain/system of communication system has several imperfections, i.e., DC offset and I/Q imbalance, etc., 

and these imperfections are generated by the gain and phase mismatch behavior of the non-ideal local oscillator 

(LO) carrier leakage and the modulator [7], respectively. In various instances, PA nonlinearity-based distortions also 

additionally distort the performance of the communication system degrading the output signal. Most of the 

aforementioned techniques only emphasize PA nonlinearity-based distortions, which essentially generate the need 

for developing a convenient solution for compensating all the mentioned impairments associated with the DCT 

chain in parallel. 



Recently, due to the capability of universal approximation and excellent adaptive nature, NNs are proficiently used 

for the behavioral modeling of static and dynamic PAs having time-delay tap [8]. Unlike existing linearization 

methods, such as Volterra and its variants, NN-based linearization methods [9,10] provide a one-step process 

solution for estimating and linearizing the DCT without any extra branch. NN models have also been integrated with 

the augmentation concept [10] etc. to provide enhanced performance.    

This article uses the MoE method with an augmented concept for digital-domain behavioral modeling of PA or 

DCT's imperfections. In this line, the remaining paper is organized as follows. Section 2 gives the details of 

transmitter distortion parameters values and PA device/signal details utilized for implementing the behavioral 

modeling of the amplifier. Section 3 demonstrates the modeling methodology of MoE with the aforementioned 

concept. Section 4 presents the results and discussion related to the A-MoE method and compares its results with 

different neural networks and machine learning methods like Multilayer perceptron (MLP), Adaboost, K-Neighbors, 

Linear Regression, Linear Support Vector Regression (SVR), and Decision tree and lastly, a brief conclusion is 

presented in Section 5.  

2. TRANSMITTER DISTORTION PARAMETERS AND PA DEVICE/SIGNAL 

INFORMATION 

The complete equation of the impaired signal at the output of the modulator (Vt−impair(t)) of the DCT can be given 

as (1) [9].  

Vt−impair(t) = 𝐼𝑛(t) cos(ωct) −𝑄𝑑(t) sin(ωct) + ζ(t)                        (1) 

where  𝐼𝑛(t) and  𝑄𝑑(t) are the I/Q components of the baseband input signal respectively, ωc is the carrier’s angular 

frequency, and ζ(t) is the overall impairment error demonstrated by the DC offset and I/Q imbalance [9]. 

Table 1 Different DCT distortion considerations  

 Distortion Parameters  Level of Distortion 

Condition 1 PA nonlinearity PA nonlinearity: 4 dB compression  

 

Condition 2 PA nonlinearity and I/Q 

imbalance 

PA nonlinearity: Same as condition 1 

I/Q imbalance: 1 dB gain compression and 3-

degree phase compression 

Condition 3 PA nonlinearity and DC offsets PA nonlinearity: Same as condition 1 

DC offsets: 3 and 5 % for I and Q respectively 

Condition 4 PA nonlinearity, I/Q imbalance, 

and DC offsets 

PA nonlinearity: Same as condition 1 

I/Q imbalance: same as condition 2 

DC offsets: same as condition 3 

Table1 shows the several conditions of distortion utilized for behavioral modeling of DCT in the present work. The 

effect of these distortion parameters can be observed as AM/AM and AM/PM characteristics of the DCT in the form 

of distortion [11]. Since DPD linearization techniques are based on the capability of performing behavioral 

modeling using the considered model, and if the considered model is inept in precisely recording the effect of these 

modifications, the system performance might severely degrade [7]. 

The present work utilizes class AB-PA for developing behavioral modeling of a DCT system. The whole chain of 

the transmitter considered a device under test (DUT), is operated through a three-carriers wideband LTE input 

signal. This input signal carries two carriers in the ON state with the middle carrier in the OFF state (LTE101) at 

two bandwidths, 11 MHz (10.68 dB PAPR) and 16 MHz (11.39 dB PAPR). The other system conditions are 2 GHz 

center frequency with 92.16 MHz sampling frequency.  



3. MODELING METHODOLOGIES OF A-MOE 

Many methods have been introduced to enhance the performance of the solo DPD method. Out of them, the 

augmentation concept is one that has been successfully implemented [12] to show better behavioral modeling and 

mitigating abilities with respect to individual behavioral/DPD methods. The improved performance results inspire us 

to inculcate an augmentation scheme in the MoE method for enhancing the performance of MoE behavioral 

modeling. The architecture associated with A-MoE is presented in Figure1 (a). MoE [13] is an example of 

supervised learning and has a modular structure [14]. MoE has two core parts in its structure i.e., a set of experts 

network and a single gate network having a single-layer NN, comprising of K neurons where every neuron is 

allocated a specific expert. Both the experts and gate networks act synchronously to solve a non-linear supervised 

problem statement through Divide-and-Conquer operating principle [14]. Figure1(b) and (c) are representing the 

expert’s signal flow graph and the gating network’s signal flow graph respectively. If, the input vector to the kth 

expert is given by (𝐱), and (𝑤𝑘) is the synaptic weight vector of this expert network along with the bias term (b), 

then the output (𝑦𝑘) generated by expert k is given by equation (2) 

𝑦𝑘 = 𝑤𝑘
𝑇𝒙 + 𝑏                  (2) 

where the input vector (𝒙(𝑛)) form utilized in the proposed work is given as, 

𝒙(𝑛) =

⌊
 
 
 
 
 

𝐼𝑖𝑛(𝑛), 𝐼𝑖𝑛(𝑛 − 1), 𝐼𝑖𝑛(𝑛 − 2), 𝐼𝑖𝑛(𝑛 − 3), . . . , 𝐼𝑖𝑛(𝑛 − 𝑀)

𝑄𝑖𝑛(𝑛), 𝑄𝑖𝑛(𝑛 − 1), 𝑄𝑖𝑛(𝑛 − 2), 𝑄𝑖𝑛(𝑛 − 3), . . , 𝑄𝑖𝑛(𝑛 − 𝑀) 

𝐼𝑖𝑛(𝑛)3, 𝐼𝑖𝑛(𝑛)5, … . , 𝐼𝑖𝑛(𝑛)𝑁

𝑄𝑖𝑛(𝑛)3, 𝑄𝑖𝑛(𝑛)5, … , 𝑄𝑖𝑛(𝑛)𝑁

|𝒙𝑖𝑛(𝑛)|, |𝒙𝑖𝑛(𝑛)|3, … , |𝒙𝑖𝑛(𝑛)|𝐿 ⌋
 
 
 
 
 

         (4) 

where  𝐼𝑖𝑛(𝑛) and  𝑄𝑖𝑛(𝑛) are in and quadrature-phase elements of the current samples, 𝐼𝑖𝑛(𝑛 − 𝑀) and 𝑄𝑖𝑛(𝑛 − 𝑀) 

are in and quadrature-phase elements of the past samples, M, N, and L represent the input signal’s memory depth, 

phase component’s odd orders, and input signal’s absolute value respectively.  

 

Figure 1. (a) Architecture of A-MoE, (b) Expert network’s signal flow graph, 

(c) Gating network’s signal flow graph 

The probability of determining the target vector corresponding to a specific input through the MoE model is 

calculated through the following equation (5) [13], 

𝑃 (𝑦|𝒙, ∅𝑔, ∅𝑒) = ∑ 𝑔𝑙  (𝒙, ∅𝒈) 𝑃 (𝑦|𝒙, 𝑙, ∅𝑒) 
𝐿
𝑙=1                (5) 

where 𝑔𝑙  (𝒙, ∅𝒈) represents gating function providing selection probability for lth expert, 𝑃 (𝑦|𝒙, 𝑙, ∅𝑒) is the 

occurrence probability of output y for a given input x using lth expert, ∅𝑔 and ∅𝑒 are gate and expert’s set of 



parameters. The modified gating form for the modeling has been adapted from Xu et al. [15].  Further, detailed 

information on the MoE method has been given in [11, 13].   

Here, we are using two A-MoE networks for behavioral modeling of the DCT, where one network has been utilized 

for the input signal’s in-phase components while the other is for the input signal’s quadrature-phase component. The 

final output signal is obtained by combining these two outputs from individual A-MoE networks, i.e., in-phase and 

quadrature-phase components of the output signal, and the final form of the output signal is given by the following 

equation (8) 

𝑦𝑜𝑢𝑡 = 𝐼𝑜𝑢𝑡 + 𝑗 ∗ 𝑄𝑜𝑢𝑡                   (8)   

4. SIMULATION RESULTS AND DISCUSSION RELATED TO DYNAMIC 

BEHAVIORAL (CLASS AB-PA) MODELING CAPABILITY OF A-MOE FOR 

VARIOUS SIGNALS 

For modeling purpose, 13 number of experts have been optimized in the A-MoE model by analyzing NMSE 

performance, the most vital system performance element. The values of M, N, and L are 2, 5, and 3 respectively. The 

number of samples which are used for the training and validation purpose is 38 K and 35 K, respectively. NMSE is 

determined as, 

𝑵𝑴𝑺𝑬 = 𝟏𝟎 𝒍𝒐𝒈𝟏𝟎 (
∑ (𝑰−𝑰𝒅𝒆𝒔𝒊𝒓𝒆𝒅)𝟐+(𝑸−𝑸𝒅𝒆𝒔𝒊𝒓𝒆𝒅)𝟐𝒁

𝒊=𝟏

∑ (𝑰𝒅𝒆𝒔𝒊𝒓𝒆𝒅)𝟐+(𝑸𝒅𝒆𝒔𝒊𝒓𝒆𝒅)𝟐𝑵
𝒊=𝟏

)                               (9)   

where Z is the sample length.  

The performance related to behavioral modeling of the A-MoE model in terms of NMSE has been mentioned in 

Table2 for three carriers' LTE signals. The values of NMSE in Table2 reflect that the A-MoE model is efficiently 

capable of performing behavioral modeling corresponding to every signal with different impairment conditions of 

DCT which have already been mentioned in section 2.1. 

Table 2. A-MoE behavioral modeling performance for DCT/ PA characteristics in terms of NMSE 

A-MoE 

(LTE (4G) Signal) 

NMSE (dB) 

Training Validation 

LTE101 (3-5-3) 

 

Condition 1 -37.15 -37.01 

Condition 2 -37.57 -38.10 

Condition 3 -36.92 -36.78   

Condition 4 -38.53 -38.04 

LTE101 (3-3-10) Condition 1 -38.63 -37.16 

Condition 2 -36.50 -36.01 

Condition 3 -35.92 -35.56 

Condition 4 -36.88 -35.62 

Now, we are comparing the behavioral modeling performance of the proposed method with NNs and machine 

learning-based methods in terms of NMSE for both the LTE101 signals with different bandwidths for various 

impairment conditions. Table3 shows the NMSE of different methods with the A-MoE method, which shows that 

the A-MoE method, overshadows all the considered methods. 

 

A-MoE methods performance capability was further analyzed in the time domain through AM/AM and AM/PM 

characteristics (Figure2); and frequency domain using a power spectral density (PSD) plot (Figure3). From Figure2, 

it can be observed that the proposed model precisely captures PA/DCT’s non-linear characteristics in presence of 

I/Q imbalance and DC offset for the validation dataset and expresses its efficient capability for modeling. 

 



 
Figure 2. (a) AM/AM, (b) AM/PM characteristics of DCT’s non-linear characteristics using proposed A-MoE model 

corresponding to LTE (101) 3-5-3 signal 

Table 3. NMSE Performance comparison of A-MoE with different NNs and Machine learning methods for 

modeling of PA/DCT characteristics 

Methods Signal Bandwidth (LTE (4G) Signal) & Distortion Components 

LTE101 (3-5-3) 

(TWO Memory elements in Input Data Vector) 

 

LTE101 (3-3-10) 

(TWO Memory elements in Input Data Vector) 

Condition 

1 

Condition 

2 

Condition 

3 

Condition 

4 

Condition 

1 

Condition 

2 

Condition 

3 

Condition 

4 

NMSE NMSE NMSE NMSE NMSE NMSE NMSE NMSE 

A-MoE -37.01 -38.10 -36.78   -38.04 -37.16 -36.01 -35.56 -35.62 

MLP  -34.78 -35.85 -35.83 -35.80 -35.97 -35.91 -35.68 -34.61 

Adaboost  -18.96 -18.38 -18.45 -18.33 -17.30 -17.74 -17.49 -17.58 

K Neighbors  -34.22 -35.21 -35.21 -35.22 -35.44 -35.46 -35.48 -34.26 

Linear Regression -23.82 -23.93 -23.8 -23.85 -23.98 -23.99 -23.85 -23..80 

Linear SVR  -22.77 -22.88 -22.77 -22.76 -22.97 -23.02 -22.82 -22.72 

Decision Tree  -33.8 34.1 -34.20 -34.27 -34.37 -34.39 -34.39 -33.26 

 
Figure 3. PSD plot with DCT’s output corresponding to proposed A-MoE for LTE (101) 3-5-3 (Distortion 

consideration: Condition 4) 



Figure3 depicts the frequency domain performance characteristics of the proposed A-MoE model. Both, the PSD 

plot of model output and measured output at DCT output accurately follow each other for in-band frequency as well 

as out-band frequency. This determines that the proposed A-MoE method is very much capable of performing 

behavioral modeling for entire-band data and the results significantly outperform as compared to the conventional 

NN methods. 

 

5. CONCLUSION 

In this paper, behavioral modeling analysis of DCT is achieved through the A-MoE framework. The modeling 

results of A-MoE has an excellent limit of resemblances with AM/AM and AM/PM characteristic of PA/DCT's 

imperfections. The method provides a single-step modeling solution to model any kind of distortion/imperfection as 

tabulated in the DCT chain without modifying the basic architecture of the system, which is an additional advantage 

as compared to other methods, where additional RF circuitry is always required to model I/Q imbalance and DC 

offsets. Based on performance metioned in Table 3, it is clear that the A-MoE method gives higher NMSE 

performance than other used methods,  it is between 1 to 3 dB higher than MLP and K Neighbors, around 4 to 5 dB 

higher than tree- based ML method i.e., Decision tree and more than 5 dB as compared to other used machine 

learning methods for all the condition metioned in Table 1. So on the basis of this, we can clearly see the better 

performance results as compared to various NNs and machine learning methods like MLP, Adaboost, K Neighbors, 

Linear Regression, Linear SVR, and Decision Tree. 
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         Abstract 

The interest in customary checking for marine environment and examination is growing 

rapidly. Limited bandwidth and slow speed of signals brief the result of uninformed throughput. The 

objective of this work is to make the modem more responsive and act automatically for 

disturbances in case of both optical and acoustic signal transmission during plate disturbances, signals 

from underwater living organisms, detecting submarines, other underwater vehicles, etc., can be 

tackled.    The basic principle of Deterministic Artificial Intelligence (DAI) is asserting the 

deterministic self- awareness programs based on the self-identification or physics of underlying 

problems. An optoacoustic communication system that provides high throughput with reduced 

latency to an underwater vehicle. The optical links make modem operations much easy in cluttered 

environments without the need for a tether. Controlling the modem is done through automatic 

devices. Python is used for development with OFDM. The real-time applications are set as the future 

study. 

Keywords-- underwater communication, Artificial Intelligence, low power, bandwidth- light sound, 

Opto-acoustic modem, optical sensor. 

I. INTRODUCTION 
We aim at fixing artificial intelligence in the most adopted way as the first principle for the need of 

autonomous way of desired trajectory. This paper briefs the exploratory effects of framework for 

controlling the submerged robot which utilizes our proposed opto-acoustic modem interface using the 

computerized reasoning. The proposed modem accomplishes high speed with low dormancy. The 

range of applications varies from pipeline perxception, improvement acknowledgement in ocean side 

to submarines where there is need of tracking the moving articles is needed. First all the systems in 

correspondence are arranged and natural communication channels is made through and then they are 

modified for lowered correspondence communication channels suiting the need of artificial 

intelligence. Hence submerged opto-acoustic is viewed as the most ideal arrangement. A wider area 

of survey is done for the implementation of AI applications in underwater communication. 

Our proposed modem allows a onland user to operate the robot using the human input device for real 

time study. The system is found to achieve a real time control with OFDM. A link and the acoustic 

sensor are used for a quick update of the link between the land and underwater connectivity which is 

being operated from land with the mission parameters and goals. The optical link also enables the 

receiving high fidelity images and videos that are transmitted from the robot. The comparison of 

parameters between optical, acoustic, optoacoustic, and AI-based optoacoustic modems. Table 1 

shows the above-said comparison of parameters. 

II. LITERATURE SURVEY 

With the great advancement in mechanization in science, the upgradation in artificial 

intelligence is a key part in various areas such as public areas communicating space, submerged, and earth-

situated language. The ease of computerized reasoning is based on the understanding of the automation of 

human ideas. The objective of this paper is to provide a better way of approach to making an underwater 

communication modem for AI-based applications. The uniqueness of man-made thought is the capacity in 

justifying and deciding the right moves in accomplishing a particular task. The possibility of the human 



made consciousness is based on the human idea. This work throws more light on making a new path for 

the underwater communication modems with AI applications and to develop insights on what really a 

“responsible AI” means. This work proposes a hybrid solution to overcome the bandwidth limitation in 

optical and acoustic communication with the help of acoustic-assisted aligned channel between the 

optical transceivers. 

Underwater robots need to tackle numerous challenges. Some of the naturally occurring disturbing 

are underwater currents, marine life, unexpected vegetation, unmanned vehicles, etc., and restricted 

possibilities and reduced vision are some of the technical barriers. Hence the robots are need to design 

to manage all such barriers on its own without any external support. Hence, machine learning based 

modern technology and AI is now being adopted for designing a robot such that they operate 

autonomously in tackling the challenges they undergo. Before we decide to choose a robot for an 

environmentally safe activities for underwater communication, they should be made such that we 

can rely on them for the sole purpose. The robots should be capable of working on their own on 

worst situation for accomplishing the missions safely and in a better way by making the right 

decisions. They should get back to its base stations for charging before it is out of power. 

 
III. OPTO-ACOUSTIC AI MODE 
The idea for implementing the opto-acoustic modem with AI is made with the face growing pace of AI in 

real time applications and its diversity. The proposed modem is based on both the optical and acoustic 

signal calculator. The new of modem is saving the data about the unknown entry in ocean body, study of 

underwater creatures, natural disaster, any unusual disturbances at the backend. The proposed hybrid 

modem for both opticl and acoustic signals adds as advantage for implementing the AI technology into the 

system. Overcoming the long multipath spreading in underwater communication is well tackled by 

OFDM, hence it is more preferred for UWA channels. Figure 1 shows some of the real time applications 

of AI. 

Figure 1 AI Applications 

The need for interfacing with high level programming making the analysts free from details an 

generating models of high level leading to the increase in the productivity and improved 

reliability and quality analysis. AI with knowledge based systems provide an opportunity to 

meet the need. 

The mathematical model processing for an AI system is shown in figure 2. 



Quantitative 

solution 

 

 
 

Numeric 

modeling 

Numeric 

Interpretation 

 
 

  
 

Physical 

modeling 

Symbolic 
solution 

 

Physical 

Interpretation 

 

 

  
 

Figure 2 Mathematical model processing of an AI system 

The factors influencing the oceanic environment and the need of AI system to monitor an assess the health an 

alert if there is need. 

Factors for a AI system to have a healthy ocean 

• Marine litter prediction. 
• Real time monitoring of pollution levels. 
• Over fishing & protection. 
• Automated fish catch threshold. 
• Aquaculture monitoring & illegal fishing. 
• Real time monitoring of oceanic temp. & PH, phytoplankton, oceanic currents, coral reef 
ecosystem. 
• Monitoring marine habits, coral reef mapping, AUV deep sea assessment, quantities of oceanic 

species & location. 

IV. MIMO OFDM based underwater opto-acoustic AI modem 
One of the best approach to overcome the bandwidth limitation in opto-acoustic communication channel is using 
Multiple Input Multiple Output (MIMO) technology. Multiple transmitting elements simultaneously transmit the 
independent information streams in the same bandwidth using AI. Thus bandwidth requirement is significantly 
reduced. The great advantage of MIMO is brought out by studying the shallow water channel using AI. Channels 
for submerged acoustic communication are very limited and also reverberant. Numerous high recurrence tests are 
conducted in shallow water. An investigation under different circumstances on drift information collected in 
shallow water has been carried out in this work to study the delineation of sea conditions (arbitrary sea medium, 
surface waves) influencing the sign properties. Differences at various stages, fleeting clarity of individual waves, 
spatial intelligence of multipath waves at different time scales are incorporated in channel properties. limited 
bandwidth, rapid time variation, fading, refractive properties of communication medium, limited bandwidth and 
Doppler shifts. Numerous multipath exists in shallow water due to water surface proximity and interfaces at the 
bottom level resulting in longer delay spread. This is considered to be the most challenge in configuring the 
underwater acoustic communication.In the opto-acoustic modem architecture of the system controls an 
underwater robot through an optical link. The system comprises of three high level components. The input for the 
system is fed from two optical and sound sources. After receiving the input, an encoder control gadget in the 
movement controlled framework to and electrical sign which can be pursued by the movement controlled 
framework. The channel for the opto-acoustic system reaches MUX with the use of a multiplexer. The design of the 
proposed opto-acoustic AI modem for underwater communication is shown below 

Physical response Physical structure 

Model response Analytical model 

Quantitative results Numerical model 
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The concatenated signal is then divided into two separate signals at the MUX as OP and AC 

signals. All the signals are collected by the MUX and then forwarded into OFDM transmitter. The figure 3 

shows the OFDM part permitting the high effectiveness as its regulation plan and transporter power can be 

controlled independently by every transporter. QPSK is first applied on the information in the QPSK side and 

then it is exposed to create and the received OFDM signal is examined. The fundamental concept of OFDM is 

breaking down the high rate information signal into numerous low rate streams. All these broken low rate data 

streams are simultaneously sent over subcarriers. The received signals are processed in the MIMO OFDM 

block. The output is then processed as OP and AC. 

For instance, consider that two modems are used for Underwater communication say modem1 and 

modem2. Modem 1 is fitted on land and modem 2 is installed at aquatic area with both light and sound sensors 

being installed in it. These sensors will generate a data connection web system which transfers the signal back and 

forth between a mode. With the implementation of AI technology, these data is stored and the installed 

modem is made to learn to generate the feedback for vibration and signals received. These stored data have 

various uses as discussed in the earlier part. 

 Proposed OFDM Transmitter 

As signals are transmits the signals, sampling is one which breaks own the continuous signals into discrete 

time signal. The MIMO block of the transmitter multiplies the capacity and then the signal is forwarded to 

AI block. Raspberry pi is used for integrating the system which greatly reduces the cost of the entire 

system. AI block transforms the signal into computerize code and it is resent to FFT for further transmission. 

Finally the signal is sent to MUX. Figure 3 shows the block diagram of the proposed OFDM transmitter. 

 

Figure 3 OFDM transmitter 

 Proposed OFDM receiver 

The OFDM receiver receives the signals where the frequency   domain   signal   samples   are 

converted into time domain signals. The samples   received   by   MIMO   OFDM   demodulator 

recovers the information from the modulator carrier wave. From   here   the   sampling   signals 

undergo discrete time signalling. Raspberry pi is used to integrate the signals for generating 

continuous high bandwidth with high data rate signals of OP and AC outputs form the opto-acoustic 

AI modem. Figure 4 shows the block diagram of proposed OFDM receiver. 

Figure 4 Proposed OFDM transmitter 
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 SENSE -PROCESS -ACT- LEARN 

The loop system of Sense-process-act-learn of learning is followed and is shown in figure 5. The 

signals are first sensed by the underwater robots. Both the optical and sound signals are processed by 

the robots which act on the target venue to evaluate the data set by recording various acquittal 

activities and itself self-using Artificial intelligence as how to respond back to the system. Again the 

entire paradigm is followed. It turns into a channel associated with a criticism regulator. While 

considered beneath the degree of man-made reasoning, channels and regulators for detecting and 

acting are a fundamental fixing. Inertial route frameworks are channels giving solid and evaluated 

assessments to specialist states, both surface and subsea. Moreover, powerful control frameworks 

regularly balance out directionally unsteady ships and submarines. The inertial   route   framework 

(INS)- to direction regulator sense-act circle depicts numerous independent marine robots: ready to 

execute a mission script however unfit to comprehend to respond shrewdly to the climate. Figure 5 Sense-

process-act-learn. Figure 5 shows the process of Sense-process-act-learn. 
 

Figure 5 Sense-process-act-learn 

V. RESULTS AND DISCUSSION 

Comparison of various parameters of optical, acoustic, opto-acoustic modem and AI-based opto- 

acoustic modem are compared and shown in table 2. 

Implementation of raspberry pi using python is used for developing a new generation of Opto-acoustic AI 

modem having higher bandwidth, greater transmission speed, higher power with great technology is 

required in developing such a modem with the use of artificial technology. It is carried over with the help of 

the Underwater system and implementation of the higher categorized simulation part of the opto- 

acoustic modem in the AI system. Figure 6 shows the sample Database collection of optical signal 

attenuation under various oceanic conditions through AI implementation. Base on the signal level 

received under water condition, the system will automatically calculate the level of attenuation that can 

occur through the database of the signals and its corresponding level of attenuation already attained. So 

the system automatically generates the messages about the signals based on the previous experience. 
 

Figure 6 Database of attenuation of optical signals under different oceanic condition 

Figure 7 shows a study sample of percentage of level of disturbances observed in the modem implanted 

oceanic area. All these types of observations are carried out by the AI part of the communication 

system. Hence under the intruding of any new signals will also be stored in the database and if it is 

observed in future, the messages will be automatically sent to the nearby or base station for the necessary 

action. If the received signals are already in the stored database then it will not be stored once again but 

the response will be automatically performed from the system as the previous response. If the signals are 

new, it will be stored and will be indicated to the nearby station for action. Thus, AI proves its need in 

alerting system. 

SENSE 

LEARN 



 

Figure 7 survey based on AI system of observation in underwater prevailing conditions 

The observed acoustic signal speed achieved at different oceanic depths by the AI system with reference to 
the prevailing conditions of temperature and pressure in the implanted oceanic area. Based on the database 
of acoustic wave speed, the alert will be made by the AI system for the prevailing oceanic conditions like 
temperature, pressure, turbidity and living organisms which will greatly affect the communication of 
acoustic signals, alerts will be made for the transmitter in advance. 

 

Figure 8 Response of AI system in object identified under different turbidity conditions of water 

condition 

Monitoring the underwater environment impact is an important application of AI which helps it more scalable an 
automated. The AI system is ingested with an underwater data centre which is nothing but the sample or reference 
data for the AI system. Based on the level of distraction in the received signal, it is analyzed and response is made by 
the AI system. Figure 8 shows the detection of received signals with respect to direction and object distraction in the 
path of signal transmission and reception. The trajectory is framed by the AI system based on the signal 
communication level through dynamic model simulation. Observations on three sequential scenarios are made with 
trail planned to make the waypoint in real time scenario. Figure 9 shows the simulation of analysis of AI system 
over the trajectory of the signal. 

 

 

Figure    9:  Simulation of avoiding trajectory analyzed by AI system 
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Autonomous Target Recognition is made to find the unmanned underwater vehicles in the path of communication. 

This survey is analyzed by the AI system to make a response for a successful communication. 

VI. Conclusion and Future Scope 

 
In this paper, an Opto-acoustic AI modem basic   architecture   for   submerged 

correspondence has been proposed and illustrated. From the reproduction results acquired, with the 

utilization of the proposed hybrid modem a strong   association   is   attained between   the 

earthbound and submerged world. This will   trade signals   and   store   all information   involving 

light and sound sensors as hotspots for energy   utilized   for recording different submerged 

exercises. The modem advances by carrying out AI and creating feedback mechanism. The 

collection of both optical and sound signs through a solitary   modem   demonstrates   the   outcome 

of the proposed Opto-acoustic AI modem. Basically, the proposed modem additionally remains a 

straightforward answer for more prominent information rate and bandwidth for the impending age of 

fast submerged optical/acoustic correspondence. The future start of a submerged flagged world 

with incredible communication can be achieved by some modifications in a couple   of more 

OFDM methods. We can carry out the modem utilizing Machine learning with a high-level 

Algorithm which will start the future framework headway. In this paper, a comprehensive survey of 

the issues in implementing artificial intelligence in underwater communication by underwater opto- 

acoustic modem and the significant challenges posed by them for a successful communication 

is surveyed. A review on the research and the development of artificial intelligence in underwater 

communications has been addressed and Response of a AI system in signal distraction due to object 

identified under different turbidity condition of water condition is shown .Also Simulation of avoiding 

trajectory analyzed by AI system was briefed .Based on the summary of the research developments, 

the   challenges   of   AI   in underwater   communication   are   types   of   algorithms   and   different 

types of data manipulation for synchronizing ,designing of a predictor model and the basic 

challenges like noise and attenuation, absorption and scattering, multi path, path loss etc. Here we are 

enabling MIMO - OFDM ( multiple input multiple output ) in receiver and transmitter side with best 

sampling system theorems or mathematical calculations. We also code an AI for making the modem 

to sense the water quality and salinity etc. This modem also enables to study regarding the light 

and sound system. And also the placement of transmitter and receiver for a proper flow process in 

AI is also to be found. 
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Abstract.  

The Industrial Revolution led to the establishment of additional industries, which in turn led to a rise in the 

usage of energy in the form of fossil fuels. Due to problems with the usage of fossil fuels, alternative forms 

of energy have gained importance and relevance in the modern era. These resources are said to as renewable 

since they, like the sun and wind, can never run out. They have a less carbon footprint and are additionally 

known as unconventional sources of energy. Thermal pollution can be considerably decreased. They have 

the potential to be inexhaustible, limitless sources of energy. The majority of renewable, polluted air energy 

sources are typically clean. Investigations have focused on the following things: The majority of renewable, 

pollution-free energy sources are typically clean. Researchers have studied the effects of the factors relative 

width distance (Gd/Lv), relative gap width (g/e), relative roughness height (e/D)  and roughness width ratio 

(W/w),. The optimal rib hardness parameter values have indeed been reviewed and analyzed. Using 

experimentally obtained data, correlations for Nu &friction factor  as functions of Re have been constructed. 

A multi-V-shaped rib with gap parameters has been investigated. 

Keywords: solar air heater, ribs, heat transfer  

1 INTRODUCTION 

The thermal efficiency of the solar air heaters is enhanced by the rise in heat transfer area. Use of this type of heater 

was advised by Lof et al, having an advantage of negligible pressure loss and is quite effective for a slight temperature 

increase. However, the price of the device increases because to the demand for a huge glass surface. As a result, it is 

preferable for turbulence to be generated only in the viscous sub-layer region, which is where thermal resistance occurs, 

which is located close to the absorber. Artificial roughness is surface texture that has been produced artificially. This 

can be accomplished by identifying ribs in various configurations, such as hill transverse, inclined, V-shaped, multi-V, 

or W ribs. These researchers looked at how heat transmission and friction factor in applications for cooling gas turbines 

and heat exchangers were affected by geometric characteristics of roughness element Momin and others (2002 For a 

fixed relative roughness of 10 and a Reynolds number range of 2500- 18000, the effects of relative roughness height 

and angle of attack were experimentally explored. The impact of V-shaped rib array on the friction and heat transfer of 

fully developed flows in a square channel was studied by Lau et al. in 1991. In order to predict the impact of the rib 

heads chamfer angle inside a rectangular channel with integral chamfered ribs, Karwa et al. (1999) conducted an 

experimental analysis. Ahu  etal (2005) carried out an experimental analysis of a comparable geometry with broken 

transverse ribs for solar air heaters. Aspect ratio of 8, roughness height of 10–30 mm, height of the ribs of 1.5 mm, and 

Reynolds number variation of 3000–12,000 were the factors that the experiment examined. Regular imperfection 

geometries that can be created as voids and ribs were studied by Donne and Meyer [7, 8]. Transverse rib roughness was 

the focus of earlier studies on rib smoothness by Webb et al.In a different study, Prasad and Saini [10] used circular 

wires to artificially roughen the heated plate's inner surface. They claimed that there had been a considerable 

improvement in the heat transfer coefficient. The ideal values for the rib roughness parameter have been determined 

and discussed. Using experimentally obtained data, correlations for Nu and f as functions of Re have been developed. 

A multi-V-shaped rib with gap parameters has been investigated. 

 

 



 

2. METHODOLOGY 

The appropriate values or range of values for all pertinent parameters for the collector system, categorized into fixed 

and variable parameters. With an objective of the investigating the exergetic performance of the solar air heater for a 

given set of system and operating parameters.  

Table 2.1: System and operating parameters  

 

 

2.1 Procedure for evaluation of exergetic Components and Exergetic Performance: 

The solar air heating is assumed to suck in surrounding atmosphere for the purposes of this study, producing input air 

that is the same temperature as the surrounding. The projected global temperature of the air passing through the duct 

(T) and the entrance air temperature are used to compute the output air temperature. 

  𝑇𝑂 =  𝑇𝑖 + 𝛥𝑇                                                                                               

 Mean film temperature (  𝑇𝑓𝑚) 

  𝑇𝑓𝑚 =  
𝑇𝑖 + 𝑇𝑜

2
                                                                                                   

 Now from the value of mean film temperature, average and estimated initial mean plate temperature is presumed  

  𝑇𝑝𝑚 =  𝑇𝑓𝑚 + 10                                                                                           

The Mullick et al [85] equation; 
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Back loss coefficient U
b
, is expressed as, 

  𝑈𝑏 =  
𝐾𝑖

𝛿𝑖
                                    



 

Table 2.2: Estimation of the thermal performance  

 

 

                                                                                                                       

 3. RESULTS AND DISCUSSION 

3.1 Impact of relative roughness height, pitch, and width ratio on exergy loss components: 

For different system (flow angle of attack) and operational parameter values, the exergetic components of a solar 

air heater with multiple purposefully roughened V-ribs have been found. The appropriate roughness parameter values 

(angle of attack) that will result in the best exergetic performance from a solar air heater have been identified. The 

following exergy losses components are explored individually: 

3.1.1 Optical Exergy Losses (ĖLO) 

                  

                             Fig 3.1 Variation of energy losses (optical) 



                              

                

                                 Fig. 3.2 Effect of temperature rise on energy losses 

          

                      

 

For given values of various roughness as well as operating parameters, Figs. 3.1, 3.2, and 3.3 demonstrate that the 

optical exergy inefficiencies are independent of the temperature rise factor (T/I), comparative roughness height (e/Dh), 

relative roughness pitch (p/e), & relative roughness width ratio.That's because the energy destroyed as a result of the 

cover's transmission and the importer plate's assimilation is independent of both the temperature of the cover and the 

absorber plate and only rely on the transmittance − absorptance(αг) product, which has been anticipated to be 

constant. 

3.2.2 Exergy loss occur due to the absorber's irradiation during assimilation (ĖLA):  



 

 

 

 

As shown in Figs. 3.4 and 3.5, At mean sheet temperature Tpm, the absorber's Radiation exposure absorption accounts 

for the majority of energy losses; the value decreases as the temperature rise parameter (T/I) is raised. It exhibits the 

greatest losses at the lowest temperature rise parameter value (T/I=0.005) and the smallest losses at the highest 

temperature rise parameter value (T/I=0.025). Additionally, the relative roughness height has an impact, with an 

increase in relative roughness height leading to an increase in exergy losses. Since energy at higher temperatures 

implies bigger amounts of exergy, a high absorber temperature reduces exergy losses through absorption. A higher 

absorber plate temperature and, hence, more energy are created for a similar amount of absorbed energy when the 

"roughness height" parameter is set to l.. 

4. Conclusion  

The effectiveness of a solar-powered air heater with multiple V rib shape that has been artificially roughened has been 

investigated using a mathematical modelling technique. Studies have been done on how system and operating 

characteristics affect different energy component types. The amount of energy lost during the transfer of heat from 

the absorber dish to the working medium increases with the temperature rise parameter, decreases with the ratio of 

relative looking to upgrade, pitch, and breadth, and is at its lowest value at an angle of attack of 60 degrees. As the 

temperature rise factor grows, the energetic efficiency of the collector rises as well. However, excessively low values 



of this factor may provide a negative result because of the heat transfer process that takes place between the absorber 

surface and medium 
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Abstract:  

In this study, an antenna with four port is designed and analyzed by utilizing latest multiple input multiple output 

techniques for 3.3 to 6.0 GHz frequency band and Wi-Fi applications. The designed antenna covers wi-fi applications 

at 3.6 GHz, and 5 GHz band. The low-profile microstrip patch antenna was used in the design of the antenna 

(MPA).The MPA is the antenna which can place in any metallic surface. In the initial work of the thesis single antenna 

is discussed and optimized using CST-Microwave Suit software, then it converted in four element antenna and 

optimized. The antenna is developed with Wi-Fi applications in mind. The various results are calculated like gain, 

efficiency, envelop correlation coefficient, far field parameters etc. The resonating frequency is 5.1 GHz and return 

loss coefficient (S11) is -31 dB and isolation coefficient (S12, S13, S14, S21, S31, S41, S23, S24, S42, S32 etc.) is 

below -11 dB. A 5.14 db gain is at resonant frequency while the directivity is 5.94 dB at resonant. The antenna has a 

radiation efficiency of higher than 80%.The approximate bandwidth of the reshaped hexagonal four ports multiple 

inputs multiple output antenna is 2.6 GHz. All other antenna parameters are evaluated and discussed. 

 Keywords: Antenna, Efficiency, MPA, Surface current Distribution, gain   

1. INTRODUCTION 

Antenna plays very vital role in the field of communication. An electrical device known as an antenna or aerial 

transforms electrical energy into radio waves and vice versa. An Antenna can be used as transmitter and as a receiver. 

An antenna converts information in the form of voltage and current into the electromagnetic signal, which is then 

transmitted into air. As the name implies, electromagnetic waves are made up of magnetic and electric fields of varying 

strengths. E and H are parallel to one another, and they are also parallel to the direction in which waves propagate. 

The definition of an antenna provided by Stutzman and Thiele for the official IEEE [1], follows the concept: “Antenna 

is the part of a transmitting or receiving system that is designed to either receive or radiate the electromagnetic waves 

in a specific direction with define polarization”. 

It is very important to have knowledge about the existing research work in the field of microstrip antenna have been 

done by researcher and existing project of the same. A lot of sources are there by which we can get full fledge 

knowledge such as internet, antenna related books, old IEEE papers and many other sources. There has been a tonne 

of research done in the topic of mutual coupling reduction, size reduction of antenna, improvement of isolation 

between various antenna elements; improve the bandwidth utilization, directivity and gain of antenna. Laurent Desclos 

et al. describe a quarter-wavelength diversity patch setup for the 2.4 GHz ISM band PC card application in [2-4]. The 

framework is composed of two patches having the length is equal to quarter of wavelength which is separated by a 

distance to achieve the single side space diversity on a substrate. It has a high cross polarization factor and offers 

superior impedance matching.  

Small Printed Antennas are designed and performed by M. Agarwal et al. [5]. This study looks closely at electrically 

tiny microstrip patches with shorting posts. These antennas are appropriate for mobile communication systems that 

call for a small antenna size. Performance patterns are identified, and methods to increase these antennas' bandwidth 

are offered. These trends provide important information about the ideal design, which consists of a wide bandwidth, 

a small size, and ease of production. Mark et al. conduct an experimental study of a single layer wideband 

electromagnetic linked microstrip patch antenna in [6]. A dual wideband antenna printed in a substrate is proposed 

which is designed especially for WLAN (wide local area network) and WI-MAX services. It uses a microstrip feeder 

line which excites the antenna and a trapezoidal conductor utilized [7-9] for band widening that is positioned in the 

back plane. The measured 10 dB bandwidth for return loss spans the 2.4/5.2/5.8 GHz WLAN bands and the 2.5/3.5/5.5 

GHz WI-MAX bands, and it is between 2.01 and 4.27 GHz and 5.06 and 6.79 GHz, respectively. A technique for 
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creating a microstrip patch antenna array with linear polarization utilizing a microstrip line feed has been developed 

by Baskar. With the help of quarter wave transformer the array of microstrip patch antenna designed. This array [10-

15] works on 8000 MHz to 12GHz frequency range. This band is used to receive unsupervised signal in radio 

communication and transmit this to the host. The resonant frequency for each element is quite different than other and 

each antenna element operates on their own resonant frequency. 

Using a patch [16-18] with slots in it, Atser A. described a method for boosting microstrip patch antenna bandwidth. 

A rectangular patch that is 32 mm wide and 24 mm long generates the three alternate geometry forms U, E, and H. 

Simulation of such antenna was done [19-22] by Sonnet software tool and result of software compared with 

conservative rectangular microstrip patch antenna. One can find several applications wherein proposed research work 

may be implemented [23-29.] The comparison of these two antenna It is evident that placing an E, U, or H-patch over 

the substrate will increase the bandwidth of a standard patch antenna by 28.89% (630 MHz), 4.81% (100 MHz) to 

28.71% (610 MHz), and 9.13% (110 MHz), respectively. Present work intend to design and analyze a four port antenna 

by utilizing latest multiple input multiple output techniques for 3.3 to 6.0 GHz frequency band and Wi-Fi applications. 

The designed antenna covers wi-fi applications at 3.6 GHz, and 5 GHz band [30-37].  

2. ANTENNA DESIGNING PARAMETER 

In the microstrip patch antenna design, the rectangular patch contains a built-in feed line power source. The antenna 

in present work has a modified hexagonal configuration and resonates at 5.1 GHz. Antennas are mounted atop a copper 

common ground plane and an electrically insulating dielectric layer. The table 1 will make the criteria clear. 

      Table 1 Design parameters for Microstrip Patch Antenna 

Description  Size  Material  

Substrate width (SW) 50 mm FR-4  

Substrate Length (SL) 50 mm FR-4  

Substrate height (SH) 1.524 mm FR-4  

Ground Width (GW) 50 mm Copper 

Ground Length (GL) 13 mm Copper 

Ground Height (GH) 0.07 mm Copper 

Feed width (FW) 2.9 mm Copper 

Feed length  2.74 mm Copper 

Feed width-2 0.99 mm Copper 

Feed length-2 20 mm Copper 

Radius of patch  14.7 mm Copper 

Patch height (PH) 0.07 mm Copper 

3. ANTENNA DESIGN 

The design of reshaped hexagonal geometry based microstrip patch antenna is shown in figure 1. In which four patches 

are mounted on a single substrate. Figure 2 shows the proposed antenna's back view. In the initial level of design, 

single element of complete hexagonal shaped patch is designed thereafter one cut is produced in the hexagonal 

geometry results in reshaped hexagonal geometry.  

The proposed antenna's ground is depicted in the diagram. Four identical ground with equal length and width are there. 

The single ground length and width is 50 x 13 mm2.  

4. RESULTS AND DISCUSSION 

4.1 S- Parameter Calculation 

The simulation results of above microstrip patch antenna structure GHz is shown in graphs below. It has a return loss 

coefficient below -30 dB and an isolation coefficient below -11 dB, and it resonates at 5.1 GHz. The front view shows 

the four element antenna which has hexagon modified geometry. Single feed line is there with two different feed 

widths. The isolation coefficient like S12, S13, S14 are discussed in figure 3, the S12 is below -11 dB in the complete 

frequency band. In the proposed band the isolation coefficient S13 is below -18 dB and the isolation coefficient S14 

is below -16 dB. All other parameters like S23, S24 etc. are not discussed just because of symmetry in the geometry. 



 

  

 
Figure 1 Front aspect of a microstrip patch antenna 

 
Figure 2 Design of Patch Antenna back view 

 

Figure 3: S- Parameter of proposed antenna. Figure 4 Bandwidth of proposed antenna. 

 

4.2 Bandwidth of Proposed Antenna 

The proposed antenna has a 2.6 GHz total bandwidth and operates between 3.3 and 6 GHz. Applications in the 3.6 

GHz and 5.0 GHz Wi-Fi frequency bands are covered by the wideband of frequency. Figure 4 shows the antenna's 

bandwidth plot. 

4.3 FAR-Field 

Figure 5 and figure 6 show the E-field and H-field characteristics of proposed antenna respectively. The major lobe 

magnitude of E-field is 15.7 dBV/m at 2170. An angular width of pattern is 39 degree while the side lobe level is -0.9 

dB. All the E-filed results are evaluated for resonance frequency 5.1 GHz. The major lobe magnitude of H-field is -

34.3 dBA/m at 1360. An angular width of pattern is 42.5 degree while the side lobe level is -7.1 dB. All the H-filed 

results are evaluated for resonance frequency 5.1 GHz. Antenna gain is an antenna's ability to emit more or less in any 

direction in comparison to theoretical antenna. Figure 7 talks about the MIMO antenna's gain. Since each antenna 

element is the same, every port experiences the same gain. The antenna's gain at resonance frequency is 5.1 dB. The 

directivity results of antenna are shown in figure 8. The uniform directivity is found at resonance frequency. The 

directivity is 5.94 dBi at resonance frequency.  

4.4 Efficiency 

The effectiveness of the antenna is determined by the power supplied to it in comparison to the power it emits. A high 

efficiency antenna radiates the majority of the power that is present at the antenna's input. An antenna with low 

efficiency loses the bulk of the power it consumes either internally or externally due to impedance mismatch. Figure 

9 shows the efficiency plot of the suggested antenna. Radiation is present in more than 80% of the graph outcomes. 

The surface current distribution shown in figure 10. 

 



 

  

Figure 5: E field characteristics ( port 1) 

 

 
Figure 6: H field characteristics ( port 1) 

 
Figure 7: Gain of proposed antenna element 

 

 
Figure 8: Directivity of proposed antenna at 5.1 GHz 

 

 

 
Figure 9: Efficiency of proposed antenna element 

 

 
Figure 10: Surface current distributions at port 1 

 

 

Figure 11: Envelop correlation coefficient 



 

  

4.5 ECC (Envelope Correlation Coefficient) 

The envelope correlation coefficient calculates the relationship between MIMO radiation patterns (ECC). ECC has a 

value between 0 and 1. It denotes that a correlation between the radiation patterns at 0 and a full correlation at 1 is 

indicated. From figure 11, it is concluded that ECC results are acceptable. The ECC is less than 0.03 in whole band.   

5. CONCLUSIONS 

The antenna is made of FR-4 substrate with dimensions of h = 0.078 mm, t = 0.07 mm, and frequency of 5.1 GHz. 

The findings show that this structure prevents a significant amount of surface current from accessing a neighboring 

patch antenna. The antenna has return loss coefficient (S11) is -30 dB and isolation coefficient (S12, S13, S14, S21, 

S31, S41, S23, S24, S42, S32 etc.) is below -11 dB. The antenna has a gain of 5.4 dB and a directivity of 5.94 dBi. 

The proposed antenna has a radiation efficiency of higher than 80%.The other MIMO antenna parameter are also 

discussed and analyzed for the proposed frequency band and it is satisfactory.   
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Abstract.  

There are many types of converters that can be utilized in low voltage applications. 

Unfortunately, most of them are not suitable for this type of operation. Choosing the correct 

converter topology is very important in order to ensure that the system performs efficiently 

and effectively. In this paper, we present a 7-level multilevel power converter that was 

utilized to manage the performance of a wind energy conversion system. The power 

converter was designed using maximum clamping diodes. In addition, the performance of a 

neutral point-clamp converter is also examined. The goal of this paper is to provide an 

overview of the various facets of wind energy conversion. It also explores the different 

techniques that are utilized in the development of such systems. 

Keywords. Wind Energy System, WECS, DC-DC Converter, NPC, Switching devices, Grid 

system etc. 

1. INTRODUCTION 

This paper aims to discuss the various aspects of wind energy conversion in the world. In 

the next section, we will talk about the various works that are being carried out in the field 

of WECS. Also, we will talk about the need of application in this field. A large-scale VSC 

and a transformer are required to convert AC to DC voltage. An offshore platform is also 

required to be installed in place of these components. The working of these components will 

increase the installation and maintenance costs. There are two types of switches used in this 

process: the isolated switch and the bypass switch. If a fault occurs in the generator, the first 

step is to block the converter. Then, the insulation switch should be opened and the bypass 

switch should be closed. This will prevent the faulty converter from working. The rest of the 

system will operate normally. The proposed configuration of the WECS and the gear box 

will increase the wind generator's speed. This will result in the output voltage and frequency 

of the generator being equal to 50 hertz. A PMSG is used as the Wind Generator [1]. A 7-

level inverter is also used as the wind power converter. The constant current and the 
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magnitude of the PMSG's output voltage are the main factors that make this component a 

reliable and high-quality component. As the technology used in the oil and gas industry 

continues to develop, more sophisticated components and systems are being developed. 

These are ideal for various applications, such as renewable energy. The desire to have 

offshore wind energy installations is not just motivated by global warming. It also takes a 

certain amount of commitment to make this possible. 

2. MULTILEVEL CONVERTER (7L-NPC) 

A multilevel converter can provide output voltages at higher levels than two. This type of 

device can be used in combination with a rectifier or inverter to produce a higher voltage 

output. The lowest type is the three-stage converter, which has a output frequency that's 

similar to that of a bridge converter. The three-level converter is referred to as a 5-level 

converter, and its basic topology consists of a frequency converter, a neutral point 

compensated, and a modular multilevel converter. To achieve high output voltage, switching 

devices have to be regulated properly. A simple step-through-a-scunder is used to create 

multiple Direct Current supplies using various DC sources, such as solar photovoltaic arrays 

and wind turbines. These components need a single supply to operate properly[3][7].The 

other type of converter is a modular multilevel converter, which requires multiple separated 

and balanced supplies. A magnetic link can be used to create multiple DC supplies for this 

device. 

 

 

 

Fig.1.SIMULINK Model of 7-Level NPC Fed Low Voltage Grid Interface WECS 

 

Due to the increasing number of renewable energy sources such as wind turbines and solar 

photovoltaics, the need for additional diodes is increasing. Six diodes are required for a 

three-phase converter. Wind turbine mechanical strength can be derived by determining the 

wind speed, air density, and swept region. The kinetic energy is converted into mechanical 

energy by the wind turbine [4][5]. 

The mechanical power output of the wind turbine is, 

 2222

22

1

2

1

2

1
d

d

dbbm vv
vv

AvvvP 






 
 

                             2.1 

Where, Pm is mechanical power by wind turbine, vd is the downwind speed in ms-1 and v is 

the upwind speed. From the aforementioned equation, it can be shown that the mechanical 
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strength of the wind turbine is directly proportional to the cube of wind speed. Any wind 

turbine has its limit (approximately 59%) which ensures how much energy can be extracted 

from the wind. Turbine will never extract any of the kinetic energy present in the 

atmosphere, because if it will then there will be little downwind behind the turbine. Fig 2 

shows that the upwind and downwind regions are distinct [8][9]. As a result, upwind speed 

would be greater than downwind speed. 

3. SYSTEM OF WECS 

The key component of the simulation is wind energy conversion. This technology is based 

on electromechanical conversion. Wind energy conversion systems are made up of a 

mechanical turbine and an electrical generator. So, for the simulation, two components are 

used: one for the drive train portion and the other for the electrical generator portion. The 

wind turbines drive train (mechanical components) is made up of a blade-pitching 

mechanism, a blade hub, and a rotor shaft (for wind turbine converters, relative long). The 

turbine and generator are used in the design of the drive train in this study. The moment of 

inertia of the wind wheel (blade-fed hub) is approximately 90% of the overall train moment, 

whereas the inertia rotor generator time is around 10%. In addition, the generator has the 

maximum torsion rigidity. To represent the WTGS driver train system, a three-mass model, 

a two-mass model, a one-luminous mass model, or even a six-mass model can be employed. 

For correct transient analyses of WTGSs, a six-mass drive train model is necessary. Despite 

this, a six-mass driver-train system increases simulation time in modest stages because to 

the complicated and extensive numerical measurement. 

a) MPPT  

The basic aim of MPPT is to operate at that point where maximum power is generated at the 

wind speed. MPPT generate the pulses for the operation of boost converter which is 

connected to the output of the WECS.  

 

 

 

 

 

 

 

 

Fig. 2. SIMULINK Model of WECS with MPPT & MPPT used in WECS 

4. GRID INTEGRATION OF PMSG WITH WIND TURBINE 

SYSTEM 

Power electronic devices are used to incorporate the grid into WECS that are capable of 

transforming the power into a useful form. To synchronise WECS with a grid with a constant 

frequency, a constant voltage and a high-power factor. The voltage level of the MLI can be 
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generated by a staircase. It depends on the number of DC sources used. The harmonic 

material in the generated voltage decreases with increasing DC sources. The upcoming MLI 

topologies must have the following things: 

 Less switching devices as much as possible. 

 Lower switching frequency. 

 Capable to stand with very high power and voltage application 

 

a) Model of IGBT Switches in 7-Level NPC 

Here in this each leg of three phases supply is connected with diode clamped converter for 

the converting DC voltage to the AC voltage. Each leg has two different type of connections. 

Upper part is used for producing positive part of AC cycle and lower part is used for negative 

part of AC cycle. Figure 6 shows the switching connection of upper and lower part of each 

leg. Here IGBT switch is used for switching action of the power converter. 

i) Switching Schemes for 7-Level NPC Converter 

A switching pattern between the carrier signals of a certain cell can be created by adding a 

phase level shift between the two adjacent cells. This process can be used to create a 

multilevel multi-channel converter. The converter can be equipped with either a line-shifted 

or phase-shifted conveyor. If the reference signal is the frequency of fm, the converter's 

frequency modulation index can be determined: 

 

 

 

 

 

 

 

Fig. 3 SIMULINK Model of IGBT Switches in 7-Level NPC 

The phase-shifted conveyor is ideal for converting FC and MMC signals. The index of the 

amplitude modulation can be calculated by comparing the Am and Ac peak-to-peak signals. 

The block diagram for the 7-level converter of the phase-shifted switching scheme. Three 

signals are required on this modulation scheme. 120 0 moved by each other. The number of 

carrier signal depends on the number of conversion levels; in total are 
𝑚−1

2
 in multilevel 

converter. The carrier phase shifted towards the particular pair of cell can be determined as:  
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𝜃𝑝𝑠 =
3600

𝑚 − 1
 

the phase shifted signal generated in PWM scheme for 7-level NPC converter system. Each 

signal is used for upper-level switch for producing pulses for on/off strategy of the NPC. 

 
Fig. 4. Three phase carrier signal for phase shifted PWM for 7-Level NPC 

5. RESULT ANALYSIS 

The whole model of the proposed system is designed in MATLAB. MATLAB is the 

powerful SIMULINK tool which is used for design a prototype of the working model for 

testing and validation. The data which is used in the simulation in MATLAB is always 

standardizing with the IEEE society. Table-1 Shows the parameter used in the simulation 

work. 
TABLE I.  SIMULINK PARAMETER 

Parameter Value 

Wind Turbine Data 

Mechanical Power 8.5 kW 

Base Wind Speed 12 m/s 

Pitch Angle 0 

Max Power at base speed 0.8 

Generator Data 

Type of Generator PMSG 

Generator Specification 10 Nm, 300 Vdc, 2300 RPM 

Load Data 

3 Phase Star Connected load 400 V, 50 Hz, 15 kW 

Grid Side Converter Data 

Switch Used IGBT 

DC Link Capacitor 2200*5 µF 

Carrier Signal Frequency 5 kHz 
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Fig. 5. DC Boost Voltage Generation by Wind Generator & Grid Side Active Power 

 

 

 

 

 

 

Fig. 6. Line side Power & Inverter Output Line Voltage 

6. CONCLUSION 

The multilevel inverter holds attractive features, usage of more switches in the conventional 

configuration poses a limitation to its wide range application. In this paper, the 7-level NPC 

is proposed on generator and grid-side converters. The 7-level NPC multilevel inverter using 

5 switches is successfully introduced in simulation the circuit using MATLAB/Simulink and 

observed that it decreases the RDC by which switching losses reduced. Therefore, a renewed 

7-level NPC multilevel inverter topology is introduced incorporating the least number of 

unidirectional switches and MPPT used, thereby ensuring the minimum switching losses 

and reducing size and installation cost. 
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Abstract   
 

Hydrogels are three-dimensional polymeric chains that are widely employed in 

many applications due to their extraordinary and unique abilities. Nowadays, 

hydrogels are being incorporated more and more into various bio-medical 

applications because of their characteristics like biocompatibility, 

biodegradability, imitation of extracellular matrices, and bioactive molecules. This 

paper aims to provide a brief overview of hydrogels, their classifications, and 

types of hydrogel actuators based on their response to different types of stimuli 

like electric fields, light, magnetic fields, pressure, temperature, solvent 

composition, ions, pH, and specific molecular recognition.  Applications of 

hydrogel actuators in the biomedical field and current challenges have also been 

discussed.   

   

Keywords:  Hydrogel, polymer, stimuli-responsive, actuator, biomedical 

applications 

  

1. INTRODUCTION 

Hydrogels are three-dimensional polymeric networks that contain water in their 

structure and show the property of swelling without dissolving in water [1]. The 

tendency to hold water in hydrogels depends upon the presence of hydrophilic 
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groups, cross-linking degree, polymer-polymer and polymer-water physical 

interactions, temperature, pH, and ionic strength. Its characteristics, like softness, 

elasticity, biodegradability, and the ability to expand and contract, make it a 

potential candidate for various biomedical applications [2]. The polymeric 

network of hydrogels is formed through the chemical or physical interactions 

between homopolymers and copolymers. Hydrogels can be moulded into any 

shape and size, such as nanoparticles, microparticles, coatings, slabs, and films. 

The use of hydrogels in biomedical applications has increased significantly in 

recent years due to their phenomenal stretching and flexibility, biocompatibility, 

and stimuli sensitivity. Furthermore, new hydrogel nanocomposites are being 

explored because the already present hydrogels have many limitations and 

inabilities, such as poor mechanical strength, low strain, and low thermal stability. 

So, to address most of these problems, scientists are synthesizing new hydrogel 

nanocomposites from various nanomaterials [3]. This paper sheds light on 

hydrogels, their classification, hydrogel actuators, their biomedical applications 

and current challenges.  

2. CLASSIFICATION OF HYDROGELS 

Hydrogels are classified into several types. Based on sources, hydrogels are 

classified into natural and artificial/synthetic origins [4]. Hydrogels can be 

obtained naturally from proteins of natural products such as collagen and gelatine 

and polysaccharides and using chemical compositions in synthetic ways. Though 

synthetic polymers are much stronger than natural polymers, but in recent years, 

the usage of natural hydrogels in various applications has significantly increased. 

Further, according to polymeric compositions, hydrogels are also defined into 

three categories: homopolymeric hydrogels, copolymers, and multi-polymers 

(interpenetrating polymeric hydrogels). First, homopolymeric hydrogels are 

polymer networks produced from only one type of monomer. On the basis of the 

type of monomer and the polymerization process, they may result in a cross-linked 

skeletal structure [5]. Second, copolymers are formed from at least two or more 

distinct species of monomers having one hydrophilic constituent which are then 

organised with polymeric network chains in a pseudorandom, block, or alternating 

pattern [6]. Third, hydrogels are defined as multipolymer interpenetrating 

polymeric hydrogels (IPH). In this type, hydrogels are constructed using two 

freely cross-linked synthetic and/or natural polymer components, whereas semi- 

interpenetrating polymeric hydrogels contain one cross-linked and another the 

non-cross-linked polymeric component [7, 8]. Further, depending on the type of 

cross-linking, hydrogels are defined as chemically cross-linked and physically 

cross-linked. Apart from this, based on chemical composition and physical 

interactions, hydrogels through cross-linking are classified as amorphous, semi-

crystalline, and crystalline. Moreover, according to the presence or absence of 

electrical charge located on the cross-linked chains, hydrogels are classified as 

non-ionic, ionic, amphoteric electrolyte and zwitterionic. Furthermore, it is 

possible to tailor the mechanical strength, biodegradability, and response of 
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hydrogels to different stimuli by choosing the right combination of monomers and 

cross-linking agents for a specific biomedical application.     

3. HYDROGEL ACTUATORS AND THEIR TYPES 

A simple actuator is defined as a device that converts any sort of energy, such as 

electrical, optical, air, or hydraulic energy, into mechanical energy to achieve 

physical movements, whereas hydrogel actuators convert the received energy into 

mechanical energy with a soft motion like a living being. Hydrogel actuators are 

sensitive to external stimuli. There are different types of stimuli. One is physical 

stimuli, which contain electric fields, light, magnetic fields, pressure, solvent 

composition, sound, and temperature, whereas the other is chemical or 

biochemical stimuli having ions, pH, and specific molecular recognition. Hydrogel 

actuators can be optimized by changing the variety of input stimuli. Based on 

input stimuli, hydrogel-based soft actuators are divided into six types. 

 

 

Figure 1.  Schematic classification of hydrogel actuators on the basis of input stimuli 

 

3.1. Chemically Responsive Actuators 

This type of hydrogel actuator can convert the chemical energy of the 

surroundings directly into mechanical motion [9]. These actuators are fabricated 

with chemically responsive hydrogels and depend on the volumetric adjustments 

that occur in hydrogels in reaction to chemical stimuli. They are further divided 

into three types of actuators; solvent-responsive, pH-responsive and biomolecule-

responsive. In solvent-responsive actuators, the differential in hydrophobicity 

between the polymer network and the solvent determines how much volume can 

be changed by this actuator [10]. Further, in pH-responsive hydrogel actuators 

under the required pH environment, the volumetric changes rely on the ionization 

of the polymer network [11]. Further, the biomolecular-responsive actuators are 

based on the reversible association and dissociation of biomolecular complexes to 

change the volumetric quantity [12].   
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3.2. Electrically Responsive Actuators 

These types of hydrogel actuators change their shape according to electrical 

stimuli. Without the need for any complex conversion of stimuli, only 

computational circuits are required to control the volumetric changes very 

efficiently and accurately [13]. Electrically responsive actuators are further 

divided into electrically induced osmotic pressure actuators and dielectric 

elastomer actuators. In these actuators, osmotic pressure is created via the 

formation of an ion gradient, which leads to the swelling of hydrogel 

asymmetrically. Second, the dielectric elastomer actuator consists of a dielectric 

elastomer layer between the two ionic conductive hydrogels. The 

hydrogel/elastomer interfaces along each hydrogel accumulate opposite-charged 

ions when a high voltage is placed between the two materials. This creates 

Maxwell tension between the hydrogels, and resultantly, the elastomer layer 

shrinks in thickness and enlarges in area. [14].  

3.3. Hydraulically Responsive Actuators 

Hydraulic pressure plays a pivotal role in changing the shape of the hydrogel in 

hydraulically responsive actuators. In comparison with other types of actuators, 

hydraulically responsive actuators can achieve higher speeds and actuation forces. 

Furthermore, they are transparent by nature, so they are widely used in underwater 

activities owing to the same refractive index of these actuators as hydrogel and 

water. Moreover, they can easily eschew the sonic radars because of their same 

impedance as water, so they are also used in applications where stealth purposes 

are required [15]. 

3.4.  Magnetically Responsive Actuators 

In magnetically responsive actuators, external magnetic fields are responsible for 

the shape change of the hydrogels. They typically contain nano- or micro-sized 

magnetic particles and can be controlled remotely without a physical connection. 

When a magnetic field is applied externally, the hydrogel matrix changes shape as 

a result of the magnetic force being transmitted to it through the scattering of 

magnetic particles in the hydrogel. Nowadays, magnetically responsive hydrogels 

are used in artificial muscles and the manufacturing of implantable medical 

devices [16].   

3.5.  Optically Responsive Actuators 

Light irradiation is used for volumetric changes of the hydrogels in optically 

responsive actuators. Energy can be transferred wirelessly with this type of 

actuator, and no physical connection is required. These actuators are also 

responsive to multiple wavelengths. Further, in response to specific wavelengths, 

reversible isomerization occurs in photoswitchable molecules like spiropyran and 

azobenzene. Under ultraviolet (UV) light, spiropyran dissociates, and under visible 

light, it changes back into a ring-closed structure. Hydrophobicity changes are 
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directly responsible for the reverse isomerization that leads to changing the shape 

of the hydrogels. Furthermore, an optically responsive actuator which involves 

spiropyran can function as a reversible photo-valve for microfluids [17]. 

3.6. Thermally Responsive Actuators 

These kinds of hydrogel actuators change their shape according to variations in 

temperature. These actuators create large deformations by selectively reacting to a 

specific temperature range. Due to their tunable temperature range, they can be 

widely used in applications such as soft robotics. Thermally responsive hydrogel 

actuators are divided into lower critical solution temperatures (LCST) and upper 

critical solution temperatures (UCST). LCSTs generally shrink when temperatures 

rise above critical and swell when temperatures fall, whereas UCSTs expand when 

temperatures rise above critical and contract to their normal position at lower 

temperatures [18]. 

4. BIOMEDICAL APPLICATIONS OF HYDROGEL ACTUATORS AND 

CURRENT CHALLENGES  

The hydrogel-based actuators have proven productive in biomedical field and are 

becoming popular for various applications such as navigating medicine in the 

arteries and holding and releasing drugs in drug delivery systems [19]. They are 

widely employed in biomedical industries, such as implanting chips on human 

body organs (heart, liver, skin, kidneys) via microfluidic devices [20]. Moreover, 

microfluidic devices are also employed in cell culture, medical examination, 

wound healing and dressing, and the manufacturing of pharmaceutical devices in a 

quick, precise, and high-throughput manner [21]. In addition to this, smart robotics 

arms, or usually microrobotics arms, are becoming very popular in the biomedical 

field. Microactuators are also employed in smart robotic arms using polypyrrole. 

Furthermore, hydrogel actuators are playing tremendous role in bioprinting 

applications such as tissue engineering and steriolithography via 3D bioprinting 

and 4D bioprinting of neural stem cell attachments and natural collagen fibre 

imitation [22, 23]. Hydrogel scaffolds are extremely useful to repair or regrow 

damaged biological tissue and are essential for providing a supportive matrix for 

embedded cells. Scaffold matrices serve a significant role in development of new 

tissue morphogenesis by directing the growth of cells placed inside them. 

Scaffolding is used to deliver cardiac cells into cardiac muscles and it plays a 

pivotal role in the tissue regeneration process [24].  

5.  CURRENT CHALLENGES  

Hydrogel actuators have evolved with the passage of time and undergone 

significant advancements, but they are still facing some challenges in 

contemporary times. Firstly, the biggest limitation of hydrogel actuators is related 

to their power efficiency. It is observed that hydrogel actuators that work on the 

expansion/shrinking phenomenon yield low power conversion efficiency. Till 
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date, much research has been carried out to improve the energy efficiency of 

hydrogels, but the obtained efficiency is not as high as required for feasible 

biomedical applications. Another limitation of hydrogel actuators is related to their 

fabrication techniques. For practical biomedical applications, it is required to 

muster different hydrogels with multiple properties and fuse them into one 

material, but in fact, it is a hectic task to amass distinct hydrogel properties into 

one material and create an advanced hydrogel actuator. So far, much research has 

focused on tailoring the properties related to stimulus response of hydrogel 

actuators; however, there are still some challenges, such as lower mechanical 

power, UV carcinogenesis, stability factors, and the virulence of some materials 

that need to be addressed. Further, all the present hydrogels have a longer response 

time to stimuli. This response time creates a bottleneck in many practical 

biomedical applications that require a very fast response time in nanoseconds.  

6. CONCLUSION  

In summary, hydrogel-based biomaterials are widely used in many 

interdisciplinary fields but over the past decade, the usage of hydrogels in the 

biomedical area has grown significantly owing to their biocompatibility with 

human organs/tissues. Hydrogel actuators are used in drug delivery, bioprinting, 

microrobotics, microfludic devices and tissue scaffold fabrication. So far 

tremendous progress has been made in development of hydrogel based actuators 

but few issues should be addressed to use hydrogel actuators in efficient manner. 

In the stimulus-responsive hydrogels, there is need of fabricating actuators that can 

work with minimal input of stimuli. Furthermore, reducing the response time to 

stimuli from several minutes to the millisecond level especially in applications that 

require a quick response is still a challenge that provides scope for future research. 
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Abstract 

Joint control is the prominent issue observed during finger interaction with the environment.  Internal 

collision of finger movement during grasping of the object occurs while picking the object. This 

research work focuses on the placement of joint motor, so that finger collision can be avoided. Due to 

compact size and advancement of sensing and actuation, the flat plate motor was directly mounted 

between the finger joint.  Touch sensors were placed on the surfaces of the finger. A simple master-

slave control was adopted for the finger joint motion control. A smooth operation of grasping was 

observed during finger interaction. 

Keywords: Collision, Control architecture, Finger interaction, Computed torque control 

1. INTRODUCTION 

Finger gripper controlling is a tedious task. The main problem arises due to actuator size. Placing of 

larger size actuator between the fingers is not possible and also for mobile applications, there is a chance 

of collision [1]. Earlier design work on the pulley system, four-bar chain mechanism, and gear 

mechanism. The conventional mechanism is limited to the workspace for the finger during grasping the 

object [2],[3]. The conventional mechanism has no flexibility to deal with the unknown shape and size 

of the object. Due to the larger size of the mechanism and more weight of the actuator, grasping is not 

done properly. With the advancement of flat plate EC motors, such type of problems can be minimized. 

Flat plate motor sizes vary from 10 mm thickness to 50mm thickness and the diameter of rotor size 

varies from 2mm-20mm. The flat plate EC motor has an inbuilt quadrature encoder. The current trends 

in robotics research shifted to the placement of the plate motor [4]. These motors can easily be fitted 

between the joints. This research work focuses on the placing of the plate motor between the joints. 

Controlling of 15_DOF finger joint is also a very tough task. A simple master and slave control 

architecture was used for the finger gripper control. The advantage of master and slave type control 

architecture did not put the controller to do computation. The Master is controlling the finger position 

and the slave is controlling each joint position. The feedback was sent to the master controller and the 

master controller the correction if any deviation happens while the interaction of the finger gripper 

during the grasping of the object. 

2. MECHANICAL DESIGN  

A 3-D model was prepared on the Solid work plate form. The dimension was kept approximately to the 

human finger dimension. The model consists of 15 joints. Each finger has three joints [5]. Each joint 

was connected with one flat plate motor. To simplify the control, one common shaft is connected to a 

flat plate motor. One motor is controlling the three joints simultaneously. The schematic details of the 

finger gripper are shown in figure 1. 
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Figure 1. 3-D Modelling of Finger Gripper 

3. CONTROL ARCHITECTURE 

In its environment, a finger gripper completes the designated activities, which fall into two categories: 

contact-type tasks and non-contact-type jobs [6]. Actuators that impart a force or a torque to the links 

in order to move them are what power and drive each individual joint of a finger manipulator [7]. The 

manipulator control system gives the actuator commands necessary to move the manipulator and 

produce the desired end effector motion [8]. These instructions are based on the control set points 

produced from the collection of joint torque time histories that the trajectory planner collected. To 

obtain precise motion, the control system might be given back with the actual joint and/or end effector 

positions and their derivatives. The control system may use input on the actual joint locations and 

velocities, as indicated by the dotted lines for the feedback. The parameter 𝑞 , 𝑞 ̇ and �̈� and τ and so on. 

Joints cannot move independently, and a complex control algorithm will be required. A master control 

system that synchronises and controls n-joints makes up the usual robot control architecture for an n-

DOF manipulator [9]. Sending "set point" instructions to each of the joint controllers is the 

responsibility of this master control. The set point data is used by the n-joint controllers to instruct the 

joint actuator to move the joint. The joint controller may employ feedback to the master controller. The 

Multi-Input –Multi-output (MIMO), nonlinear dynamics model of the n-DOF manipulator becomes 

τ= 𝑀(𝑞)�̈� + 𝐻(𝑞, �̇�) + 𝐺(𝑞)̇                    (1) 

 

Fig. 2. Manipulator control system 

Because this controller is based on a more accurate dynamic model of a manipulator, it provides better 

trajectory performances than linear controllers do. The controller discussed here employs the computed 

torque control law to modify the system effectively decouple and linearize it [10]. The computed torque 

control scheme also comprises two portions- a model-based and a servo portion [11],[12]. The 

schematic diagram of a manipulator control system is shown in figure 2. The model-based portion 

defines the nx1 vector of control torques τ using a structure. Where 𝜏̀ is the nx1 torque vector specified 

by the servoposition. 



  

τ= 𝑀(𝑞)𝜏̀ + 𝐻(𝑞, �̇�) + 𝐺(𝑞)̇        (2) 

𝜏̀ = �̈�                                                                                                                        (3) 

By using nonlinear feedback of the real locations and velocities of joints, the model-based portion 

efficiently linearizes and decouples the dynamics of the system. Figure 3 illustrates the schematic 

depiction of this nonlinear control strategy. 

 
Fig .3. Control architecture of computed control  

The control law of the servo portion based on the nx1 vectors 𝐸 and �̇� of the servo errors in joint 

positions and velocities, respectively. The servo portion of the computed torque control scheme is, 

therefore, defined as 

𝐸(𝑡) = 𝑞𝑑(𝑡) − 𝑞(𝑡)                    (4) 

And  𝐸(𝑡) = �̇�𝑑(𝑡) − 𝑞(𝑡)̇̇                     (5) 

Where 𝑞and 𝑞𝑑 denote the nx1 vectors of actual and desired joint positions respectively. The servo 

portion of the computed torque control scheme is, therefore, defined as 

𝜏̀ = �̈�𝑑 + 𝐾𝑑�̇� + 𝐾𝑝𝐸̇                                               (6) 

Where 𝐾𝑝and  𝐾𝑑 are the nxn matrices of position and velocity gains, respectively. Usually 𝐾𝑝and  𝐾𝑑 

are chosen as diagonal matrices with constant gains. This serves to decouple the error dynamics of the 

individual joints [13],[14]. The model of error behavior or error dynamics is obtained from 

�̈� = �̈�𝑑 + 𝐾𝑑�̇� + 𝐾𝑝𝐸̇̇                       (7) 

or  with �̈� = �̈�𝑑 − �̈�                   (8) 

�̈� + 𝐾𝑑�̇� + 𝐾𝑝𝐸̇ = 0                     (9) 

This shows that the error dynamics of a closed–loop system are specified by a second-order linear error 

equation. This vector equation is decoupled if  𝐾𝑝 and 𝐾𝑑 are diagonal matrices with constant gain. 

Hence the error equation could be written on a joint-by-joint basis. For joint 𝑖 the error equation is 

�̈�𝑖 + 𝐾𝑑𝑖 �̇�𝑖 + 𝐾𝑝𝑖𝑒𝑖 = 0                      (10) 

Where 𝐾𝑝𝑖and 𝐾𝑑𝑖  are the position and velocity gains, respectively, for joint 𝑖. For the critically damped 

performance of joints, the relationship between 𝐾𝑝𝑖and 𝐾𝑑𝑖  is obtained in equation i.e 

𝐾𝑑𝑖 = 2√𝐾𝑝𝑖                    (11) 

3.1 Gain Parameter 

The equation specifies the methodology for setting the control gains 𝐾𝑝 and 𝐾𝑑.A direct consequence 

of the control law, equation, is that the servo error at any instant of time is zero provided there is no 

initial error and the computation time for the computer is zero, i.e the actuator torque is computed as a 

continuous function of time [15],[16]. In reality, the time taken to compute the servo error, the PD law 

control gains, and to command a new value of torque, is nonzero and is known as the cycle time. This 



  

is the resulting command torque 𝜏�̀� is a staircase function and the servo error is non-zero at the 

beginning of each cycle [17]-[19]. The controller will reduce this nonzero servo error to zero during 

each cycle [20-23]. Based on these parameters the control gain 𝐾𝑝 and 𝐾𝑑 are computed as listed in 

Table1. 

Table 1. Control gain values of 𝐾𝑝 and 𝐾𝑑 

Gain/Joint 𝑲𝒑 𝑲𝒅 

Joint 1 12 8 

Joint 2 10 6 

Joint 3 8 4 

Hence the actual trajectory tracked will be close to, but not the same as desired trajectory. Apart from 

a damping ratio of unity, another factor that constrains the selection of control gains is the flexibility of 

links, which are assumed to be rigid bodies in the development of the joint model. The unmodeled 

structural flexibility of the link and other mechanical elements produces resonance at frequencies other 

than natural frequency. Because these structural flexibilities have been ignored, the controller must be 

designed so as not to excite these unmoulded resonances. The lowest unmoulded resonance, which 

corresponds to the maximum value of the effective inertia seen by the actuator,𝐼𝑚𝑎𝑥  has a resonance 

frequency 

𝜔𝑟𝑒𝑠 =𝜔𝑜√
𝐼𝑜

𝐼𝑚𝑎𝑥
                  (12) 

where 𝜔𝑜 is the structural frequency when the effective inertia is 𝐼𝑜. To prevent exciting these structural 

oscillations and also ensure structural stability, the controller's natural frequency 𝜔𝑛 must be limited to 

0.5𝜔𝑟𝑒𝑠.i,e 

𝜔𝑛≤0.5𝜔𝑟𝑒𝑠 and 𝐾𝑝≤(0.5𝜔𝑜)2 𝐼𝑜

𝐼𝑚𝑎𝑥

                     (13) 

4. RESULTS AND DISCUSSION 

The simulation was carried out for the planned trajectory of the different joints. The cubic spline 

polynomial equation has been used for trajectory planning. The boundary condition is applied at the 

start and end of the trajectory.  

 

Fig .4.  Planned trajectory 
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Initially, the joint position and velocity are zero. Hence there is no jerk coming at the start and the end 

of the motion. The cubic spline polynomial equation creates the smooth trajectory of the joint 

movement. The finger joint speed up for 2.5 seconds of travel and the next half comes to speed down. 

The simulation was carried out for 5 seconds for the minimum and maximum values of the individual 

joints. Figure 4 shows the finger joint position with respect to time. Coriolis and centrifugal force resist 

the motion of the finger joint to reach the desired position. The proportional gain and derivative gain 

were taken [12; 10; 8] and [8; 6:4] based on the values obtained from the equation. Tuning of the gain 

can increase the joint position reached near the grasped object. A deviation can be observed in figure 5 

between the planned and actual trajectory of the finger  

 

Fig .5.  Actual trajectory of finger joint 

5. CONCLUSION 

A new finger gripper design was considered for the grasping of the unknown shape and size of the object in the 

unknown environment. The 3-point touch of the finger during an interaction makes the robotic finger gripper 

flexible. A large workspace was observed compared to the conventional design. The master-slave approach of 

the control system makes the system very easy to manipulate the object. 
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Abstract.  

Robotic manipulators have extensive applications including grasping, recognition, and 

viewpoint optimization. Trajectory tracking is extremely important in such applications. 

Some of the applications require the optimum tracking of trajectory. The complexity, 

uncertainty, and nonlinearities of the robotic manipulators make it difficult.  Extremum-

seeking control (ESC) gives the ability to track a varying maximum of a performance 

variable.  It is an adaptive and model-free approach that provides the ability to track the 

optimum path of a robotic manipulator. In this paper, a perturbation-based ESC controller 

has been designed that tracks the optimum point of the trajectory of a robotic manipulator. 

Robotic manipulators being multi-input multi-output (MIMO) systems two objective 

functions are required. A sinusoidal perturbation has been added to the control input. 

Objective functions have been designed utilizing the control input.  Furthermore, the 

applications of ESCs have been discussed and presented here, which imparts an 

understanding of this technique in various application areas.  

Keywords. Extremum- seeking control, Robotic-manipulator, trajectory tracking. 

1. INTRODUCTION 

Robotic manipulators are highly uncertain, nonlinear, and complex systems. With the advent 

of technology robotic systems have gained much popularity and have been employed in 

many industrial applications. Robotic systems provide ease and comfort to human lives by 

embedding a certain amount of autonomy. Because of the large applications in industry 

effective control methods are extremely important. Researchers are continuously exploring 

ways to control these robotic systems and provide autonomous solutions for performing 

industrial tasks.  ESC is a control strategy that tracks a varying maximum or minimum of a 

performance function [1]. This technique is an adaptive approach that adapts to parameter 

changes A sinusoidal perturbation is added to the control input u, making it perturbation 

type ESC.  Based on the control law, this method provides the optimum value of the 

objective function [2]. In some applications, a robotic manipulator has to track the optimum 

position in the specified trajectory to perform the task, ESC can track that optimum value. 

In [6] the authors proposed a novel fractional order extremum seeking control (FOESC) that 

improved the convergence, robustness, and performance by incorporating the fractional 

calculus in ESC. Simulation and experimental analysis validate the proposed scheme and 
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show better performance as compared to the classic extremum-seeking algorithm. ESC 

provides a robust and stable response.  Meroslav Kristic et-al. [7] performed stability 

analysis of ESC and proved the stability of ESC by averaging method and singular 

perturbation analysis further author suggested improvement in stability and performance of 

ESC by including a dynamic compensator in the ESC algorithm [8]. Researchers are 

continuously finding ways to improve the ESC. In [9], The authors designed a novel fast 

ESC to improve the static and dynamic performance of ESC without any steady state 

oscillations. In this paper, the authors designed the perturbation-based extremum-seeking 

controller for tracking of optimum trajectory value for a two-link robotic manipulator. 

2. MATERIAL AND METHODS 

The dynamics of a two-link robotic manipulator has been given as follows: 

                                                𝑀(𝑞)�̈� + 𝐶(𝑞, �̇�)�̇� + 𝐺(𝑞) = 𝜏                                                        (1)                                                         

The 𝑞, �̇� are the angular positions and velocities of both the links. M(q) is the mass matrix, 

C(q) is centripetal coriolis matrix and 𝐺(𝑞) is the gravitational force and 𝜏 is the applied 

torque to the robot manipulator. This section illustrates the ESC technique, types of ESC 

and its applications in various sectors.  

2.1. Extremum Seeking Control (ESC) 

Tracking a varying maximum or minimum of a performance function called extremum 

seeking control [1].  It is an equation-free adaptive control approach that adapts to parameter 

changes. It is an optimization technique in which a sinusoidal perturbation is added to the 

control input u. Based on the control law, this method provides the optimum value of the 

objective function [2]. Extremum-seeking controller tracks that optimum value. Extremum-

seeking control is a local optimizer and changes in the system dynamics are faster than the 

perturbations. Figure 1. describes the extremum-seeking control method. 

Figure 1. Block diagram of Extremum Seeking Control 

Berk Calli et.al. [4] presented a detailed analysis of the ESC techniques by performing a 

comparison and robustness analysis of each of the ESC techniques. Authors characterized 

these techniques as sliding mode ESC, neural network-based ESC, approximation-based 

ESC, and adaptive ESC. Robotic systems have high nonlinearities, uncertain dynamics, and 

high disturbance, perturbation-based ESC gives robust trajectory performance. In 
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conclusion, the authors suggested the use of approximation-based ESC when noise is not 

much effective, neural network ESC is preferred in the presence of significant noise while 

perturbation-based ESC is much more effective when a high level of noise and uncertain 

dynamic effects are present. Thus, perturbation-based ESC is found to be the most robust. 

ESC techniques are classified as shown in Figure 2. [4]. 

 

 

 

 

 

 

 

 

 

Figure 2. Classification of Extremum Seeking Control Techniques [4][5] 

2.2. Applications of ESC 

Extremum-seeking control is suitable for the system’s disturbances and variations in the 

parameters.  It has applications in areas like renewable energy (solar array optimization), the 

automotive industry, and robotic systems [3]. ESCs have applications in the systems that 

have disturbances and variations in the parameters over time. ESCs find applications in most 

of the fields mainly the have applications in Automotive Industry, Renewable energy, 

process control, and robotic systems. ESC is a model-free approach this property makes it 

popular thus ESC finds applications in many different areas where the optimum value is 

required. Denis dochain et.al. [10] presented a survey of ESC techniques and their 

applications to process and reaction systems. The authors implemented two approaches the 

perturbation-based ESC and model-based ESC on an isothermal reaction system. For model-

based approaches, two conditions namely model structure is known and unknown have been 

used. Simulation results show the stability and convergence of both control approaches. In 

[11] [12], the authors presented an adaptive ESC for continuous stirred tank bioreactors and 

a non-isothermal CSTR without knowing much about the growth dynamics. An adaptive 

seeking algorithm has been implemented to maximize the cost function. ESC has been used 

in renewable energy for applications like solar array optimization and wind turbine power 

enhancement. Due to varying external conditions, sometimes it is required to change the 

operating conditions to get the desired power output out of the system. This is referred to as 

solar array optimization and maximum power point tracking. In [13] authors presented the 

maximum power point tracking using ESC. Researchers [14] [15] have been implanting this 

technique in solar energy to get the maximum power through optimization of the parameters. 

In [16], the authors have designed the ESC to maximize the power output of a wind turbine 

with load reduction. Control and optimization of power in wind energy [17] [18] systems 

find wide applications of ESC. Automotive electronics is a rapidly improving industrial 

application that imparts safety and comfort to human beings. ESC finds applications in 
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antilock braking system (ABS) design [19] to optimize the forces applied on the breaks. 

Thus, ESC has wide applications in various fields. 

3. RESULTS AND DISCUSSIONS 

Robotic manipulators being highly nonlinear, uncertain, and multi-input multi-output 

(MIMO) systems, two separate ESCs using two different objective functions have been 

designed for two different links. A cubic polynomial trajectory has been considered as the 

reference, having optimum values of π/4 and π/6 respectively. 𝐽1 and 𝐽2 are the objective 

functions used to track the optimum value of trajectories of the links.  

                                𝐽1 = (𝑝𝑖/4) − (0.89 − 𝑢)^2 + 𝐶                                                                         (2) 

                                𝐽2 = (𝑝𝑖/6) − (0.72 − 𝑢)^2 + 𝐶                                                                          (3)  

𝑢 is a control input, and a sinusoidal perturbation is added to this control input. 𝐶 is a 

constant term. Figure 3. shows the reference cubic polynomial trajectory of both links.  

 

 

 

 

 

 

 

                                                 Figure 3. References Trajectories 

Figure 4. shows the output of ESC for both links. Figure 5. shows the optimum value 

trajectory tracking for both links, where both objective functions have been able to track the 

optimum value of trajectories. It is clear from both figures that the designed controller is 

able to seek the optimum value in the reference trajectories.  

  

 

 

 

 

 

 

Figure 4. Output of ESC 

The Simulink model of the ESC has been shown in Figure 6. The polynomial trajectory as 

shown in Figure 3. has been given as a reference. A sinusoidal perturbation has been 

included in the control law, this changes the control law and estimates the best input.  
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                       Figure 5. optimum value tracking of the reference trajectory 

 

 

 

 

 

 

 

 

 

 

Figure 6. Simulink diagram of ESC design of robotic manipulator. 

Two different objective functions have been incorporated each on the different links of a 

robotic manipulator. The output of the proposed controller has been shown in ESC output.  

4. CONCLUSION 

Robotic manipulators have various applications in industry, some of the applications require 

tracking of optimum value of the desired trajectory.  Because of the complex, nonlinear, and 

uncertain nature of the robotic system, it becomes much more difficult to track the optimum 

value in such applications. Extremum-seeking control is a real-time adaptive optimization 

approach that adapts the system parameters to unknown dynamics with the help of an 

objective function. In this paper, a perturbation-based ESC is designed to track the optimum 

value of the cubic reference trajectory with the help of the objective functions. Because of 

the MIMO nature of robotic manipulators, two objective functions have been designed 

utilizing the control input. Furthermore, the applications of ESCs have been discussed and 

presented here, which imparts an understanding of this technique in various application 

areas.  
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Abstract  

The present work describes the design and develop an alcohol detection sensor system that ensures safe driving 

of vehicle. The mechanism is capable of instrumenting a locking system that will ensure the start of vehicle only 

after checking the level of alcohol taken by the driver. The proposed system make use of pre-existing alcohol 

sensor (MQ-3), which is integrated with Arduino board. The system is also capable of sending the messages to 

the nearest competent authorities and dear one’s of the driver, as soon as alcohol consumption is detected through 

the app integrated with the system. This paper includes designing of the sensor, Algorithm for app development, 

material description for the sensor. The proposed work if adopted as a regulation by the government agencies, 

will lead to prevent many casualties due to road accidents. 

Keywords: Locking system, MQ-3, Arduino, App development. 

 

1. INTRODUCTION 

Product development and simulation has emerged as a powerful research tool [1-3]. A lot of work have been 

reported on research on vehicle performances in terms ensuring vehicle safe design [4-6] and modification in 

functionalities [7-10], but a very few work have been reported about the proficiency of driver. The increased 

hazardous rate due to road accidents by the consumption of alcohol should be the area of concern for the automobile 

industries and government agencies. There is a need of design, development and implementation of an alcohol 

detection sensor mechanism which will be primarily targeting on saving lives of people by not allowing the driver 

to start the car with alcohol consumption. The consumption of liquor is a typical propensity in numerous societies, 

related with customs’ merriments, however even a little amount of liquor will influence human behavior [11]. In 

the past there had been many researches done on detecting toxic gases, vehicle location and accident, instrumenting 

locking system of vehicle for security purposes, implementation SMS based alcohol detection with vehicle 

controlling etc. Safety of vehicle is of prime concern amongst these aspects. Public safety in general and roads 

safety in particular. The idea is characterized by being deliberately dependent on personal contribution [12].  

Research are continuously being done to get optimum solutions for tracking and locking automatically. The 

automobile industries are now also considering these issues seriously [13]. 

Many researches have been found in literature on using GPS and GSM module for tracking but the information that 

was provided through it, was sometimes a bit confusing in exact identification, because the SMS receives location 

in terms of latitudes and Longitude, which is tough to interpreter. K Sandeep et al. [14] proposed the use of the 

Internet of things (IOT) device as Raspberry Pi three model B as a core. It mainly includes Touch sensor, alcohol 

concentration detection sensor, Facial recognition, Heart beat rate, to safeguard the drowsy driver. Izanoordi Ahmad 

et al. [15] Proposed a model based on MQ-3 alcohol sensor with HC-05 Bluetooth module. Whenever system crosses 

the threshold value of alcohol the system is used to send the message to one of its relative via Bluetooth transmission. 

S.V. Altaf et al. [16] used MQ-3 alcohol sensor with microcontroller ATS8951 in which the sensor was fitted in 

front of the driver seat. The proposed system work on the concept when MQ-3 sensor detects the alcohol the car 

ignition will immediately will be turned off and it detects while driving then it will reduce the fuel supply [17-22]. 

 

However a lot of work is done to provide the safe driving mechanism but a lot has remained in term of integration 

of these technologies for the optimal solution. Present work provides a way to deal with the most sophisticated 

and advanced system which prohibits the driving by a alcohol consumed person. The present work addresses the 

development of an alcohol sensor by using pre-existing technologies followed by app development on android 

studio [22-29]. The safeguards are provided with the help of GPS module, Triggering an alarm and Automatic 

ignition off etc. Alcohol sensor mechanism is developed with the help of  MQ-3 sensor, Microcontroller (ATS 

8051), LCD Display, Buzzer, Relay, Analog to Digital Converter, DC Motor (For System Demonstration), GPS 

and GSM Module followed by CATIA model, proteus model and value proposition canvas. The app was 
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developed on android studio [29-32]. The main purpose of the app is to send the location of a car with drunk 

driver to one of its family member and competent authority.  

2. PROPOSED SYSTEM 

The Prosed system is shown in figure 1. Alcohol sensor mechanism is developed with the help of  MQ-3 sensor, 

Microcontroller (ATS 8051), LCD Display, Buzzer, Relay, Analog to Digital Converter, DC Motor (For System 

Demonstration), GPS and GSM Module followed by CATIA model, proteus model and value proposition canvas. 

 

 
Figure 1 Proposed system 

2.1 MQ-3 Sensors 

MQ-3 Model is based on Taguchi design with a coating of oxide sensing[8]. In MQ-3 MQ stands for metal oxide 

semi-conductor (MOS) type gas sensor. MQ-3 sensor provide fine range  for detection of alcohol particles in the 

air varies from 25 to 50 ppm with a accuracy of +/- 6.7 ppm and it is suitable for making breathalyzer. The MQ-

3 sensor works on 5V draws 800MV. Table 1 shows the specification of MQ-3. 

Table1: Specification of MQ-3 sensor 

Operating voltage 5V 

Load resistance 200 KΩ 

Heater resistance 33Ω ± 5% 

Heating consumption <800mw 

Sensing Resistance 1 MΩ – 8 MΩ 

Concentration Scope 25 – 500 ppm 

Preheat Time Over 24 hour 

 

2.2 Analog to Digital Converter 

Analog to digital converter allows microcontroller ATS8051 to complete it circuit. Analogue signal regularly 

change their value, which come from mQ-3 sensor. In analog signal there is continuous change in value  in terms 

of voltage, sensors while in case of binary the representation of value is only in one and zero so, here analog to 

digital converter comes into play which shows real life value which is easily monitored.  

2.3 Microcontroller ATS8051 

Microcontroller consist of CPU, Ram, and it is the main part of the system. The microcontroller has bit address 

for data, which makes transmission of data, which make transmission of data very smooth. The single chip 

contain four port, two timers and one serial port and during assembly, it can be easily programmed.  

2.4 LCD Display 

LCD stands for liquid crystal display it is a flat board display or other electronically adjusted optical equipment, 

which do not transmit light straight forward. LCD is made of substance, which is permanent liquid substance 

LCD provide a good quality contrast, brightness and clear images.  



2.5 GPS and GSM Module 

GPS module is used for tracking it is a satellite based navigation system. GPS is used to navigate or locate the 

location of cars. GPS convert received signal into longitude and latitude. GSM Module is a technology of second 

generation (2G). GSM is a cost-effective device, which applies sim card of any operator to transmit message 

from one person to another person. The model will also send the message of whereabouts of the vehicle through 

SIM900A. Another reason to choose GSM Module is that it support all mobile system.  

2.6 Relay 

Relay is very important part of the circuit as relay helps in closing and opening of the circuit if the relay is open 

it energized the circuit while if relay is closed it does not energized the circuit and if the circuit of the relay 

analyze the fault current in the circuit it give energy to the magnetic which produce magnetic field. It works on 

the principle of electromagnetic attraction. 

3. METHODOLOGY 

The experimental set for the sensor is shown in figure 2. For assembling of sensors, we are using pre-existing 

technologies. Microcontroller act as a heart of the system [6]. The main eight components for development of 

sensor are MQ-3 sensor, Microcontroller ATS8051, Analog to Digital Converter, GPS and GSM Module, LCD 

Display, Buzzer, Relay, DC Motor (For System Demonstration) and there are other off components which are in 

use. The flow chart works when a person sitting inside a car on driver seat has consumed alcohol or not. If person 

has not consumed alcohol then car will run smoothly else, if MQ-3 sensor detects alcohol particles in the air then 

it will show the value of alcohol concentration on LCD display if value is more than recommended level the 

microcontroller give signal to buzzer circuit and buzzer is turned on and at the same time relay is turned off due 

to this ignition of the car is deactivated. Alcohol detection system with buzzer indicate project is extend by adding 

an ignition key at the input and a DC motor at a output. The input ignition key is given to the microcontroller. It 

is used to find out the car whenever a car is started whenever a key is inserted into the ignition lock at the that 

time the alcohol detection process is started [17] as soon as alcohol detects sensors GPS and GSM Module comes 

into play it will helping us in sending the location to one of its family member to pick up from the location and 

the location will be shared through the app developed during this project. The proteus model is also developed 

for this project. 

 
Figure 2 Experimental set up of sensors 

 

 

4. RESULTS AND DISCUSSION 

4.1 Modelling of the Sensors 

In development of any prototype designing plays an important role In order to understand the dimension, size, 

function. The sensor is designed in such a way that it will easily install on the steering of the car keeping in mind 

that MQ-3 sensor has a fine sensitivity range of 2 meter. Figure 3 shows the drafting model of the sensors. 



 

 
Figure 3 Drafting model of the sensors 

4.2 Algorithm for an App Development 

Figure 4 shows interface of an app development. The steps for algorithm for the app development is as follows: 

Step 1- Getting the Google Map API key 

Step 2- Create a New Android Project 

Step 3- Select Google Map Activity, click next, and finish. 

Step 4- Open google_map_api.xml, where you will enter the Google Map API KEY and now   

build the Gradle. 

 

 
Figure 4: Interface of an app development 

 

Step 5- Define internet and location permission in Android Manifest  

Access_fine_location 

Internet 

Step 6- Code MapsActivity.java file for inserting functions in Google Maps. 

Step 7-Functions needed   

OnMapReady () - it is used when the map is ready to use. 



OnConnected ()-when device connection is successful. 

OnConnectionSuspended ()-device is in disconnected state. 

OnConnectionFailed ()-failed to connect. 

OnLocationChanged ()-when there is change in location of device. 

GoogleApiClient () - build this to use google play services to ensure that the permissions are granted and to build 

its object and add API () to specify which API are requested by your app. 

AddConnectionCallbacks () - to receive connection events from GoogleApiClient (). 

AddOnConnectionFailedListener () - to receive connection failed events from GoogleApiClient () 

Step 8- Change map types, zoom controls. 

Step 9 - Run the app with internet connections. 

 

5. CONCLUSION 
The proposal system check whether the person has consumed alcohol or not while driving the car, which will 

help us in reducing in car accident due to drunk driving. The project is categorized into three parts. The first part 

discuss about the electronic control unit that is used in this prototype that comprises of Arduino board, Sensor, 

Microcontroller. The second part is designing of the sensor to check the compatibility, availability of the passage 

in the car to fix it. The third category comprises of development of a navigation system to locate the car.  
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Abstract. 

 
The COVID-19 pandemic spread the use of digital & online modes of payment, according 

to the Annual report 2020-21 by RBI. The prospects for FinTech in India's financial system 

in 2021-2022, according to the RBI, would be determined by the degree to which digital 

usage has become entrenched. During the lockdown period of the Covid19 pandemic, the 

usage of online transactions and electronic currency transfers was motivated. Furthermore, 

the use of digital payment and e-wallets should be motivated to avoid unnecessary bank 

visits, apply social distancing, avoid physical contact while exchanging cash in the presence 

of the COVID-19 pandemic in India, and to give a positive attitude among Indian people 

toward cashless economy adoption. The goal of this research was to look into the use of 

digital payments and e-wallets. 

Keywords. Covid-19, digital payment, lockdown, e-wallets. 

 

1. INTRODUCTION 

During the Covid19 lockdown, the use of electronic transactions skyrocketed in order to 

reduce the number of physical visits to bank branches around the country (by Oliver-Balch 

2020). The number of people visiting the bank branch was also reduced as a result of the 

lockdown. Due to the growth of electronic commerce and the increased use of digital and 

virtual payment methods, the Global Payment Gateways Processing Solutions Market 

(GPGPSM) forecasted the trend of the payment gateways industry up to 2024, amid and 

after Covid-19, and the global payment market is expected to grow $23.40 USD billion in 

the years 2020-24. (by Jesse Maida (2020)) [1]. 

Instead of physical transactions, digital payment and e-wallets allow consumers to conduct 

cashless transactions via mobile applications or online banking. Open digital wallets, semi- 

closed e-wallets, and closed e-wallets are the three categories of e-wallets. Some e-wallet 

mailto:sapnabisht18@gmail.com
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applications do not require a bank account, and users can conduct digital transactions using 

digital money deposited into the application (Octal IT Solution, 2020). In the near future, 

the growing smartphone users will be a critical element in boosting the number of digital 

wallet users. In a variety of situations, including pandemics and lockdowns, e-wallets and 

other electronic cash transfer systems come in handy (by RBI Governor, in 2020) [1]. 

Many players offer e-wallet services to customers in India, including Google Pay, Paytm, 

FreeCharge, PayPal, Phone Pay, PayUMoney, and MobiKwik, to name a few. Furthermore, 

e-wallets will help to minimise the need for physical contact during pandemic situations, as 

well as the need to visit a bank branch to transfer money from a bank account during the 

Covid-19 lockdown period. 

We never expected COVID-19 would turn out to be such a pandemic calamity for the entire 

human species when the news first broke. Furthermore, we Indians are not immune to the 

pandemic's effects [2].Academic lectures moved from offline to online, corporate 

employment moved from offline to online, travel ticket booking moved from offline to 

online, and online food orders grew as a result of COVID-19. Similarly, payment systems, 

which are at the heart of all transactions, have seen an increase in people switching from 

offline to online [2]. 

 
2. STATEMENT OF PROBLEM 

The Union Government's declaration of a statewide lockdown beginning on March 24, 2020, 

had a significant impact on how business was done during lockdown days. To avoid 

Covid19, social distancing and avoiding physical contact are used as preventative methods. 

As a result, clients are encouraged to use the convenience of digital cash transactions and 

payment methods to eliminate unwanted physical visits and touch while transferring or 

remitting money [3]. As a result, people began to use digital, mobile, and online wallets to 

cope with the covid-19, paving the way for more cashless payments in the country. To 

overcome the challenges to effective adoption in the consequence of Covid19, it is necessary 

to study the use of digital payment systems as well as users' preferences and motivations for 

using digital currency transactions [4]. 

 

 
3. LITERATURE REVIEW 

Anup Kumar et al. (2017) the effect of perceived grievance and safety on the decision to 

keep using mobile wallets in India. The researcher conducted an empirical investigation on 

the desire to keep using e-wallets using a confirmatory theoretical approach. The results 

support the Technology Adoption Model hypothesis that perceived usefulness and ease of 

use have a significant and favorable impact on perceived security and that perceived security 

and grievance redressal have a favorable and mediating effect on a developing country's 

desire to use e-wallets [5]. 

Biplab Datta & Amit Shankar (2018) delivered an offline and online survey to investigate 

the systematic equation model for factors impact the adoption of mobile payments in India. 

To assess the adoption of TAM in the context of Indian clients, the researcher used a 

descriptive and hypothetical research design. The results demonstrate that whereas personal 

inventiveness and subjective norms do not significantly and favourably influence Indian 

consumers' propensity to use mobile payment, perceived utility, trust, and self-efficacy do 

[6]. 
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Pranav Mishra & Bhawna Mukaria (2019) attempted to Examine the variables affecting 

Indian e-wallet customers' opinions of public and private mobile wallet providers. The 

researchers used a hypothetical study design and survey approach to obtain primary data 

from 433 respondents in the form of a structured questionnaire. Using IBM SPSS software, 

the Independent Sample t test was performed. According to the findings, public sector e- 

wallet providers have a lower perception than private sector operators. Between PSU and 

private sector digital-wallet service providers in India, there is a considerable mean 

difference in perceptions of difficulties, customer service, and personal risk [7]. 

According to G.Sudha and M.Thangajesu Sathish's (2020) article, shops will use digital 

payment systems following demonetization. The researcher looked at payment methods 

before and after demonetization to see how they changed. The majority of retailers accepted 

payments through a variety of apps. 

According to RBI (January 2021), digital payments in India have seen an exponential surge 

since the Covid-19 pandemic hit in March 2020. The Reserve Bank of India (RBI) reported 

a 40 percent year-on-year (YoY) increase in the index to 304.06 in September 2021, up from 

217.74 in September 2020, indicating that India's digital payments are deepening [8]. 

According to the Statista Research Department (Jan, 2022), the results of a poll among 

Indians on the impact of COVID-19 and its thereafter lockdown, a huge number of 

respondents utilised Paytm to conduct e- payments. Over 30% of those who took part in the 

poll said they had increased their use of online payments. On March 24, 2020, India went 

under lockdown, the world's largest, confining 1.2 billion people, which was extended until 

3rd May, 2020 [9]. 

 

4. OBJECTIVE OF THE STUDY 

 To examine how digital payments were used during COVID-19. 

 To investigate the demography characteristics of Indian digital-wallet users. 

 To learn more about respondents' e-wallet preferences and motivations.  

 
5. ANALYSIS AND INTERPRETATION 

 

 

Figure 1. COVID-19 Impact- on e- 

payment applications usage in India (April 

-2020) (Source - www.statista.com) 

Figure 2. Digital Transactions using the 

UPI (in Rs. Crore) in 2020 (Source - 

www.paytm.com) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



4 
 

 

 

Figure 3. Frequency of using digital payment services by Indians during 2020, age group 

(Source - www.statista.com) 

 
 

  Table 1. Cumulative Payment Transactions in 2020  
 

Month 
Transaction No. 

(Crore) 
(%)Growth (month - 

month) 

January 2020 
436.43  

February, 2020 847.44 94.17(%) 

Mar, 2020 1262.84 49.02(%) 

April, 2020 1566.22 24.02(%) 

May, 2020 1890.23 20.69(%) 

June, 2020 2298.85 21.62(%) 

July, 2020 2699.06 17.41(%) 

Aug, 2020 3132.43 16.06(%) 

Sept, 2020 3620.51 15.58(%) 

Oct, 2020 4108.29 13.47(%) 

Nov, 2020 4623.25 12.53(%) 

Dec, 2020 4764.28 03.05(%) 

As shown in Table 1, Since January 2020, there has been an increase in the number of digital 

payment transactions. From January to February 2020, it increased by over 94.17 percent, 

from 436.43 crore to 847.44 crore in transactions. In addition, the proportion of increase was 

decreasing. The percentage change from February to March 2020 was 49.05 percent. From 

November 2020 to December 2020, it boosts the percentage decline to 03.05 percent. The 

total number of transactions in December was 4764.28 crore [10]. 
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Figure 4. State-wise distribution of online 

Payment Transaction (BHIM , Rupay Card 

on POS only) (Source-RBI) 

Figure 5. UT State-wise distribution of 

Digital online Transaction (BHIM Rupay 

Card on POS only) (Source- RBI) 

As shown in FIGURE 4 and FIGURE 5, Chhattisgarh was the highest number of digital 

transactions per capita (38.481), followed by Andhrapradesh (17.68%) and Haryana 

(12.42%). The next was UP at 7.73. It is 6.94 in Maharashtra, Manipur, Meghalaya, 

Nagaland, and Mizoram had the fewest digital transactions per capita, with 0.8, 0.765, 0.584, 

and 0.548 respectively. There are 8.311 digital transactions in Union Territory, followed by 

4.991 in Dadra & Nagar Haveli & Daman and Diu [11]. 

Figure 6 shows the monthly growth of BHIM-UPI transactions from April 2020 to March 

2021 as per the DigiDhan Govt. of India dashboard [12]. 
 

Figure 6. Monthly Growth Of BHIM-UPI Transactions (Apr 2020-March 2021) 

(Source -https://digipay.gov.in/) 

Figure 7 shows the monthly growth of BBPS (Bharat BillPay) transactions from April 2020 

to March 2021 as per the DigiDhan Govt. of India dashboard [12]. 

 

Figure 7. Monthly Growth Of BBPS (Bharat BillPay) Transactions 

(Apr 2020-March 2021) (Source -https://digipay.gov.in/) 
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Figure 8 shows the monthly growth of BHIM-UPI transactions from April 2021 to March 

2022 as per DigiDhan Govt. of India dashboard [12]. 

 

Figure 8- Monthly Growth of BHIM-UPI Transactions (Apr 2021-March 2022) (Source 

-https://digipay.gov.in/) 

 
 

Figure 9 shows the monthly growth of BBPS (Bharat BillPay) transactions from April 2021 

to March 2022 as per DigiDhan Govt. of India dashboard [12]. 

Figure 9- Monthly Growth Of BBPS (Bharat BillPay) Transactions (Apr 2021-March 

2022) (Source -https://digipay.gov.in/) 

 
 

The National Payments Corporation of India (NPCI) is an umbrella body established by 

banks under the direction of the RBI that is de facto responsible for all retail payments made 

in India. It serves as a middleman for a variety of digital payment methods, including IMPS, 

UPI, and Bharat BillPay, among others. Examining the value and volume of these 

transactions from January 2020 to June 2020, as depicted in Figure 10, demonstrates a 

decline in payments in India as a result of COVID-19 and related containment efforts, but a 

quick recovery in consecutive months across several modalities [13]. 

The lockdown period was characterized by significant restrictions on consumer spending as 

well as the deferral of multiple ordinary monthly payments. Consumers were left in a state 

of limbo when it came to making decisions about the amount and timeliness of pending and 

unpaid bills. This is reflected in a 49% drop in the value of overall NPCI payment goods 

across all digital payment modes in April 2020, compared to payments in March 2020. [13]. 

FIGURE 11 shows the Cumulative Payments Transactions (Last 12 Months – Oct 2021 to 

up to 12 Sep 2022) [12]. 
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Figure 10. Payments dare donethrough 

NPCI between Jan 20 to Jun 20 

(Source - NPCI payments database as 

accessed in July 2020.) 

 

Figure 11. Cumulative Payments 

Transactions (Last 12 Months – Oct 2021 to 

up to 12 Sep 2022) 

 

6. CONCLUSION 

According to the survey, users of e-wallets have expressed a strong desire to adopt them. In 

every corner of the country, peers, friends, and family members have been taught the need 

of using an e-wallet during a pandemic to reduce physical monetary transactions. Existing 

users of digital payment and electronic wallets are encouraged to educate others about the 

importance, performance, use, and benefits of digital payment over traditional payment 

methods. Service providers believe that better design and content will persuade more 

customers to use and use e-wallets in their daily lives in pandemics and other similar 

emergency scenarios. Furthermore, in order to avoid the Covid19 virus or other similar 

epidemics, digital payment and e-wallets can be utilized to conduct monetary transactions. 
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Abstract  

The performance of a palmprint recognition system is determined by one of its essential 

components, the comparator. However, in the realm of palmprint recognition system, the 

purpose of analysis and comparator development is weakened. The main contribution of this 

study is the analysis of comparators using theory and experiments. The investigation 

investigates the possibility that a ground truth of palmprint images could contain identical 

data. Experimental analysis makes use of the receiver operating characteristic (ROC) curve. 

It has been found that comparators based on the similarity measure functions of the 

normalised correlation coefficient (NCC) perform well. 

 Keywords. Palmprint Recognition, NCC, Comparators, Metrics, ROC curve, Correlation 

1. INTRODUCTION 

Biometrics is an approach of automatically recognising a person based on his physical or 

behavioural features. Wherever there is a need for user verification, biometric solutions are 

necessary [1]. Over the last decade, palm-print-based biometric identification systems have 

gotten a lot of attention. Principle lines, wrinkles ridges, tiny points, unique points, and 

texture patterns are some of the traits that might be referred to as biometric characteristics 

[2]. The tri-radiated region, also known as the inter-distal region, is the area beneath the 

finger that is bordered by the cardiac line. This part of the palm comprises traits that are both 

distinctive and generally distinguishable [14]. Palm prints are a more accurate way to 

identify people than fingerprints because they cover a larger surface area. Palm print sensors 

are therefore larger and more expensive than fingerprint sensors [3]. The use of these 

systems for large-scale personal authentication will necessitate additional work to increase 

performance significantly [11].  

In the field of biometrics, the objective is to generate a data representation that separates the 

real and imposter score distributions well. Numerous effective faces and palmprint 

recognition systems utilise conventional image processing methods to extract features 

utilising image filters that improve discriminative information while decreasing noise [13]. 

mailto:deval09msc@gmail.com
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The most cutting-edge biometric technology, with over 20 decades of research and 

development, is automatic fingerprint verification. There are still certain challenges to be 

resolved despite the abundance of scanning methods, feature extraction, pre-processing, and 

matching algorithms that have been propounded for fingerprint verification [15, 16]. Hand 

geometry can only provide limited precision in accordance with the simple aspects of the 

hands, and its capacity to differentiate individuality is still an open subject [17]. 

Palm region extraction is the process of selecting and orienting the core section of 

palmprints, also termed as the region of interest (ROI). It's used to match different palmprint 

photos by aligning them. Many algorithms have been developed to extract the ROI of 

palmprints for effective feature extraction [12,18]. There are five components of a standard 

palm print recognition system. The first is a palm-print scanner, which gathers photos of 

palm prints. Pre-processing establishes a coordinate system for aligning palmprint images. 

The third stage, known as feature extraction, extracts useful features from pre-processed 

palmprints. The fourth feature is a palmprint matcher, which compares two palmprint 

attributes. This study looks at how different comparators affect the palm matching process 

while assuming that a correlation coefficient must be treated similarly to the positive. 

Additionally, a formula for calculating a comparator parameter for the pattern matching 

system's maximum decision accuracy is obtained by theoretical research. 

To analyse the comparator and confirm the formula, experiments are conducted on a variety 

of palmprint matching systems. Here is a description of the remaining paper. There are 

definitions of preliminaries in section 2. Proposed methodology is discussed in section3. 

Experiments and results are discussed in section 4 and 5. 

2. PRELIMINARIES 

2.1. Dataset Description 

For research purposes, the Casia palmprint database [18] has been used. 312 persons are 

represented by 5,502 images in this database. The format of the palmprint pictures is "xxxx 

m/f l/r xx.jpg". These jpeg photos of palm prints are in 8-bit grayscale. Where the letters 

"xxxx" stand for a person's unique identification number, which spans from 0000 to 0312, 

"m/f" for male or female, and "l/r" for left or right palm, respectively. 

2.2. Normalised Cross Correlation coefficient (NCC) 

The degree of similarity between two photographs is calculated using the normalised cross 

correlation coefficient (NCC) [8]. Because NCC is less sensitive to direct changes in the 

amplitude of brightening in two compared images [14,10], it is more significant than cross 

correlation. With the aid of palm lines, one common use of pattern matching is palmprint 

matching, which is used for fortune telling. Mathematical formula is given in Figure 2.21. 
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Figure2.21. Evaluation of NCC, η (x1, y1) 

 

3. PROPOSED METHODOLOGY 

A comparator consists of two components: a function and a threshold that determine how 

similar two palm images are to one another. If there is a greater degree of resemblance 

between two palm images than the threshold, the two are considered to match. palm images 

are not matched if this is not the case. A general comparator is defined mathematically as 

follows in Figure 3.1: 

 

Figure 3.2. Evaluation of Similarity (x1, x2) 

False positive rate (FPR) and false negative rate (FNR) for both measures are calculated by 

using following equations in Figure 3.2. 

 

Figure 3.2. Evaluation of Similarity (x1, x2) 

4. EXPERIMENTS, RESULTS AND ANALYSIS 

In this section, we've discussed our experimental work. The major goal of this research is to 

compare two images using the performance factors NCC to determine how comparable they 

are. then use a ROC curve to compare how similar they are. Both parameters have [0, 1] 

ranges.  Casia database contain 5,502 images in this database, out of them the results of 30 
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palm images are shown in given Table 4.1. NCC values are computed for both left and right 

hand in Table 4.1 and it is observed that on taking some threshold value it is decided for 

match and not match. 

Table 4.3. NCC value of Right /Left Hand, NM (no match), M(match) range [0,1] 

 

Palm 

No.jpg 

Type NCC values 

for left palm 

Decision 

based on 

NCC 

(Th=0.9) 

NCC values 

for right 

palm 

Decision 

based on 

NCC 

(Th=0.9) 

palm0001 L 1 M 0.8776 NM 

palm0002 L 0.924316286 M 0.83537232 NM 

palm0003 L 0.908045649 M 0.893865815 NM 

palm0004 L 0.911274144 M 0.8916082 NM 

palm0005 L 0.922325198 M 0.872080946 NM 

palm0006 L 0.905877726 M 0.89605427 NM 

palm0007 L 0.901073111 M 0.894218908 NM 

palm0008 L 0.876557038 NM 0.870822589 NM 

palm0009 R 0.860061145 NM 1 M 

palm0010 R 0.858743713 NM 0.998018839 M 

palm0011 R 0.83510893 NM 0.935007229 M 

palm0012 R 0.840590762 NM 0.971519321 M 

palm0013 R 0.888537342 NM 0.929232254 M 

palm0014 R 0.89001467 NM 0.931723599 M 

palm0015 R 0.887452513 NM 0.934980282 M 

palm0016 R 0.834901091 NM 0.930568405 M 

palm0017 L 0.916501824 M 0.897225417 NM 

palm0018 L 0.898084337 NM 0.882776414 NM 

palm0019 L 0.904247812 M 0.862085519 NM 

palm0020 L 0.875981741 NM 0.867090231 NM 

palm0021 L 0.861540544 NM 0.864350786 NM 

palm0022 L 0.882046809 NM 0.858687178 NM 

palm0023 L 0.876204649 NM 0.848362653 NM 



 5 

palm0024 R 0.807131267 NM 0.914954649 M 

palm0025 R 0.791954271 NM 0.906271612 M 

palm0026 R 0.882320735 NM 0.841548278 NM 

palm0027 R 0.801373396 NM 0.905876433 M 

palm0028 R 0.818123168 NM 0.890212266 NM 

palm0029 R 0.798173497 NM 0.892508208 NM 

A two-dimensional plot of the false positive rate FPR (defined as the ratio of the total number 

of incorrect matches to the total number of matches) versus the false negative rate FNR 

(defined as the ratio of the total number of incorrect non-matches to the total number of non-

matches) is known as a ROC curve. Every part of a palmprint matching system is necessary 

for FPR and FNR. FPR and FNR have a [0,1] range. The optimal point on a ROC curve is 

(FPR, FNR) = (0,0). In Figure 4.1 shows the ROC curve of FPR and FNR of NCC values 

corresponding to the given dataset. 

 

 

Figure 4.4. ROC Curve for NCC range [0,1] 

 

5. CONCLUSIONS 

This study presents an investigation of palmprint matching based on NCC similarity 

measurement. The primary goal of this work was to determine the palmprint matching 

accuracy. On several palmprint images, experiments have been conducted. NCC and 

similarity measurements are used to evaluate the effectiveness of their matching. To 
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determining accuracy, we have calculated FPR and FNR using various threshold values. The 

findings show that NCC delivers the least value at the 0.760 threshold, whereas NCC gives 

the least value at the threshold value of 1. 
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Abstract 
 
As we all know breast cancer is a very devastating disease. By each passing day number of 

deaths in women are increasing because of breast cancer. The accuracy rate of each 

technique varies depending on the situation, tools, and datasets. Since their effectiveness 

has been established, machine learning techniques have gained popularity as a field of 

study. They can greatly help with the early diagnosis and prediction of breast cancer 

processes. In this work a logistic regression and random forest machine learning 

techniques were used to detect and predict breast cancer. In this work, breast cancer 

prediction is carried out using statistical properties and classified using Random Forest 

Classifier and Logistic Regression on Wisconsin Breast Cancer Diagnosis Dataset. 

Keywords. Breast Cancer Prediction, Machine Learning, Ensemble Techniques, Data 

Mining, Deep Learning, Algorithms. 

1. INTRODUCTION 

The proportion of women who die from breast cancer worldwide has increased 

dramatically in the last few decades, making it the most lethal and heterogeneous disease 

of our time. Women die from this disease more often than any other disease [1]. Breast 

cancer is caused by abnormal growth of fatty and fibrous tissues in the breast. A 

combination of data mining and machine learning algorithms is being used to predict 

breast cancer [2]. One of the most important tasks is finding the most appropriate and 

suitable algorithm to predict breast cancer. Breast Cancer begin to spread when cellular 

growth becomes unchecked, leading to malignant tumours [3]. There are different stages 

of cancer caused by the cancer cells spreading throughout the tumours. A cancerous 

condition caused by the spread of cells and tissues throughout the body is breast cancer.  

 When we collect data of various types of breast cancer prevailing worldwide, we get to 

know that it’s a huge raw dataset which we need to clean and analyse, using data mining 

mailto:srts1906@gmail.com
mailto:deval09msc@gmail.com
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techniques, and algorithms. Any kind of disease can be discovered with the help of these 

functions. Statistics and machine learning are employed   in the diagnosis of cancer 

disorders such as, lung cancer, prostate cancer and leukaemia [6], as well as databases, 

fuzzy sets, storage warehouses, and neural networks can be used. In traditional cancer 

detection, three tests are conducted: clinical examination, radiological imaging, pathology 

tests. This method is called “the gold standard [7]”. The model is aimed at predicting 

unseen data and delivering good results in both the training and testing phases [8]. As far 

as machine learning is concerned, it is based on three main strategies-feature selection, 

pre-processing, classification.                                                

 There are three sections in this paper: the first discusses related work for prediction of 

benign and malignant classes, and the second discusses proposed methodology, the third 

section discusses experiments and results for breast cancer diagnosis. 

2. SURVEY FOR BREAST CANCER PREDICTION 

As we know, machine learning models are those algorithms which learn from the data of 

the past. Based on a machine learning model, we analyse many data and predict the future 

based on those data [9]. Based on regression and classification models, the decision tree is 

constructed. Subsets of the dataset are divided into smaller ones. It is possible to make 

predictions with the highest level of precision using smaller sets of data [12]. In this K-

Nearest Neighbour (KNN) algorithm, more dependent variables are included in the 

learning process. Using this algorithm, a binary response is generated. Based on a 

particular set of data, logistic regression [11] can provide a continuous outcome. A 

statistical model with binary variables is used in this algorithm [10]. In Naive Bayes 

Algorithm (NB) an assumption is made that the training dataset will be large in this model. 

By using the Bayesian method, the probability is calculated [13]. In support vector 

machine (SVM) classification and regression problems are solved using this supervised 

learning algorithm [14]. It consists of large datasets that can be predicted with the highest 

accuracy rate using this method. In addition to using 3D and 2D modelling, it is an 

effective machine learning method [11], [15]. In K-Mean Algorithm, using a clustering 

algorithm, the K-mean algorithm divides data into small clusters. Data is compared using 

an algorithm to determine their similarity. Data containing at least one cluster can be used 

to evaluate a large dataset [17]. In this work we have used two machine learning 

algorithms which are used to predict breast cancer are as below: 

•    Random Forest (RF): A Random Forest algorithm is an efficient way to solve problems 

of supervised learning both for classification and regression. In machine learning, this is a 

basic building block that is used to predict new data based on previous datasets [11]. 

•    Logistics Regression (LR): In this algorithm, more dependent variables are included as 

part of the supervised learning process. Responses from this algorithm are binary in nature. 

It is possible to obtain a continuous outcome of specific data using logistics regression 

[11]. The algorithm is based on the use of a binary variable statistical model [10]. 

3. PROPOSED METHODOLOGY 

The seven phases of the suggested framework are as follows: 
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In this paper, the goal is to create a method for predicting the benign and malignant 

classes using regression and classification of breast cancer.  

3.1. Dataset Description 

On the UCI machine learning repository, a dataset is accessible. 569 samples in all are 

included in this collection. Our samples have a malignant (M) or benign (B) classification 

(B). These are medical terminology that describe the two types of tumour cells that we 

discussed earlier: benign and malignant. The properties have all their values. The 

distribution of our samples shows that 357 are benign and 212 are malignant. Figure 3.1 

and Figure 3.2 shows the images of benign and malignant cancer. 

 

  

Figure 3.1: Benign Class Figure 3.2 Malignant Class 

Figure 3.1 shows benign cancer cells which are abnormal in nature but non-cancerous 

collection of cells. It grows very slowly and doesn’t spread to additional bodily parts 

whereas malignant cancer cells are shown in Figure 3.2. These cells grow rapidly and 

invade other body organs very soon, it is cancerous and metastatic in nature. Figure 3.3 

represents the number of malignant and benign cells present in our dataset. 

 

Figure 3.3. Wisconsin Breast Cancer Diagnostic Dataset 
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3.2. Feature Extraction 

There are a total of 31 features namely, mean of radius, texture mean, mean value of 

perimeter, mean value of area, smoothness mean, mean of compactness, mean of 

concavity, mean of concave points, mean of symmetry, mean of  fractal dimension, worst 

texture, worst  perimeter, worst area, worst smoothness, worst compactness, worst part of 

concavity, worst part of concave points, worst part of symmetry, and worst part of  fractal 

dimension.  

4. EXPERIMENTS AND RESULTS 

All experiments are performed using Sci-Kit Learn library available in Python 

programming language. The dataset is splitted into various ratios for training and testing 

samples. Using data inputs, our predictive algorithm will determine whether a cancer is 

benign or malignant in nature. In this study, we have applied two machine learning 

techniques to know which algorithm is more accurate in prediction. Firstly, we imported 

the required libraries such as NumPy and Pandas in our python then download the dataset 

from Kaggle. Then we got the information about our dataset and checked for the missing 

values. In this dataset, there is no missing value. So, we have spitted data into training and 

testing for both classifiers.  

4.1. Performance Analysis 

After splitting the data, we have evaluated accuracy score of training data which was 99% 

in Logistic regression and 99.5% in Random Forest classifier. After this, we tested our 

model accuracy on test data on confusion matrix. The important parameters are recall, F1 

score, precision, accuracy on which we tested our model and compared with each other. In 

logistic regression model, the confusion matrix was [ TP=86, TN=50, FP=4, FN=3] and in 

Random Forest Classifier the confusion matrix was [ TP=87, TN=51, FP=3, FN=2] after 

applying the accuracy formula in both we got 95.10% and 96.5% testing accuracy 

respectively. The results are as below- 

        Algorithm                                  Training Accuracy               Testing Accuracy 

1. Logistic Regression                        99%                                            95.10% 

2. Random Forest Classifier               99.5%                                         96.50% 

4.2. Comparative Analysis 

The comparative analysis of both performances is shown in Figure 4.1: 
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Figure 4.1. Comparative Graph 

5. CONCLUSIONS 

In this work, breast cancer prediction is carried out using statistical properties and 

classified using Random Forest Classifier and Logistic Regression. The results are 

evaluated and compared, based on accuracy’s a result, the Random Classifier model can 

be used to predict breast cancer because it performed well in terms of accuracy of 

prediction (96.5%), which will greatly aid doctors in making an accurate prediction. The 

limitation we have seen that is after being accurate Random Forest classifier model can 

predict wrong as it is not 100% accurate Several issues still need to be addressed in future 

research. As we all know data is everything in every domain. Hence, it can be said that 

data availability is the most significant challenge for deep learning and machine learning 

in predicting breast cancer. Most researchers are now searching for medical images of 

patients with cancer, which contain sensitive information, and are publicly available as 

raw images. To overcome the problem of limited patient data, many researchers are now 

using data augmentation schemes, such as cropping, filtering, rotating, and cleaning. Data 

from more patients can be obtained using this technique. 
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Abstract.  
 
This work proposes a study of an innovative compact monopole antenna comprising with a 

microstrip patch engraved in the shape of a Swastika design. The study of various feeding 

methods for wireless microstrip patch antennas, is addressed in this paper. The various 

design aspects of the swastika shaped patch antenna are discussed. The performance 

parameters are reported in form of comparative analysis of the existing literatures.  

Keywords. Feeding methods, MSA, SSA, substrate and 5G frequency. 

1. INTRODUCTION 

Microwave and wireless engineers take a great interest in research on relatively small 

microstrip antenna (MSA) designs. A drastic improvement on the structural designs has been 

reported in the recent years which is the need for latest 5G wireless communication. The 

important properties of the antennas which are focussed in the transmission devices are their 

weight and size which are desired to assist with the high mobility needs of a wireless 

communication system [1]. MSAs have numerous blessings, including mild weight, low cost 

and can be utilized in applications like aircraft, satellite, and wi-fi communication [2]. The 

cheap fabrication cost of MSAs is a result of their simplicity of mass manufacture by 

utilizing printed circuit technology [3]. The properties which validate the design of the MSA 

include better return loss, high gain and high input impedance. The various modifications in 

the design geometry play an important role in improving the properties of the MSA [4-5].  

The limited bandwidth of an MSA is among its most critical disadvantages. A number of 

studies and approaches have been applied for improving the bandwidth of the MSA [6]. A 

swastika shaped antenna (SSA) has been recently developed by the researchers which has 

exhibited improved radiation properties with better polarization [7-8]. The design of the SSA 

has been taken from a holy sign in Hindu mythology, and has exhibited enhancement in the 

bandwidth of an MSA. The compact monopole patch antenna, which consists of a patch in 

the Swastika form, is briefly described in this article. The rectangular slots of the SSA helps 

in modifying the surface current distribution of the patch. The shape basically helps 

the charge particles in accelerating and deaccelerating, which improves the bandwidth and 

radiation characteristics. This article presents research investigations for various 

applications employing this sort of swastika-shaped antenna. 
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2. SWASTIKA SHAPED PLANAR PATCH DESIGN 

To build an MSA, first the substrate is chosen, then the length of the patch is calculated 

using the design equations. The designer’s ability lies in choosing an appropriate feeding 

mechanism. Basically, the two feeding methods that are most often utilised are probe feed 

and microstrip line feed for the SSA design. Designing a MSA and SSA requires careful 

consideration of the thickness and choice of dielectric material [8]. The basic design 

equations for the SSA are formulated as [5]:   

Width of Antenna (w): 

𝑤 =
𝑐

2𝑓𝑜√
(∈𝑟+1)

2

                                  (2.1) 

Effective Dielectric Constant (∈𝒆𝒇𝒇): 

∈eff=    
∈r+1

2
+ 

∈r−1

2
[1 + 12

h

W
]

−1

2                                (2.2) 

Effective Length (Leff) 

Leff =
c

2f0√∈eff
                                       (2.3) 

Length Extension (ΔL) 

∆𝐿 = 0.412ℎ 
(∈𝑒𝑓𝑓+0.3)(

𝑊

ℎ
 +0.264)     

(∈𝑒𝑓𝑓−0.258)(
𝑊

ℎ
+0.8)

                                                                       (2.4) 

Effective Length (L) 

L = Leff − 2∆L              (2.5) 

As shown in Figure 2.1, the geometric configuration of the SSA is presented engraved in 

FR4 substrate.  

 

Figure 2.1: Swastika MSA’s top view 

It consists of four arms in opposite directions with four slots between the arms. FR-4 

substrate is mostly used because of its less cost, dominant availability and use at various 
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frequencies [9-10]. Further, feeding plays a very important role for matching the input 

impedance and getting SSA to work efficiently. [11-12].  

3. FEEDING MECHANISMS 

There are various feeding methods used for Swastika MPA. These methods basically are of 

two types: contacting and non-contacting. 

 

 

Figure 3.1: Flow chart of feeding techniques 

3.1 Contacting feed - This approach uses contacting components like a microstrip or coaxial 

line to supply power at radio frequency directly to a patch of MSA. The most popular method 

of contacting feed are coaxial cable (CB) and microstrip line (ML). 

3.2 Non-contacting feed - The MSA is not supplied with radio frequency power directly in 

this approach. Through electromagnetic coupling, the feed line's power is transmitted to the 

route. Aperture Coupled (AC) and Proximity Coupled (PC) are the two most used non-

contacting feeding approaches. [10-11] 

 

A. ML Feed 

It makes use of a conducting strip, which is physically joined to the border of the 

MSA. The benefit of this type of feeding mechanism is in the form of planar 

structure as the feed is engraved in the same substrate. Furthermore, s-waves and 

artificial feed radiation also rise with the height of the dielectric material being 

employed, which lowers the antenna's bandwidth, unwanted cross-polarized 

radiation is also caused. The straightforward planar design of this approach makes 

it beneficial. 

B. CB Feed 

The CB feed mechanism is a very well-liked approach of feeding MSA. The patch 

antenna is joined to the coaxial connection's inner conductor, which is enclosed in 

the dielectric and is welded to it, while the connection's outer part of the conductor 

is fastened to the ground plane. The main advantage of this is the freedom with 
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which the feed may be placed within the patch to optimally adjust the input 

impedance. Its main flaws are a constrained bandwidth and modelling challenges 

brought on by the need to drill a hole in the substrate and the connection sticking 

out beyond the ground plane, which prevents it from being precisely flat for thick 

substrates. 

C. PC Feed 

This type of feeding mechanism for the patch antennas is based on the 

electromagnetic coupling. The radiating patch is positioned on top of the upper 

substrate, with the feed line sandwiched between the two dielectric substrates. The 

major benefit of this feed approach is the removal of stray feed radiation and the 

very high bandwidth (up to 13%) it offers owing to the overall increase in microstrip 

patch antenna thickness.  

D. AC Feed 

The ground plane acts as a barrier between the feed line and the radiating patch 

surface in this sort of feed technology. A slot or aperture in the ground plane helps 

to couple the patch and the feed line. The fluctuations in the coupling depend on 

the aperture's size (length and breadth), which is adjusted for greater bandwidths 

and lower return losses.  

Because of benefits including no direct touch between the feed and radiator, broader 

bandwidths, and improved isolation makes AC feeding as appealing. 

4. COMPARATIVE ANALYSIS  

 

5. CONCLUSION AND FUTURE SCOPE 

The current study conducts a survey to get insight into the design of swastika patch antennas 

and finds that little research has been done on this sort of patch antenna. The various feeding 

methods as well as the employed design equations are discussed. Swastika-shaped antennas 

have found utility in a variety of products, including wireless communication equipment’s 

RE

F.  

OVERALL 

DIMENSIONS (in 

mm) 

CENTRE 

FREQUENCY 

(GHz) 

SUBSTRATE 

DIELECTRIC 

CONSTANT 

(𝜀r) 

BANDWIDTH 

[1] 28.8 × 37.2 × 1.6 2.5 4.2 43.758% 

[3] 32 × 32 × 1.6 2.9/5.2/6.9/8.2 

and 12.9 

4.4 200/300/280/400/500 

MHz 

[5] 52.29 × 67.74 × 1.6 1.7 to 2.6  4.2 21.7% 

[9] 40 × 40 × 1.6 2.4 4.4 109.9 MHz 
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and medicinal devices. The study on the polarisation dependency and phase shifting where 

this form of antenna may put its candidacy for use has not yet been revealed which can be a 

great scope of research. 
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       Abstract 

In terms of energy utilisation, the aim of this research is to build a smart small-scale electrical power system 

termed as a smart microgrid. One of the biggest trends in the electricity system right now is energy utilization. 

Energy is lost in enormous amounts due to the imbalance between energy production and consumption. 

Microgrids are crucial for generating energy from renewable sources like photovoltaic systems in response 

to demand. In a MATLAB and Simulink framework with standard distribution elements, the microgrid 

system has been modelled. Solar energy systems serve as the microgrid energy sources, while during normal 

operation, the main grid supplies electricity to residential areas. Another component of this microgrid is AC 

power generation. To accelerate simulation speed, the model employs the Phasor solution of Specialized 

Power Systems. 

         Keywords- Smart Grid, Micro grid, Renewable energy, solar energy, Wind energy. 

1. Introduction 

A microgrid is a local electrical grid with control features, allowing it to operate independently and cross over 

to the old grid. A grid connected to mid-generation sources enables the use of electrical appliances, heat, 

cooling systems, and electronics devices in homes, buildings, stores, and other facilities. Distributed 

generators, batteries, and renewable energy sources like solar panels, wind farms can be used as a dedicated 

power source for the Smart Microgrid . The world's population is requisite to increase by almost a billion 

every year, that bringing the total population to more than 30 billion by 2030. Two things will result from 

this population growth: an increase in energy demand and issues with power grids. 

A microgrid can enhance the quality of the power network from the perspective of the consumer. Both the 

likelihood of depletion and overall energy expenses will be decreased. The microgrid can reduce the flow of 

energy through the transmission and distribution lines, as well as their losses and burden on the network. It 

can also make it easier to maintain the network in the event of a malfunctions. Microgrids can operate in 

island mode and while connected to the main grid. A strong loading / production network can be built using 

this program's assistance in resolving RES problems and uncertainties. The Microgrid program's adoption 

will benefit the environment by lowering our reliance on fossil fuels and, the threat of climate changes. The 

future of energy systems is definitely the implementation of this programme with RES as an additional energy 

resource. 

 
Fig 1: Smart grid scope and applications 

2. Routes and challenges to using Smart grid in India. 



As previously mentioned, the smart power grid is being transformed from a state-of-the-art technology to a 

functional level via smart grid technology. In order to provide relevant data to relevant Indian State stakeholders, 

the Department of Energy (Ministry of Power) engaged "The Climate Group" and "The Global e-Sustainability 

Initiative" at the System Modelling and Advancement in Research Trends. However, IT capabilities have totally 

improved and strengthened the simplification of the distribution side networks, which has improved the grid 

network by delivering personalised user service.  

Table 1: Smart Grid Technologies, Challenges and Obligations. 

Technology Challenges Obligations 

Self – Healing Action Security Exploited from Internet Attacks (Spam, Worms, 

Virus etc.), National Question 

Reliability Failure Loyalty during natural disasters, systemic 

exit and total darkness 

Integration of Renewable 

Energy 

Forecasting of Solar and Wind 

generation 

Long term and unpredictable, random energy 

sources, unscheduled power flow and dispatch 

Power Flow Optimization  

Energy Storage Systems Cost Expensive energy saving systems such as Ultra 

capacitors, S.M.E.S, C.A.E.S etc 

Complexity Complication of Complexities Complex design 

module and networks 

Non – Flexibility Unique non-flexible designs for all individual 

networks do not make it easy to get used to 

Consumers Security Malware, data capture, data corruption, illegal 

power management and 

Smuggling. 

Privacy Sharing causes privacy attacks, copyright 

infringement, downside etc. 

Consumer awareness Corruption and system threats like security and 

privacy issues. 

 Disturbance Grid Redesign Seeking balance and strength of 

the power system by grid weight. 

Harmonics Suppression System instability during sag, dips or power 

fluctuations such as low voltage, volume power, 

electric lights etc. 

Reliability Grid Automation The need for a strong data security system, with 

a secure and confidential network for reliable 

security, communication and control 

Grid Reconfiguration System stability with grid complexity. And 

Generation demand equilibrium. 

 

3. DESIGN AND SIMULATION OF MICROGRID 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2: Block Diagram for smart grid hierarchy 
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Simulink Toolbox for MATLAB will be used to simulate the microgrid system. The simulation of AC power, a 

PV panel, a battery, and loads is represented in this image below. 

 

 

Fig 3: Smart microgrid design in Simulink 



4. Simulation Results: 

The simulation results below in figure shows the output waveform of the power generated with help of PV plant 

and the secondary AC grid, the first display scope is showing the waveform of the power generated by the PV and 

the maximum value is taken at 5000MW approx. The second display scope is showing the waveform of AC 

connected grid and the maximum value is taken at 4000MW approx. The third display scope is showing the power 

through the load side. All the values can be monitored by using the field data devices and by using the simulation 

we can find the real time performance in our smart grid system. 

 

 

Fig 4: Power generation output waveform 



 

Fig 5: power battery, SOC, Time duration 

The above figure shows the wave forms for the power through the battery, the waveform for the state of charge 

and the time duration. The above graph clearly shows how the power is varying with respect to time. 

 

Conclusion and future scope: 

A new generation of grid technology is being developed by smart microgrid in the fields of power management, 

automation of power generation and control to the other energy sources via energy storage devices. The dynamic 

and distributed control mechanisms are discussed using the Managing General Agents (MGAS) framework in a  

report above   In line of this, the reports may serve as a reference point for future regulations that will direct the 

Indian power system to deploy the Smart grid in collaboration with RES. 

A grid connection for power generation is an important factor of the study that was intended to build on 

photovoltaics and the design of photovoltaic grid connections in the Indian state. Furthermore, only few other 

micro grid and hybrid power-related projects have a power storage system that is expected to be completed soon. 

The ongoing research vision will be purposefully act as an advocate for the position and national development 

strategies in power and capacity in relation to the present and future need for power once the entire study has been 

completed. 

Introducing the smart grid in the currently existing power system will enhance the efficiency, reduce the losses 

and give the better monitoring for the field data devices, research in this area will never stops, more the research 



will make smarter the power system. The best way to make the power system smarter is to work more with 

renewable energy as it is more abundant in nature and is sufficient to fulfil the load demands.  
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Abstract: There have been significant technological growth in photovoltaic systems worldwide in recent 

years. It has increased environment-friendly electricity production. The Internet of Things (IoT) is one of the 

developing technologies with huge probabilities. IoT's association with renewable energy systems increases 

reliability and improves the controlling applications. Similarly, a solar PV system with IoT tracking is presented 

and analyzed in this work. Maximum energy production from solar cells is a preferable required criterion. This 

condition required a better leading power point tracking scheme which maximizes the power production of the 

photovoltaic cell in various odd conditions. Accordingly, the full proficiency of the solar power system can also 

increase by improving MPPT schemes. Over the past decade, many methods have been anticipated to implement 

maximum power tracking in a solar PV system. A novel idea of interfacing an IoT system and a photovoltaic 

system under partial shading conditions is proposed in this article. 

 

Keywords: Solar PV, Internet of Things, P&O, MPPT, 

 

1. INTRODUCTION 

With the rising rate of power consumption and greenhouse emissions worldwide, many clean and 

environmentally friendly alternative renewable sources of energy generation have been. It has expanded the 

demand for renewable resources like solar photovoltaic devices [1]. Solar PV systems are executed either in off-

grid or on-grid applications. Solar panels can be implemented on the rooftop or a plainer surface, according to 

system size and space availability [2]. Maximum power point tracking (MPPT) is a significant technical 

advancement used for the ultimate energy tapping from the solar PV system. Solar PV MPPT maintains the 

alignment of solar panels in the direction of maximum solar radiation fall. The MPPT method is efficiently 

performed under partial shading situations. Recently, several MPPT techniques have been projected for solar PV 

systems [3]. The performance of the solar photovoltaic system can be improved by adding different MPPT 

techniques. Currently, the Internet of Things (IoT) is a rising technology. It provides a connection between 

computing strategy and physical devices (such as mechanical devices, devices for animals, or human beings) 

through the internet for telemetric controlling. In the present scenario, the association of the Internet of Things 

with Solar PV MPPT schemes increases the performance of the whole arrangement. IoT technology collects the 

panel’s statistics and is despatched to the cloud through the internet. The MPPT controlling devices utilize the 

IoT and additionally monitor many parameters of the Solar PV Monitoring System. It sends the command to 

start or stop the system scheme according to calculated records by the person from a remote place through the 

internet [4]. This paper presents a solar PV monitoring system using IoT-based MPPT techniques. The work 

given here shows better solar energy tracking performance than the other method. 

 

2. METHODOLOGY 

The solar energy application is growing at a rapid rate globally. In general, solar cells show nonlinear 

characteristics with changes in the weather. The power-voltage and current-voltage curves of the solar PV 

scheme keep a nonlinear property that primarily relies upon surroundings temperature, solar irradiance, and 

connected load [5]. The MPPT techniques have been developed for obtaining the Maximum Power from the 

photovoltaic cell. Several methodologies are used for tracking the maximum power and operating the solar PV 

panel at MPP more efficiently. Recent works include incremental conductance, perturb and observe, inherent 

neural networks, AI-based schemes and fuzzy logic control [6-8]. A combined operation of Solar PV systems 

with IoT-based MPPT tracking is proposed in this work. The complete procedure of the whole system follows 

the flow chart shown in figure1.  

 

 



 

3. SOLAR PV SYSTEM 

It is widely known that the Solar PV panels are made of solar cells. The solar cells are carrying the properties of 

semiconductors as they are basically member of semiconductor diode family sensitivity to the solar radiations. 

Therefore output of photovoltaic cells, responds for the solar irradiance, temperatures, shades, and dirt. At 

present, several models for solar cells are used for analysis by the different scholars [6-9]. 

 

 

              Figure 1: Flow chart of proposed system. 

 

  Figure 2: Schematic representation of a solar PV cell in Single diode 

model [11]. 

The single diode version is observed more efficient as compared to the double diode model. Therefore, a 

schematic arrangement of single-diode based photovoltaic scheme is considered for the solar cells study as 

illustrated in Figure 1. The short-circuit current also known as photo-current is presented by equation (1).It is 

generated by the fall of solar radiations on the solar modules. 

      Isc = G/1000 [Iscr + Ki (Tc – Tr)]                                                         (1) 

Where,   

Isc = Photo-current, G = solar irradiance, Ki= Temperature coefficient, Iscr = Reverse saturation current, 

Tr = Reference temperature, Tc = Cell temperature,  

The output (Voc) in the single diode model of the solar PV cell can be given by equation (2). 

     Voc = ln (Isc/Io + 1) (nkTc)                                                                    (2) 

Where,  

Voc= Open circuit voltage, n = Ideality factor, Io = Saturation current, k = Boltzmann constant, Tc= Cell 

temperature, 

The voltage and current relation of the solar cell is given by Equation (3) 

                                                              I = Io [exp (qV/kT) – 1] – Iph                                                                                                      (3) 

Where,  

V= voltage across the diode, T = absolute temperature, Iph = light generated current. 

 

                        𝐼 = 𝐼𝑠𝑐 − 𝐼0 [exp (
𝑉+𝑅𝑠𝐼
𝑁𝑠𝑘𝑇

𝑞
𝑎
) − 1] − (

𝑉+𝑅𝑠𝐼

𝑅𝑠ℎ
)                                          (4) 

Where, 

Ns = series-connected cell, T = temperature of the PN junction, , Rs = Series resistance, Rsh = Shunt 

resistance 

If the thermal voltage of the solar array is Vt = Ns KT/q, then Equation (4) may be rewritten as: 

𝐼 = 𝐼𝑠𝑐 − 𝐼0 [exp (
𝑉+𝑅𝑠𝐼

𝑉𝑡𝑎
) − 1] − (

𝑉+𝑅𝑠𝐼

𝑅𝑠𝑏
)                                               (5) 

 

 

 



4. MPPT(Maximum Power Point Tracker) 

In general, the solar panel tried to be inclined toward the solar rays to get the highest absorbance. The accurate 

tracking of solar rays may be possible by using the MPPT mechanism. The axis of the solar panel is connected 

with the MPPT controlling technique. The tracking action occurs in the direction of the maximum tapping solar 

radiation [8]. The solar PV module uses tracking schemes for collecting solar radiation and moving structures 

among different periods of flexibility used to manipulate the oblique angle. The tracking motion can be 

controlled via either an inherent or a remote controller. The most common popular MPPT techniques are P&O 

and incremental conductance. Most of the researcher proposes the Perturb and observe algorithm as the best 

and most cost-effective method for implementing MPPT in solar panels. In this scheme set of rules can be 

easily adapted together with the software program and the hardware platform [10]. As a result, the Perturbed 

and observe algorithm is used in many cases to implement solar tracking. When P&O is turned on, the voltage 

in the panel array is completely disrupted. Figure 3 represent the P–V curve whilst the Perturbed, and observed 

algorithm and flowchart given in 4 is active. The output energy of a maximum power point constantly 

oscillates around the MPP. By decreasing the perturbation step rate, the oscillations of the P–V curve can be 

minimised. 

 

 Figure 3 P-V curve of the Solar PV arra 

 

Figure 4. Proposed flowchart of P&O [10] 

5. IoT (Internet of Things) 

IoT has the capability to connect or control information without any human-to-human or device-to-computer 

physical interface. It works with the generation of unique ID, transmitted through wireless connection and 

operated by smartphone or any other device. The IoT is a rising technology have a tremendous ability to be 

applied for renewable energy, mainly solar photovoltaic cells. Maximum energy manufacturing is the general 

standard for any solar PV cell. The IoT is a spectre that combines numerous technologies in the conflux of 

power systems, data generation, elixirs, nanotechnology, and biotechnology. The Internet of Things system is 

primarily based on information apprehension systems, which include RFID, infrared sensors, GPS, laser 

scanners, and other different sensors, that can companion with the Internet to deal with teaching according to the 

protocol, which fetters sensible identification, locality and path, supervision, and management. In the intended 

system, we start the stain enumerate technique for monitoring sensors [10]. Cloud-based computing can also be 

accessed for different applications of IoT over the Internet. Cloud estimation is a large-scale processing 

opportunity that advances the system, as well as a complete generation that is entirely based on IP [12]. 

6. DESIGNING OF SOLAR ENERGY MONITORING SYSTEM USING IOT 

TECHNIQUES  
The IoT-based monitoring and controlling solar devices using this device's online display makes use of power, 

voltage, current, temperature, climate changes, monitoring daylight, and dirt cleaning with the assistance of 

wipers. In the present work, IoT is used to track the MPP for the solar PV array. The application of this device 

tracking is to analyse daily data and controls solar wipers and daylight towards the motion of the solar panel 

[13]. The tracking and controlling are executed with the Arduino controller, the RPi, and sensors. 



The implementation of an IoT-based monitoring and controlling system for PV panels is presented in figure 5. 

The components' features are then accumulated through a set of commands applied to a utility server to 

interrupt the solar energy tracking, determine the maximum power, and pick out uncommon occasions. This 

segment presents the framework of the Solar Energy tracking System using IoT techniques. Figure 5 depicts the 

observation of data transfer to the cloud via RPi. The schematic details of each block are discussed below. 

6.1. Solar Panels 

The Solar panels are made of solar cells arrangements. These cells are carrying the properties of semiconductors 

as they are basically member of semiconductor diode family sensitivity to the solar radiations. Therefore output 

of photovoltaic cells, responds for the solar irradiance, temperatures, shades, and dirt [14]. 
6.2. Sensor Unit  

To recognize the alignment of the solar modules, an LDR was used as a light sensor, converting an alteration in 

resistance into a change in voltage [15]. 

6.3. Arduino Unit 

An Arduino Uno is used to implement the sun tracking algorithm and controlling the motor. The voltage 

outputs of the LDR circuits are fed to the Arduino analog pins which are used for two servo motors. The 

Arduino board controlling scheme determines the voltage and once implemented, the solar panel block 

diagram determines the direction the panel should move. 

  

Figure.5: System Design of IoT based MPPT. Figure 6. Solar PV Panel tracking Using IoT 

7. WORKING SCHEME OF SPV TRACKING USING IOT 

The schematic arrangement of SPV Tracking Using IoT is shown in Figure 6. The proposed hardware system is 

shown in Figure 7. Arduino detected the electrical parameters through a current and voltage sensor. The 

Raspberry PI provides information on Arduino output through the interface. Raspberry sends a review for the 

cloud. The cloud presents confirmation data in the form of signals that the entire patron can understand. The 

system design primarily ensures the observation of maximum power output in terms of the current and voltage 

estimation of the PV cell. The tracking information is transmitted between the controller and the PV server 

through the IoT channel. The controller unit processed the information about current and voltage to facilitate the 

server using the remote transmission. 

The evaluation of current and voltage is checked and sent to the IoT module. In this work, the rural location of 

village Dasauli is considered for the hardware application situated at26o57.5’N, 80o60.0’E in the Tehsil BK 

Talab Distt Lucknow (UP) [13]. The annual solar radiation, clearness index and observed temperature are given 

in Figures 9 and 10. The peak season of solar radiation and temperature in May is considered for the study. The 

comparative values of load and power produced are displayed at the controlling location [19]. From this server, 

the current and voltage values of the PV panels can be controlled anytime, anywhere in the established PV 

system. The proposed solar system is tested by implementing an improved solar tracking P&O algorithm in 

hardware. Two servo motors are used for moving the solar panels. One is north-south, and the other is east-west. 

The controlling signal causes the servo-motor to move toward maximum radiation. Although the solar tracker 

monitors and adjusts the leading position of the solar modules, the solar output is constantly changing due to 

cloudy weather and solar radiation. The proposed improved P & O algorithm is applied for low-voltage solar 

systems using Arduino-UNO [14-15]. The outcome is transferred to software over the serial port and data from 

the Arduino output. It is observed that MPPT successfully tracked the maximum power from Solar panels. The 

PV characteristics of the solar panel traced the continuous operation of the PV module at that MPPT point. 

 

 

 

 



 

               

 

 

 

 

 

 

 

 

 

Figure 7: The experimental installation 

  

Figure 8: PV, VI characteristics of Working setup 

  

Figure 9: Solar radiation and clearness Index at 

considered location [20]. 

Figure 10: Annual Temperature at considered location 

[20] 

8. RESULT AND DISCUSSION 

The hardware scheme has arranged as shown in the schematic diagram. The system is performed for two 

conditions: the first condition is obtaining the result without IoT association in MPPT tracking. In the second, 

the monitoring is performed for the IoT-based arrangements. The obtained results are assimilated in Table 1 for 

both the conditions without IoT on the same day and with IoT performed in terms of voltage, current, and 

Power produced. There are many differences between the obtained result while using IoT and without IoT. 

Hardware system without IoT at 07:00 AM, gives the voltage and current as 10.80 V and 0.70 A, while it gives 

the voltage and current as 14.80V and 13.32A with IoT. A similar gap continues in both situations from 07:00 

AM to 05:00 PM in voltage and current, as presented in Table 1. In addition, the power production also shows 

the gap between conditions with and without IoT: at 07:00 AM, the Power in both cases is 07.56 W and 13.32 

W. The Power produced is approximately double the value without IoT. The comparative power curve for 24 
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hours is presented in Figure 11. It is very much clear from the figure that the system with IoT is more valuable 

because of getting the high value of the Power than the without IoT system. 

Table 1: Comparative analysis of Power output with and without IoT association 

Time in 

Hrs. 

   Case 1 (Without IoT) Case 2 (With IoT) 

V(V) I(A) P(W) V(V) I(A) P(W) 

07:00 AM 10.80 0.70 07.56 14.80 0.90 13.32 

08:00 AM 10.70 1.00 10.50 14.60 1.20 17.52 

09:00 AM 11.10 1.18 13.09 14.70 1.30 19.11 

10:00 AM 11.30 1.20 13.56 15.20 1.40 21.28 

11:00 AM 11.40 1.22 13.90 15.70 1.50 23.55 

12:00 PM 11.50 1.30 14.90 16.00 1.60 25.60 

01:00 PM 12.00 1.35 16.40 16.30 1.70 27.71 

02:00 PM 12.80 1.42 18.15 16.80 1.75 29.40 

03:00 PM 12.20 1.36 16.60 16.20 1.71 27.70 

04:00 PM 11.40 1.25 14.25 15.80 1.62 25.59 

05:00 PM 11.10 1.16 12.88 15.30 1.52 23.60 

 

 
Figure 11: Comparative Power curve at considered location. 

 

9. CONCLUSION 

Renewable energy resources are gaining popularity as compared to traditional energy. It became helpful in 

degrading fossil fuel consumption and greenhouse gas emissions. The efficiency and reliability of renewable 

energy are continuously improving through the research and development processes. The current work presents 

a suitable solution for green energy production from solar PV. In this paper, an advanced MPPT technology for 

photovoltaic applications has discussed. Different methods of solar PV tracking have been explored, focusing 

on various parameters. A real-time data-based comparative analysis is presented using the necessary features to 

choose the suitable MPPT for the specific application. The proposed system is an efficient way to obtain the 

desired results. This IoT-based system can be advantageous for rural Solar PV applications. The P-V and V-I 

characteristics of the proposed MPPT methodology for PV panels are comparatively analysed. The IoT-based 

MPPT scheme has been successfully implemented to extract maximum power from solar PV. The present 

work also allows precise monitoring of the maximum output of solar PV arrangement. 
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Abstract.  
 

Future high data rate fifth Generation mobile networks services will need more frequency 

transmission, which is now inadequate to do so. A potential answer to the radio frequency 

spectrum dilemma is optical wireless communication as it can be used on an extremely broad 

range of unregulated spectrum. In the last ten years, it has drawn increasing scientific 

attention from all around the globe for both outdoor and indoor applications. OWC offloads 

applications from radio frequency networks that generate a lot of data. Through OWC, a 100 

Gigabit per second data rate has already been demonstrated. Both indoor and outdoor 

services are available, and communication ranges from a few nm to more than 10,000 km. 

In this work, optical wireless technologies are reviewed and given a technical overview. We 

review the most important technologies for comprehending OWC and provide cutting-edge 

standards. Clarifying the distinctions between many prospective related current radio 

frequency technologies is the main contribution of this research. 

Keywords. Internet of Things (IoT), Electric (E), magnetic (M), and electromagnetic (EM). 

 

1. INTRODUCTION 

The latest work in mobility communication is 5G communication. With the superior system 

capacity, huge interconnections, lowest energy consumption, ultra-high security and 

exceptionally high experience quality [1]–[6], it will provide novel services. It can be 

anticipated that 5G communication would use densely branched heterogeneous networks, 

with a 1000-fold increase in mobile data volume per area and a 100-fold increase the number 

of wireless devices connected, compared to the number of current wireless networks [1]. 

Radio frequency (RF) is now an extensively utilised technology in many wireless 
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applications but the spectrum is not enough to support the IoT paradigm and the rising need 

for 5G wireless bandwidth. It is anticipated that existing wireless technologies will not be 

able to capture the enormous connectivity requirement of future mobile data traffic because 

the electromagnetic spectrum, which has advantageous communication properties below 10 

GHz, has almost been exhausted by current wireless technologies [12]. In addition, the band 

(below 10 Gigahertz) includes restrictions such as a band with narrow spectrum, laws 

governing the usage of the spectrum, and intense RF interference from neighbouring access 

points. As a result, for wireless communication connection, researchers are exploring new 

complementing spectrum, such as mm and nm waves [11]. The electromagnetic spectrum's 

RF band spans a range of frequencies from 3 Kilohertz to 300 Gigahertz. Local and 

international authorities have severe regulations on the usage of this band. Most of the time, 

only a few operators, such as point to point television broadcasters, microwave connections 

and cellular phone companies, are granted full licences for RF sub-bands. Future high 

density, high-capacity networks are predicted to be developed using the optical spectrum, 

which is seen as a potential option. Using the optical spectrum, wireless connection is called 

OWC (OWC). It can provide quality services both indoors and outside. However, OWC 

systems struggle because of their susceptibility to obstruction blocking and their low 

transmitted power. Thus, the cohabitation of OWC and RF systems may provide a practical 

answer to the enormous needs of the impending 5th Generation mobile networks and beyond 

communication systems. 

2. OVERVIEW 

2.1. What do OWC Technologies consist of? 

Using directed visible light (VL), ultraviolet (UV) or infrared (IR) spectrum as the 

propagation medium, optical transmission is referred to as OWC. OWC systems that use 

this band are often referred to as visible light communication systems. VLC can provide 

lighting and location all at once. IR, UV, and VL frequencies are used for satellite to earth 

systems. Line of sighting process and non-sighting process is used for optical 

communication lines thereafter possible working using UV communication. 

2.2 Platforms for OWC Applications 

Applications for OWC span a broad spectrum [12]. Number of settings where OWC may be 

used, including business, healthcare, railroad stations, transportation, residences, 

workplaces, malls, underwater environments, and space. 

2.3. OWC for IoT and 5G 

Optical Wireless Communication (OWC) has emerged as a viable solution for enabling high 

data date trans receiver stations [6] to overcome the problem of distance, speed and time. 

Furthermore, high-capacity backhaul support for 5th Generation mobile networks and 

beyond communication systems may be efficiently provided via FSO, LiFi, and VLC. OWC 

technologies use relatively little power, which is essential for 5G [2]. 

2.4. Classification by OWC 

OWC systems can be broadly divided into five groups based on communication range. Ultra-

short range OWC: Communications at the nm/mm level take place in this subcategory of 
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OWC. Nm distance chip to chip communication is an example of this kind of 

communication. Medium range OWC: This particular communication range includes 

outdoor V2X communications and WLANs based on VLC. Long-range OWC: This 

particular range of communication allows for km-range connections, for instance, between 

buildings. Ultra-long range OWC. This particular communication range includes linkages 

between satellites, between satellites and the Earth, between satellites and aircraft, between 

aircraft and other aircraft, and between aircraft and the ground. 

3. TECHNOLOGIES USED 

The architecture and operating principles of each optical technology (VLC, OCC, LiFi, FSO 

and LiDAR) are distinct. Additionally, they could vary in terms of communication medium, 

sending and receiving systems, and modulation techniques. The fundamental structures of 

the different OWC technologies. As physical transmitters, several OWC devices employ 

either LDs or LEDs. Physical receivers are PDs, cameras, or ISs, while communication 

mediums are IR, VL, or UV spectra. This diagram illustrates how the transmitter, receiver, 

and communication medium of the different OWC systems vary from one another. 

3.1. Communication with Visible Light (VLC) 

Over the decade, VLC which is a fragment of OWC, has become an encouraging technology. 

VLC might be crucial in achieving this goal since IoT makes it possible for several devices 

to be linked for resource sharing, monitoring, and sensing. Compared to RF-based solutions, 

VLC technology provides 10,000 times larger bandwidth capacity. Significant prospects for 

applications in homes, workplaces, vehicles, aircraft, trains, and roadways are offered by 

VLC based on the VL spectrum. Additionally, it does not hurt anyone. 

3.2. Light Fidelity (LiFi) 

Light Fidelity falls within the category of nm-wave communication. Light Fidelity and 

Visible Light Communication differ primarily in that Light Fidelity is a bidirectional 

communication system, whereas VLCS can be either unidirectional [3] or bidirectional [4], 

(ii) VLCS can be either unidirectional [3] or bidirectional [4], and (iii) Light Fidelity must 

provide seamless user mobility, whereas mobility support is not required for Visible Light 

Communication; and (iv) Visible Light Communication systems can be either unidirectional 

[3] or bidirectional. Thus, Light Fidelity creates a new tiny at to cell layer inside existing 

heterogeneous wireless networks since it is a full-featured wireless networking system that 

facilitates smooth user mobility. In light of this, a Visible Light Communication system will 

only be considered a Light Fidelity system if it contains Light Fidelity capabilities (such as 

multiuser communication, point-to-multipoint and multipoint-to-point communications, and 

seamless user mobility). However, a Light Fidelity system may only be considered a Visible 

Light Communication system when VL is utilised as a transmission medium. 

3.3. Communication using optical cameras (OCC) 

We are now quite used to having smart gadgets in our daily lives. Majority of these gadgets 

have front and/or back facing camera/cameras with Light Emitting Diodes flashes. This 

enables it to build OWC utilising devices in an easier way where the transceiver pair is a 

flash and a camera. No more hardware modifications are needed for this approach. OWC 

implementation employing Light Emitting Diodes, screens or other light sources, it might 
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be considered an Optical Camera Communication system. Additionally, when an Optical 

Camera Communication system employs VL as the communication medium, it may be 

regarded as a Visible Light Communication. 

3.4. Optical Free Space Communication (FSOC) 

A subclass of OWC called FSOC [7]-[9] is often operated utilising the Near Infrared 

channel. Additionally, it can be controlled utilising the UV and VL spectra. The levels of 

attenuation are lower while employing IR, however. In FSO, illumination is not necessary. 

Instead of using LEDs for the transmission, FSO often employs LDs. The inputted source 

information data must be sent to a distant location. The raw data is first encoded. Prior to 

modulation, channel coding is an optional step. OOK/PM/OFDM modulation is carried out 

by the modulator. If necessary, an optical amplifier may be utilised to boost the modulated 

beams of laser power intensity. Light beam is then gathered and can be refocused using beam 

forming optics prior to transmission [7]. An LD is often used as an optical source in FSO 

systems [2]. Some manufacturers further use beam collimators and high-power LEDs. In 

FSO systems, the optical source should be able to supply relatively power for temperature. 

The optical filters and lens on the receiver front-end gather and concentrate into receiver. 

The voltage is then created from the PD output current.  

3.5. Light Detection and Ranging (LiDAR) 

Light Detection and Ranging (LiDAR) is an appealing optical remote sensing technique 

which helps to determine a target's range and/or other details about it [2], [3]. NIR and VL 

are often used by LiDAR to image things. The laser installed on an aeroplane, for instance, 

can be utilised to map topography with a resolution of 300 mm or greater. In order to 

construct points for 3D mapping, beams of laser are employed to find the characteristics of 

dispersed light. Similar technologies and concepts are used by LiDAR and RADAR to track 

the positions and motions of objects, respectively. Each technology functions differently, 

and each has a different set of applications that it is best suited for. Both technologies employ 

the energy reflected off the things they are aiming at to infer different information about 

those items. In contrast to RADAR, LiDAR employs optical light as its source of energy 

rather than microwaves. The energy in the form of optical light is sent from a transmitter as 

a signal in both LiDAR and RADAR. An item reflects a little of the energy of the original 

signal when it gets affected by the transmitted signal. The receiver at the site of the source 

of energy subsequently receives this reflected energy, which is then used to obtain the 

object's distance, size and other properties. Additionally, most of these things that can be 

accurately measured and found using RADAR and LiDAR range are size and makeup. 

4. UNRESOLVED PROBLEMS AND PROSPECTIVE RESEARCH 

LINES 

4.1. Hybrid Network Architecture 

In particular, optical wireless is a strong contender for delicate applications where RF 

interference must be minimised. A hybrid network may be useful for load balancing, 

improving link stability, providing wireless access in far-off locations (such as deep space, 

ocean and earth conditions), and therefore reducing interference. The researchers were 
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drawn to this problem because of this. Switching from one communication method to 

another in an adaptable and seamless manner is a key difficulty for hybrid systems. 

4.2. High data rate optical backhaul 

High capacity backhaul networks are a critical problem for 5G and beyond communications 

[3]. An interesting area for investigation is optical wireless networks, such as VLC or FSO, 

which can act as a nice addition to the current wired and wireless backhaul communication. 

4.3. UV communication via NLOS and Inter Cell Interference (ICI) 

UV communication, a key characteristic of the UV band, allows for high-data-rate NLOS 

communication. Future study should focus on a thorough evaluation and utilisation of trans 

receiver geometrical configuration needs. ICI is a concern for dense validation of LED’s for 

LiFi/VLC small cell/attocell design. The optical spectrum may be extended beyond the UV 

band, which has several advantages thanks to powerful and reasonably priced sources. 

4.4. Wireless optical communication underwater 

As several applications for oil pipe inquiry, and off-shore investigation have been presented, 

underwater wireless optical communication has recently gained a lot of interest. Many 

underwater communication applications need long-distance, fast connectivity. 

4.5. Mobility with ease and in vehicle communication 

OWC systems are necessary for providing the user mobility. At best, LiFi currently offers 

seamless connectivity [11]. Thus, researchers are trying to validate vertical handovers [4] in 

hybrid networks [1]. To maintain smooth connections, it is crucial to have a handover 

mechanism. This is a difficult problem that has to be thoroughly researched. There is thus a 

tonne of room to improve air loss mitigation in OWC systems. IEEE 802.11p employs an 

unlicensed RF spectrum and is also called Wireless Access in Vehicular Environments 

(WAVE). The OWC system may potentially be used for traffic control. 

4.6. OWC for positioning and in drone application 

High precision, licence-free operation, lack of electromagnetic interference, affordable 

frontends, etc., are the main reasons of attention of LED positioning [10]. Also, might be the 

next big thing in transportation. Numerous problems, including accurate location and 

dependable drone communication, will emerge from its large-scale deployment. Due to the 

shortcomings of RF-based technologies, OWC might be a useful supplementary strategy to 

resolve these problems. 

4.7. Red, Green and Blue (RGB) LED-based OCC  

[5], [8] OCC employing Red, Green and Blue LEDs and colour cameras (or IS) is a potential 

method for successful parallel (∥) visible light communications. Numerous scientists are 

focusing on RGB LEDs to create effective communication technologies. 

5. CONCLUSION 

The rapid surge in demand for wireless bandwidth for 5th Generation mobile networks and 

future communications cannot be met by the present RF technology. Visible, infrared and 

ultraviolet sub-bands of the exceptionally broad optical spectrum may be exploited for 
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wireless networking to enable 5G and IoT. The issues brought on by a lack of spectrum for 

RF-based wireless communication will be solved by using optical bands in addition to RF. 

Many applications that presently rely on RF communication are being converted to OWC 

by researchers. Healthcare, industry, places of public meeting, stadiums, homes, workplaces, 

transits, retail markets and malls, underwater communication, and space will all significantly 

benefit from optical wireless technology. We have showcased a broad overview of 

upcoming OWC technologies in this survey report. To ensure a brighter future, optical 

wireless technologies are undoubtedly promising. In the coming time, 5G and beyond 

heterogeneous wireless networks, we anticipate that OWC systems will play a significant 

complementary role to RF-based technologies, and we believe that this comparative 

assessment will be a critical asset for further research in these areas. 
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Abstract 
The creation of low-cost, low-profile, light-weight antennas that can sustain good performance across a broad 

spectrum of frequencies is now necessary due to the advancement of communication systems. A four-element, 

slotted, modified, compact MIMO antenna is suggested.  The suggested patch antenna is created using the optimal 

Envelop correlation coefficient and tested using the CST microwave studio software. Quarter wave feed line and slot 

lessen the impact of mutual coupling between radiating elements. The size of single antenna is 24 x 27 mm2.  The 

obtained isolation is more than 20 dB in proposed band. The bandwidth of proposed antenna is 3.7 GHz which is 

ranges from 10.0 to 13.8 GHz. The proposed antenna has a directivity of 6.12 dBi, a gain of 4.23 dBi, and an ECC. 

Keywords: MIMO, Antenna Design, Bandwidth, directivity, surface current distribution 

 

1.INTRODUCTION 

In recent years, there has been an increase in demand for additional services and features for mobile equipment. [1-

3]. A larger data rate is required for these new functions and services to operate effectively. GPS, Wi-Fi, Bluetooth, 

infrared, and other features are now commonplace in mobile devices. To transmit and receive signals, all of these 

applications require an antenna. The antenna's isotropic radiation, improved radiation efficiency, compact design, 

efficient impedance matching to receive and transmit paths, and ease of construction are required for optimum 

antenna system performance. A correct antenna design should be taken into account because a change in any 

physical parameter [4-7] may have an effect on the antenna's effectiveness and bandwidth. 

The utilization of multiple antenna systems using MIMO [8-12] technology to transmit the same power utilizing. 

The interest in antennas at the transmitter and receiver has increased recently because it increases channel capacity 

without consuming more bandwidth or power. The MIMO technology has some challenges like isolation amongst 

ports [13-16]. The good isolation is achieved by some techniques like parasitic elements between the radiators, 

metamaterials, isolating networks, SSR resonators, orthogonal polarization techniques etc. [17-22].One can find 

several applications wherein proposed research work [23-29]  may be implemented.  In the present work, we 

propose a multi-input multi-output (MIMO) antenna operating at 12.1 GHz..The antenna system's component 

antennas are placed close to one another [30-37]. 

2.ANTENNA DESIGN 

Design Parameters- A single patch's design parameter is calculated. On a FR-4 substrate, a patch antenna operating 

at 12.1 GHz is currently being developed. The FR-4 substrate is 1.524 mm tall with a dielectric constant of 4.3. 

Width and length of patch antenna can be calculated by the equations 1 to equation 4.  

For Width B 

From equation (1), 

𝐁 =
c

2fr√
∈r+1

2

 ……………….(1) 

For Length, 
 Effective dielectric constant from equation (2), 

𝛜𝐫𝐞𝐟𝐟 =
𝛜𝐫+𝟏

𝟐
+

𝛜𝐫−𝟏

𝟐
[𝟏 + 𝟏𝟐

𝐡

𝐁
]−

𝟏

𝟐    ……………(2) 

The additional length derived from equation (3) 

∆𝐋 = 𝟎. 𝟒𝟏𝟐
(∈𝐫𝐞𝐟𝐟+.𝟑)(

𝐁

𝐡
+𝟎.𝟐𝟔𝟒)

(∈𝐫𝐞𝐟𝐟−.𝟐𝟓𝟖)(
𝐁

𝐡
+𝟎.𝟖)

………….(3) 

Now, the equation (4)  can be used to determine the patch antenna's effective length. 
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𝐋𝐞𝐟𝐟 =
𝐜

𝟐𝐟𝐫√𝛜𝐫
− 𝟐 × ∆L……….(4) 

The geometry of the suggested MIMO antenna system is shown in Figure 1(a) and (b).The antenna system is made 

up of four radiating elements that are printed on a shared FR4 substrate that is 1.524 mm thick and 24 x 27 mm2 in 

size. The substrate has a dielectric constant of 4.3. The radiator is a rectangular patch, and A 50 micro strip line 

separately feeds each radiator. The antenna is 96 x 27 mm2 in total. Table 1 listed the optimized data of antenna.  

 

 
Figure 1. (a) Front view of antenna ( b) Back view of antenna 

 

Table 1: Optimized dimensions of suggested MIMO antenna 

Parameter  Description  Size in mm Material  

Sw Substrate width  24 FR-4 (Dielectric cont. 4.3) 

Sl Substrate Length 27 FR-4 (Dielectric cont. 4.3) 

Sh Substrate height  1.524  FR-4 (Dielectric cont. 4.3) 

Gw Ground Width  24 PEC (Copper)  

Gl Ground Length 20 PEC (Copper)  

Gh Ground Height  0.07 PEC (Copper)  

Pw Patch Width   20 PEC (Copper)  

Pl Patch Length  16 PEC (Copper)  

Ph Patch height  0.07 PEC (Copper)  

Slot width -pw/4 to pw/4 10 Nickle  

Slot height ---- 2 Nickle 

Fw1 Upper Feed width 1.1 PEC (Copper)  

Fl1 Upper Feed length  7 PEC (Copper)  

Fw Bottom Feed width 2.3 PEC (Copper)  

Fl Bottom Feed length 3 PEC (Copper)  

 

3.RESULT AND DISCUSSION 

Software called CST MICROWAVE STUDIO is used to simulate a four-element MIMO antenna. At resonance 

frequency 12.1 GHz, the simulated values of S-parameters and bandwidth are got and isolated. The results of simple 

rectangular patch antenna shows in figure 2 which resonate at 12.1 GHz and return loss of -49 dB and In the whole 

frequency range, isolation  The result of same antenna with only S11 parameter and isolation coefficient is discussed 

separately.  
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Figure 2: S-parameter MIMO antenna 

 

The suggested basic rectangular microstrip patch antenna's bandwidth graph is shown in figure 3, along with 

antennas with parasitic and slotted ground. The proposed simple antenna is obtained bandwidth of 3.7 GHz.   

 

 
Figure 3: Bandwidth of proposed MIMO antenna 

At 12.1 GHz resonant frequency, the far-field radiation patterns of a 4-port MIMO antenna are measured. E- and H-

modules can be used to define the effects of a simulated distant field on four-element MIMO E- and H-planes. 

According to figures 4 to 7, the proposed antenna's directivity is 6.12 dBi and its gain is 4.23 dBi. The envelope 

correlation coefficient "" in a MIMO antenna system illustrates the impact of various radio frequency signal 

propagation channels that disperse the antenna components. The envelope correlation coefficient calculates the 

correlation between the radiation patterns of MIMO receiving antenna pairs (ECC). Its values vary from 0 to 1, with 

0 signifying no connection and 1 signifying complete correlation of the radiation patterns. The graphic clearly shows 

that the suggested structure's ECC is below 0.008. Here, the dispersal of surface current at the antenna system patch 

is predetermined. An analytical picture of the amount and direction of current flow in the antenna is provided by 

surface current. Additionally, it is the current direction of current flow. One port is activated, while the remaining 

ports are turned off by 50, to detect the impact of surface current distribution on the antenna. 

 

 
Figure 4: Directivity of antenna 

 

 
Figure 5: Gain of antenna 
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Figure 6: E-field  

 

 
 

Figure 7: H-field 

 

 
Figure 8: ECC structure 

 

 

 
Figure 9:  Surface current distribution of antenna when port 1 excited. 
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For wireless communication at 12.1 GHz, a small four-element single-band MIMO antenna with modified 

rectangular geometry is presented. Through the use of slotted arrangements and modified ground, the influence of 

conjoint coupling between radiating elements is lessened. The frequency bands have minimal ECC and encompass 

the range of 10–13.7 GHz. The suggested antenna is 96 x 27 mm2 in total. The results also showed that this antenna 

operates efficiently over its whole operational bandwidth. The obtained isolation between radiating elements is 

greater than 20 dB At 12.1 GHz, the obtained gains were more than 4 dBi for each antenna. ECC is measured at very 

low resonance frequencies. This design strategy offers a wideband antenna solution with good antenna properties. 

The isolation between ports is increased by the slots in patches. 
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Abstract  

Face recognition is a traditional trend that is necessary for security measures. It may be 

utilized for detection and authenticating to affirm a person's identification and to recognize 

persons, respectively. But the cost and maintenance of the ideas vary to the idea of logic. 

This paper reviews the face recognition process with different approaches and related studies 

as well as some practical implementations, types, methods, and other details. Fundamentally 

Histogram of Oriented Gradients (HOG) is the basis of the face detection and the classifier 

used is the linear support vector machine (SVM) which instantly determines these methods' 

respective weights, and the Deep Convolutional Neural Network is trained on a picture used 

in the background to create 128 measures for each face to decrease the time of detection. 

Keywords. Face Detection, Face Recognition, HOG, SVM, Neural Networks 

1. INTRODUCTION 

Facial recognition algorithms attempt to identify a human face based on its two-dimensional 

representation, which is three-dimensional and modifies appearance depending on lighting 

and facial emotion. Kelly completed the first piece of work pertaining to automatic facial 

recognition to identify the same individual among a group of photos recorded by a television 

camera [1]. Due to their unpredictable look and the variety of stances they might take, 

humans can be difficult to identify in photographs. The first need is a strong feature set that 

enables clean human form discrimination even in cluttered backgrounds with poor lighting. 

Biometrics recognition system which is one of the applications of face detection 

[2,3,4,5,6,7,8]. There are several different approaches with which we can detect a face and 

recognize it. Some of them are Eigen space: Among the most effective approaches for 

computational recognition of faces as in digital pictures is Eigen space-based high accuracy 

face recognition [13] [22].  Holistic face recognition identifies people by using global 

information from their faces [21]. The global characteristics of the pattern are considered by 

holistic methods [9,10,11,12,13,14,15,16,17,18,19,20,21,22,23]. According to [19] the 

influence of facial feature dislocation under position changes is eliminated to achieve 

posture tolerance. 

In this work, we introduce a novel algorithm for face alignment that runs in milliseconds 

and delivers face detection. Since the key elements of earlier face alignment algorithms were 

identified, they were then streamlined and added to a series of high-capacity regression 

functions that were learned via gradient boosting, which resulted in speed improvements 

mailto:deval09msc@gmail.com
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over existing techniques. The organization of the paper is as follows: section II discusses the 

related work; section III discusses preliminaries and covers basics of HOG and Cascade of 

Regressors. The section IV explains the proposed technique. Results and discussion are 

discussed in section V. A conclusion is given in section VI. 

2. PRELIMINARIES 

2.1. Histogram of Oriented Gradients (HOG)  

An image is just a discrete function of (x, y), the gradient of an image may also be 

determined. Images have a horizontal (x-direction) and a vertical (y-direction) gradient that 

is computed at each pixel. Values for gradients are assigned to 0-255. The [7][8]and [9] have 

depicted how a face and human gestures can be detected with the help of HOG. The 

orientation (magnitude) is provided in [10]. 

2.2. Cascade of Regressors (COR)  

In this work, which should simulate facial changes under different head postures and facial 

expressions, is too difficult to resolve in a single step of regression. Therefore, rather of 

regressing in a single step, an adaptive cascade regression model [6] is used that learns the 

frontal-profile connections in a cascade fashion and gradually approaches the optimum. x 

represents shape of frontal face and non-frontal is x0.   Where regression can be expressed as   

R(x0). Here x − x0 = ∆x , x0 + ∆x = R(x0), Given in Figure 2.21.  

 

Figure 2.21. Cascade regression process 

This technique is used for finding 68 markers on each face. 

3. PROPOSED METHODOLOGY 

Step1: To create a condensed version of an image, encode the image using the HOG 

algorithm [7]. Find the region of the image that most closely resembles a general HOG 

encoding of a face using this simplified version. (Given in Figure 2.21) 

Step2: A series of regression functions can be used to tackle the problem of facial alignment 

[15]. By identifying the key facial landmarks, determine the facial position. Use those 
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markers to warp the image once we've located them so that the eyes and mouth are in the 

middle.  

Step3: Use a deep neural network architecture that is trained to measure facial traits to run 

the centred face image. The 128 measurements should be saved. 

Step3: Find the individual whose measurements are the most like our face's measurements 

among all the faces we have previously measured. That's our opponent shown in Figure 3.1. 

 

Figure 3.1 Proposed Methodology 

4. EXPERIMENTAL AND RESULTS 

We have taken 60 sample images from Kaggle dataset for experimental work. These images 

are a collection of different facial expression of Elon Musk. Experiments have been 

performed on the data set of images “Elon Musk” Each image is RGB image and convert it 

into binary image. All the experiments have been performed on PYTHON 3.10- and 64-bit 

version for windows. Table 4.1 shows the experimental results. 
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Table 4.1. Results 

 

In accordance with [7] and [15] we learned to use HOG and face alignment to decrease the 

detection time. In this experiment Figure 4.1. i.e., Image A is the train image for encoding 

and Figure 4.2. i.e., Image B is the Test image for comparison which shows the result that it 

is the matching image of Elon Musk and the distance between the face locations is 0.43. The 

less the distance between the face distance, more precise the face matching is done. In the 

images above we have seen the input images are blurry or may be taken from a low-quality 

camera, despite the fact still the results shown in the output images are matched with the 

input images in most of the cases which are output image 1 with 0.50 face distance, image 

2 with 0.47 face distance and image 3. with 0.51 face distance as shown in Figures 4.1, 4.2, 

4.3, 4.4, 4.5 and 4.6.  

 

Figure 4.1   Image A 

 

Figure 4.3. Blur image 1 

 

Figure 4.5. Output image1 

 
Figure 4.2 Image B 

 

Figure 4.4. Blur image 2 

 

Figure 4.6. Output image2 
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5. CONCLUSIONS 

We have calculated the 128 measurements and based on that we can tell that our face 

matched or not. To check how similar is the face matched, for that we have calculated the 

face distance (the Euclidian distance) for each comparison face and the distance tells how 

similar the face is. Out of all other complex models this technique is very effective for a 

simple cost-effective purpose and suggests for the face extraction from a mass group to 

detect the terrorist/culprits from that group. There are other approaches to face recognition 

that we have seen, but CNN and HOG serve as the foundation for face recognition as well 

as various alternative methods. 
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Abstract.  
 

Efficiency analysis in a relative environment is a requisite for any entity for optimization of 

sustainable development. Among many other tools available for performance analysis, the 

most appropriate and preferred tool worldwide is Data envelopment analysis (DEA), with 

diverse applications in public as well as private sector, in a multiple-input-output 

environment of Decision-making units (DMUs), in a competitive environment. This paper 

aims to present a comparative performance analysis of Indian public sector banks (PSBs) 

using conventional Charnes, Cooper and Rhodes (CCR) DEA model for efficiency 

evaluation as well as the advanced super-efficiency DEA model for the ranking of DMUs, 

for the year 2020. Findings from the application of DEA models, reveal that half of the 

Indian PSBs under study are relatively inefficient. As PSBs contribute majorly in Indian 

economy, efforts should be made for their efficiency enhancement. Also, it has been found 

that the results calculated using super-efficiency models are more appropriate and 

comprehensive for a rigorous efficiency comparison of all DMUs including efficient ones.  

Keywords. Data envelopment analysis (DEA), Optimization, Efficiency, Decision making 

units (DMUs), Performance, Public sector banks (PSBs). 

1. INTRODUCTION 

For optimization of sustainable development, organizations must use their resources 

efficiently. Moreover, they need to consistently analyse their performance amongst their 

peers, to explore their scope of efficiency enhancement, using limited resources available to 

them. Data envelopment analysis (DEA) is a tool based in the scope of linear programming 

and has been used abundantly on the global level for an efficiency evaluation in comparative 

environment, among peer entities, across verticals [1]–[3]. The application areas of DEA 

include not only governmental entities like schools, military or hospitals, but also in banking, 

airlines, warehouses, transports, financial markets and stocks [4]–[13]. In the frameworks of 

DEA, such entities are termed as Decision making units (DMUs), which are peer entities 

using similar resources, called inputs to produce multiple desired goods or services, called 

outputs. If required, these input and output variables can be assigned weights, as per their 

importance. In an analysis dealing with the comparative study in a single time period , non-

parametric technique DEA synchronises the inter-relationships of various input-output 

variables, without any assumption of functional structures [14], for the DMUs under study 
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and identifies the units performing efficiently and further forming the frontier [15]. Also, it 

identifies comparatively inefficient units along with sources of inefficiency.  

Public sector banks (PSBs) play an important role in Indian economy. In present times when 

there is a tough competition in public, private and foreign banks operating in India, PSBs 

with limited resources and strict regulations, are facing tough competition for survival as 

well as for growth. Such circumstances make it desirable to analyse the performance of 

Indian PSBs, to identify the domains to be improved for enhancement in efficiency. 

 The present study adopts the non-parametric technique DEA to assess the performance of 

Indian public sector banks (PSBs) and analyses the comparative inferences regarding 

efficiency and ranking of these banks, taken as DMUs, using Charnes, Cooper and Rhodes 

(CCR) DEA model and Super-efficiency DEA model. This paper has been set out as the 

following. The second section describes the materials and the methods used in this paper 

along with the details of the data used for the purpose, followed by discussion on results in 

section three. Further, section four discusses the overall observations of the results followed 

by a conclusion. 

2. MATERIALS AND METHODS 

This section describes the approach, techniques and the models used for the analysis, in this 

study. The description of data and variables used in the study has been provided in the 

subsection 2.1.  

In a framework following Charnes et al. [1], for n DMUs, say DMU1, DMU2, …, DMUn 

such that the DMUk uses ‘m’ inputs 𝑥𝑖𝑘  (𝑖 = 1,2, … . , 𝑚) to produce ‘s’ outputs 𝑦𝑟𝑘  (𝑟 =

1,2, … . , 𝑠), in a given time period. All the input and output values considered here are non-

negative numbers, using constant returns to scale and following an input-oriented approach.  

Taking input weights as 𝐼𝑣 = (𝑎1,𝑎2,…,𝑎𝑚) and output weights as vector 𝑂𝑣 =

(𝑏1,𝑏2,…,𝑏𝑠), Each DMUk has a LPP to optimize the objective function  

Maximize θ =  𝑏1𝑦1𝑘 + 𝑏2𝑦2𝑘 + ⋯ + 𝑏𝑠𝑦𝑠𝑘 

𝑠. 𝑡.  𝑎1𝑥1𝑘 + 𝑎2𝑥2𝑘 + ⋯ + 𝑎𝑚𝑥𝑚𝑘 = 1 

and   𝑏1𝑦1𝑗 + 𝑏2𝑦2𝑗 + ⋯ + 𝑏𝑠𝑦𝑠𝑗  ≤  𝑎1𝑥1𝑗 + 𝑎2𝑥2𝑗 + ⋯ + 𝑎𝑚𝑥𝑚𝑗  

𝑓𝑜𝑟 𝑒𝑣𝑒𝑟𝑦 𝑗 = 1, 2, … , 𝑛.  

Also, 𝑎1, 𝑎2, … . , 𝑎𝑚  ≥ 0 𝑎𝑛𝑑  𝑏1, 𝑏2, … . , 𝑏𝑠  ≥ 0                  (1) 

Thus, taking k = 1, 2, …, n, equation (1) above represents ‘n’ LPPs such that each such LPP 

can be solved to find most suitable weights for input as well as output variables, 

corresponding to each DMU.  

CCR model of DEA evaluates efficiency scores of the DMUs, this score is a positive value 

less than or equal to one. The units with efficiency score ‘one’, are identified as efficient 

DMUs, which form the frontier. Rest of the units are considered as comparatively inefficient 

units, with potential scope of improvement, which are assigned with one or more efficient 

units as benchmarks. These assigned benchmarks and the corresponding inefficient units 
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have same set of variable weights in DEA analysis, thus providing insights for a feasible and 

achievable target to the inefficient unit, to become efficient. 

The conventional CCR DEA model, in which either an input orientation or output orientation 

can be considered, with constant returns to scale, has numerous extensions. Although there 

are abundant applications of the basic conventional DEA models, even then these basic 

models have a shortcoming that they assign efficiency score ‘one’ to all the efficient DMUs, 

thus identifying more than one DMU as efficient, which provides similar ranks for many 

DMUs, hence don’t provide the ‘most efficient’ unit. As a result, not able to provide any 

information for comparing efficient DMUs. 

To resolve this problem, Andersen and Petersen [18] introduced a new DEA model, called 

Super-efficiency DEA model. In this model, efficiency scores are evaluated by a 

comparative analysis of efficient units, with respect to a reference technology, which is 

comprised of rest of the units. As a result, providing non-identical efficiency scores to each 

of the DMUs and enhanced information on the functioning of units, along with identifying 

better performing DMU among any pair of DMUs, selected at random. 

Present study evaluates the performance of eighteen Indian PSBs, for the year 2020, using 

the results of the findings of DEA CCR model and DEA Super-efficiency model, 

considering input-orientation of optimization with constant returns to scale (CRS) of 

variables. 

 

2.1. Data and Variables 

The performance analysis in the present study is based on the eighteen public sector banks 

of India for the year 2020. The banks under study and the respective symbols are Allahabad 

bank(B1), Andhra bank(B2), Bank of Baroda(B3), Bank of India(B4), Bank of 

Maharashtra(B5), Canara bank(B6), Central bank of India(B7), Corporation bank(B8), 

Indian bank(B9), Indian overseas bank(B10), Oriental bank of commerce(B11), Punjab and 

Sind bank(B12), Punjab national bank(B13), State bank of India(B14), Syndicate 

bank(B15), UCO bank(B16), Union bank of India(B17), United bank of India(B18), 

considered as DMUs for the DEA models. 

For the efficiency evaluation using DEA, selection of the variables is the most critical phase, 

which largely impacts the interpretations. Researchers have varied opinion on the selection 

and the number of variables selected for the analysis [8], [19], [20]. The present study uses 

four inputs such as borrowings, owned funds, wage bills and total deposits. Also, there are 

two output variables, namely total other income and the spread, as shown in a self-sketch 

figure 1. 

 

Figure 1. Input and Output Variables Used in DEA Models 
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The data values related to the DMUs, corresponding to the selected input-output variables, 

in Million INR, have been sourced from RBI published annual statistical tables. The data 

values are then normalized and the descriptive statistics like mean and standard deviation, 

have been calculated, using R programming software. The results thus found have been 

listed in Table 1. 

 
TABLE 1: DESCRIPTIVE STATISTICS OF INPUT AND OUTPUT VARIABLES 

Variables N Mean S.D. Median Skewness Kurtosis 

Owned funds 18 36273.67 52300.45 17874.36 2.88 7.94 

Total Deposits 18 502689.99 720579.37 245167.06 3.02 8.63 

Borrowings 18 39432.20 72776.31 14912.32 2.98 8.40 

Wage Bills 18 6391.32 10020.24 3521.32 3.33 10.19 

Other Income 18 6562.04 9991.97 3336.07 3.18 9.47 

Spread 18 13788.77 21938.63 7079.66 3.12 9.14 

Source: Authors own calculations; All data values in Crores of INR. 

3. RESULTS 

This section includes the results of the tools, used in this study. The performance of each 

DMU, as per the findings received from CCR and Super-efficiency models of DEA, has 

been given in Table 2.   

 
TABLE 2: EFFICIENCY SCORES OF DMUS FROM CCR AND SUPER-EFFICIENCY DEA MODELS 

 

DMUs CCR DEA 

Score 

Super-eff CRS 

DEA Score 

Rank 

B1 0.89888 
0.898878202 16 

B2 
1 

1.201578921 4 

B3 
1 

1.04029503 8 

B4 
0.92399 

0.923989726 12 

B5 
1 

1.264321665 3 

B6 
0.90562 

0.905617061 15 

B7 
0.91107 

0.91107119 14 

B8 
1 

1.756742858 1 

B9 
1 

1.071503337 7 

B10 
0.91672 

0.916722592 13 

B11 
0.86109 

0.861085027 17 

B12 
0.81198 

0.811975669 18 

B13 
0.95522 

0.955217477 11 
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The findings of the DEA CCR model, as efficiency scores, with an input orientation and 

using a constant return to scale, have been given in Table 2, column 2. As analyses from 

these results, nine DMUs namely, Andhra bank(B2), Bank of Baroda(B3), Bank of 

Maharashtra(B5), Corporation bank (B8), Indian bank(B9), Syndicate bank(B15), UCO 

bank(B16), Union bank of India(B17), United bank of India(B18) are efficient with 

efficiency score equal to one whereas remaining nine DMUs are relatively inefficient in 

performance, with efficiency score less than one. 

 

 
Figure 2. Performance Analysis Using DEA Models 

 

It has been observed from the findings that all efficient DMUs have score equal to one, 

which makes it difficult to assign benchmarks to these units, for identification of further 

efficiency improvement. To overcome this problem, DEA super-efficiency model has been 
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used. The findings of this model have been provided in Table 2, column 3. In addition to the 

identification of efficient and inefficient DMUs, as given by CCR model, this model also 

evaluates distinct efficiency score to each efficient DMU, providing a clear efficiency 

ranking of all DMUs, as given in Table 3, column 4, for an easy comparison of performance 

and benchmarking. Figure 2 represents the identification of efficient and inefficient DMUs 

as well as the rank wise efficiency scores of DMUs, using Super-efficiency DEA model. 

It has been observed from the results that among efficient DMUs, Corporation bank(B8) is 

leading with rank 1, followed by United bank of India(B18) on rank 2, Bank of 

Maharashtra(B5) on rank 3, Andhra bank(B2) on rank 4, Union bank of India(B17) on rank 

5, UCO bank(B16) on rank 6, Indian bank(B9) on rank 7, Bank of Baroda(B3) on rank 8 

and Syndicate bank(B15) on rank 9. Further lower ranks have been obtained by inefficient 

DMUs. 

4. CONCLUSION 

Data envelopment analysis (DEA) is an efficient tool, which can be applied for a 

comparative efficiency evaluation, in a multiple input-output framework. In spite of a vast 

application areas, conventional DEA models have some shortcomings, like these 

conventional models provide efficiency score ‘one’ to all efficient DMUs, thus do not 

provide any parameter to further compare these DMUs for their comparative performance 

analysis. This shortcoming can be improved by using Super-efficiency model of DEA, 

which provides non-repeated efficiency scores to the DMUs, thus helping in identification 

of better performing DMU among any pair of DMUs selected at random. These results 

further can be helpful for benchmarking also, for a targeted improvement in efficiency. 

Present study uses conventional CCR and the advanced Super-efficiency models of DEA, 

to analyse the efficiency of eighteen Indian public sector banks (PSBs), for the year 2020. 

Findings reveal a poor performance of Indian PSBs under study, where only half of the banks 

under study are efficient. Top five rankers are Corporation bank, United bank of India, Bank 

of Maharashtra, Andhra bank and Union bank of India. 

It is required to further analyze the inefficient banks and explore the causes of their low 

efficiency. Also, for efficiency enhancement of these relatively inefficient PSBs, they should 

be assigned with efficient benchmarks, to provide an easy-to-follow targets, which can help 

the low performing unit to have guiding factor for an efficiency enhancement. 
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Abstract.  
A study has been conducted on the integration of solar power into power grids. The main 

aim of this study to analyse the impact of solar PV penetration on the power grid performance 
and its futuristic solution to overcome those issues. In the overall study found that the current 
variation at some place reach beyond the highest level of fault current, volage levels improved 
at busses and power losses decreases in the network about the 50% at 80% solar PV 
penetration level. 

Keywords. Solar power, Penetration, Power factor, fault current, voltage and current 

variation, power losses. 

1. INTRODUCTION 
Renewable energy sources produce electricity using natural resources, which are less 

harmful to the environment than those that rely on conventional fuels. These sources can also 
help lower the overall power losses and pollution levels in the system. Although renewable 
energy sources can help lower the pollution levels and power losses in the system, they have 
various issues that need to be considered before they can be added to the system. Some of 
these include over-voltage, under-voltage, harmonics, and transient stability [1][2][3]. 

The increasing capacity of renewable energy sources such as solar power has increased 
the risk of short circuits in the grid. This is especially true when a microgrid is running in its 
own mode. One of the most common calculations that electrical designers have to make is 
the short circuit calculation. An electrical apparatus should be able to withstand the current 
and voltage of a fault for a certain period of time[4]. Protective equipment should also be 
designed to remove any potential faults that may be present in the system. Faults in these 
components should be fixed within the equipment's tolerance. Through extensive research, 
electrical engineers have been able to thoroughly examine the various facets of transient 
analysis. The goal of this process is to determine the minimum and maximum currents that a 
system's fault should have. All electrical equipment should have the necessary ability to 
withstand a fault at a given level.[5]. The maximum and minimum currents of the system are 
usually determined for the building of an earthing system and for the protection of an 
advanced protection system. Having the necessary knowledge about the type of defect that 
can be found in the system is very important to ensure that the equipment is protected. In 
order to protect the equipment, the pickup setting should be chosen using the lowest available 
fault current. The use of the electrical transient analysis programming, known as the ETAP, 
can greatly reduce the time it takes to perform a short circuit calculation[6][2][1].  In this 
study, the Electrical Transient and Analysis Program is used to investigate the best placement 
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for PV plants and their maximum penetration level (ETAP 19.5). To confirm the choice, the 
IEEE 14 bus system is emulated. To select the best outcomes for a given objective function, 
ETAP has the capacity to simultaneously execute several scenarios[2]. 

2. LOAD FLOW CALCULATION 
A load flow analysis is a process that involves analyzing the flow of electricity through a 

power system. It can determine the voltage magnitude and the amount of current that' is 
flowing down the lines. It can also calculate the real and reactive power losses. The results of 
this procedure are used to start studies on the electric power system's components. This 
process is very important in the planning of a system's new extension or installation. The 
study performed on this project took into account the 1.3kV lines that are running through the 
IEEE 14 bus feeder network. The total operational load of the system is 259 megawatts, while 
the reactive load is around 73.5 MVAR. The results of the analysis were analyzed using the 
Gauss-Sidel method.  The four solar PV plants are connected to the distribution feeders of 
IEEE 14. The total load of the network is determined by taking into account the overall energy 
usage by the renewable energy sources. The analysis also took into account the different 
power injection levels[1] [6]. 

In this case, solar PV has no impact on the system's load. Case 2, 3, and 4 show that it has 
fulfilled the system's 20%, 40%, and 60% load requirements, Case 5: Solar PV has fulfilled 
the 80% of the system's active load. Case 6: It has also fulfilled the 100% of the system's 
active load, case 7: fulfil the 120% of the system active load.[2]. 

A single line diagram is used to describe systems since it is assumed that their distribution 
is uniform. The load flow solution calls for generating an admittance matrix of dimension 
where n is the system number (n x n). A bus's own admission is represented by the diagonal 
elements of the admittance matrix, whereas mutual bus admission is represented by the off-
diagonal elements[6][7]. 

 𝑌 = [

𝑌11 … … … 𝑌44

… … … … …
… … … … …

𝑌55 … … … 𝑌88

]                                   (1) 

The initial Gauss Sidle method, calculated voltage magnitude and angle of the particular 
bus provide as the parameters that define actual and reactive power and non-linear 
equation is solving by iterative methods (Gauss Sidle and Newton Raphson) 

 Real Power  

𝑃𝑖
 = ∑ |𝑉𝑖||𝑉𝑗||𝑌𝑖𝑗| cos(𝜃𝑖𝑗  − 𝛾𝑖 + 𝛾𝑗) 𝑛

𝑗=1               (2)                                                                                                                                                                    

Reactive power 

𝑄𝑖
 = ∑ |𝑉𝑖||𝑉𝑗||𝑌𝑖𝑗| sin(𝜃𝑖𝑗  − 𝛾𝑖 + 𝛾𝑗) 𝑛

𝑗=1            (3) 

The calculated values known as power residuals for the terms  ∆𝑃𝑖
  and ∆𝑄𝑖

  is represented 
as: 

∆𝑃𝑖
 = 𝑃𝑖

𝑠𝑐ℎ − 𝑃𝑖
              (4)                                                                                   

∆𝑄𝑖
 = 𝑄𝑖

𝑠𝑐ℎ − 𝑄𝑖
                                    (5)                                                             

One or more transmission lines, loads, and generators can be connected to one another at 
a point or node called a bus. Each bus in a power system study has four values associated 
with it: the voltage magnitude (|V|), the voltage phase angle (𝛾), the active power (P), and the 
reactive power (Q). Two of these bus quantities are known, and the other two need to be 
calculated by solving an equation. The two known quantities that have been mentioned are 
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used to categories the buses. Three categories are used to group buses. The three bus types: 
Swing (P & 𝛾), and Generator (P & V) Load Bus, (P&Q constants)[8][6]. 

This issue can be resolved in two different ways. First off, the measured real-and reactive-
value requires internal iteration if the variables are picked up and determined at the beginning 
of the resolution approach (eq. 2 & 3). Second, to detect power inaccuracies and intolerance, 
improved accuracy iterations are necessary (eq. 4 and 5). The first iteration in this study is 
referred to as a calculation iteration, while the second iteration is referred to as a precision 
iteration. 

TABLE NO. 1 - PENETRATION LEVEL OF SOLAR PV CONNECTED IN CASE WISE. 

 

TABLE NO. 2 – SOLAR PV PANEL RATING 

 

Parameter Rating of solar PV 

Short-Circuit Current (Isc) Module 8.33 A 

Open -Circuit Current (Voc) Module 33.97 V 

 Voltage & Current at Maxpower (Vmp, Imp) Module 27.19 V,7.89 A 

Sun irradiance MAX. level 1000W/m2 

3. RAISING THE VOLTAGE AT THE 14 BUS FEEDER 
As seen from the simulation results, the level of PV penetration rises as well as the voltage 

of the buses also rising. The voltage of each of the 14 buses is shown in Fig. 2 with solar PV 
penetration rising from 0% to 120%. The level of solar PV penetration rises together with the 
percentage of voltage. The rise in voltage at various nodes continues to be within the 
prescribed limit (0-1.5%). 

Total connected active load ( kW) in network = 310 Kw 

% Penetration PV1 at 

Bus 2 

PV2 at 

Bus 3 

PV3 at 

Bus 4 

PV4 at 

Bus 6 

PV5 at 

Bus 13 

PV6 at 

Bus 14 

Total Solar PV 

(kW) 

Case1(0%) 0 0 0 0 0 0 0 

Case2(20%) 51.8 0 0 0 0 0 51.8 

Case3(40%) 51.8 51.8 0 0 0 0 103.6 

Case4(60%) 51.8 51.8 51.8 0 0 0 155.4 

Case5(80%) 51.8 51.8 51.8 51.8 0 0 207.2 

Case6(10%) 51.8 51.8 51.8 51.8 51.8 0 259 

Case7(120%) 51.8 51.8 51.8 51.8 51.8 51.8 310.8 
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Fig.1 – Integration of Solar PV at Bus 2,3,4,6,13,14 In IEEE 14 Bus System 

 

Fig2. – Voltage variation analysis with respect to Solar PV penetration 

4. THE EFFECT OF SOLAR PV PLANTS ON POWER LOSSES 

IN THE DISTRIBUTION SYSTEM 
The magnitude of power flow is inversely personal to the rate of power loss. PV 

technology has altered how the distribution network is used, resulting in atypical and 
bidirectional power flows. Therefore, the presence of PV systems and the consequent altered 
power flows may significantly affect power losses. Figure 3 illustrates this finding from an 
study of PV penetration that power loss lowers as PV penetration rises till 80% after 80% 
power loss increases gradually for case 6 & case 7. 
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Fig3. – Power Losses analysis for all penetration levels. 

5. THE EFFECT OF SOLAR PHOTOVOLTAICS ON POWER 

FACTOR. 
The power factor is a significant aspect since it is essential for the efficient operation and 

reliable transmission of electric power. A decrease in power factor results from increased 
power output from the PV system. The increased active power from the PV system without 
any generation of reactive power may be used to interpret this. Because the grid supplies less 
active power while retaining the same level of reactive power, the power factor decreases as 
a result [9][6][10]. 

 

Fig4. – power factor of each case of solar PV penetration 

6.  SHORT CIRCUIT CURRENT WITH SOLAR PV 
The goal of short circuit analysis is to determine the asymmetrical and symmetrical fault 

currents and their contribution to the overall electrical system. This process influences the 
short circuit ratings of equipment used in the distribution grid. The three types of fault that 
can be divided are the line to line, line to ground, and double line to ground. In this paper, the 
corresponding graphs are shown for the simulations of the L-G and L-L faults [1]. The results 
of this exercise show the magnitude of the buses that were involved in the line-to-line fault 
that was performed by an ETAP. Figs 4 and 5 illustrate the varying current values as the grid's 
penetration level changes. The results of the exercise show the significant faults in the micro-
grid. The current values exhibited in these scenarios are shown in varying phases, with the 
former remaining above marginal in some areas and decreasing in others.[1][11]. 
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Fig 5. – Analysis Of L-G Fault Current for IEEE 14 Bus Distribution Feeder 

 

 

 

 

 

 

 

 

 

 

Fig 6. – Analysis Of L-L Fault Current for IEEE 14 Bus Distribution Feeder 
The main bus that connects the various sub-buses and loads is shown in Figure 6. The 

distribution of the current during the line-to-ground fault is shown in Figure 5. The result 
shows that the defective phase of each bus leads to a large gain in the rated current, while the 
other phases experience an unequal displacement. 

7. CONCLUSION  
In the study found that the current variation in the penetration level of the connected 

devices can affect their system efficiency and life span. It is also found that the power factor 
of the system can vary at different penetration levels, which can cause it to be unbalanced. 
The study revealed that as the penetration level of the connected devices increases, the power 
losses decrease. However, after reaching a certain level of penetration, the power losses 
increase slightly. This research can should be used to develop an energy policy for renewable 
energy and its will be useful for the independent system operator for defining the integration 
capacity of RE. 
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Abstract.  

Mobile robots are quite sophisticated and have many difficulties to overcome. The capacity 

to manoeuvres in small spaces is one of the key obstacles. This ability mostly relies on the 

wheel's design. The primary goals of this project are to increase wheelchair mobility and, 

as a result, the quality of life for users. Mecanum wheels were used for this project for that 

reason. This essay discusses the recently developed mechanical design as well as the best 

way to create a circular-shaped roller. 

Keywords. Mecanum wheel, automobile, rollers, vehicle, omnidirectional. 

 

1. INTRODUCTION 

Recently, researchers have been concentrating on studies concerning the utilisation of 

wheeled omnidirectional running mechanisms. Storage and transportation, military, social 

services and many other field areas have all made extensive use of magnum omnidirectional 

vehicles in particular [1]. Omnidirectional robotic vehicles have several benefits over 

traditional vehicles when it comes to manoeuvrability in congested areas. They are capable 

of carrying out activities with ease in crowded areas that are predicted to have static 

impediments, dynamic obstacles, or restricted spaces. These kinds of settings are often 

present in industries, workshops, warehouses, hospitals, etc. Traditionally, omnidirectional 

vehicles have been specially designed to move on hard, flat and smooth surfaces. On 

ground, omnidirectional vehicles have three DOF. They are suited for highly manoeuvrable, 

constrained, or precise placement situations since omnidirectional vehicles can do motions 

such as longitudinal, lateral, center point steering and any composite motion of the 

previously mentioned three. The wheel velocity of an omnidirectional wheel may be broken 
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down into the sections that are in the active and passive direction. The active component of 

the force is oriented parallel (∥) to the axis of the roller which is in contact with the ground, 

whilst the passive component of force is perpendicular (⟂) to the axis of the roller. Figure 

1 illustrates basic mecanum wheel's design. Minimum of one and a maximum of two rollers 

are in touch with the ground while a mecanum wheel is turning. The roller only makes touch 

with the ground at one point, however, theoretically. Depending on how the wheel is 

rotating, this surface area moves across the roller from side to side. This forces the force of 

traction to be determined by the traversing feel of the contact of the roller with the surface. 

 

Figure 1. Degrees of Freedom in Mecanum Wheel 

According to tests carried out for numerous researchers around the world, the Mecanum 

wheels' biggest problem is that they are unable to move laterally in the sand because the dirt 

and sand particles piles up between the rollers and on the side of the wheels and stops it 

from motion after the dirt and sand pile reaches a certain height with respect to the wheel 

size [2],[3]. They also have difficulty triumphing over obstacles during the motion in lateral 

direction. The main key goals of our study, which was motivated by these issues, was to 

develop a new kind of mecanum wheel capable of resolving those issues. 

2. REGULAR MECANUM WHEELS 

In a mecanum wheel, a group of k congruent rolls are assembled and arranged 

symmetrically around the wheel body. Each roll's face is a component of a revolution 

surface (R), whose b axis is skewed to the wheel's a axis [4]. There have been several 

comparable ideas put out, however these designs vary in terms of the number (k) of rollers, 

the manner of linkage of the rollers to the hub, the fixed angle at which rollers are in relation 

to wheel, the various materials utilised, etc. [2]. Some of the major issues faced are large 

vibrations and limited loading capacity. Slippage is another issue with them; as a 

consequence, even with the equivalent rotation of the wheel, the lateral and longitudinal 

movement of vehicle distances vary. In figure 2, a classic mecanum wheel is shown. 

  

Figure 2. Conventional Mecanum Wheel 

3. DESIGN OF ROLLERS 

To ensure motion continuity is one of your primary concerns when building a new drive 

system. The true significance of this is that there are sufficient rollers and contact lines to 
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cover the wheel's curvature, in this example, a circumference. Additionally, there is a certain 

count of rollers used in the wheel that creates an optimal balance between possessing a few 

big size rollers per wheel and a number of small size rollers per wheel. Equation 1 is used 

to compute the moving continuity, which is denoted by. 

 

There are five parameters listed in equation (1). These variables (R, N, ε, y, θ) are utilised 

to construct the rollers for the circular wheel components. As shown in Figure 3, R is the 

wheel's overall radius, N is number of rollers requires, y is angle at which the helical line is 

rotated around the z-axis of wheel, and θ is angle between the starting motion of point C 

travelling adjacent to the helical line (Figure 3). 

 

Figure 3. Configuration of the Rollers Scheme 

A value of ε<1 in Equation (1) indicates that the length of the roller will be inadequate and 

will not function because the rollers will be small in comparison to the number of rollers in 

the wheel. The motion continuity may be ensured even when ε>1, but ε=1 is the best number 

since in this instance the length of the rollers satisfies all necessary wheel features. The 

number must therefore be as near to 1 as feasible because as it rises, the wheel becomes 

thicker, the roller's length increases, and the generatrix begins to oscillate, which renders 

the curve insufficient. The rollers in this paper's new design have a circular form, and 

changes have been made to the materials and the technique the rollers are attached to the 

hub. Figure 4 shows an example of the new design that is suggested. 

 

Figure 4.  Proposed and exploded view of macanum Wheel 

The form of the rollers is defined in this design by the circular shape. In this instance, the 

coordinates A, B, and C in Figure 3 must be defined. These are how those points are defined: 

A (R, 0, 0) | B (R cos γ, R sin γ, R γ) | C (R cos θ, R sin θ, R θ) 

The vectors "A" and "B" are then established using the definitions listed below. 
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The unit vector parallel to A and B is written as follows:  

 

 

 

The curvature of the roller may be efficiently determined using this information. However, 

to do this, vectors A and C must be rotated around vector at an angle to produce numerous 

contact lines. Using this approach, the equations shown below are produced. 

 

The roller's surface equation is thus stated as follows 

 

After that, the roller's maximum and minimum radii were calculated using the roller's 

surface equation in order to create a circular profile for the roller with the highest potential 

efficiency. Here, the other parameters of the equation, (L, l, l), may be determined by 

defining the number of rollers. L is the roller's length, is the angle formed by the hub and 

roller axis, and l is the width of the wheel are used to determine the roller's maximum and 

lowest radii. If N, the number of rollers, is known, may be used to determine roller length: 
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Figure 5: Wheel specifications 

The wheel width will therefore be: 

 

The maximum radius of the roller may be calculated from these, and it is represented as: 

 

And the following equation is used to get the minimum radius: 

 

The terms, r(max) and r(min) stand for the roller's maximum and lowest radii, respectively. 

4. MECHANUM WHEEL SIMULATION 

MATLAB programme was written with the goal of identifying the ideal silhouette for the 

roller. 750 interactions were performed in order to get the optimal outcome, with the number 

of rollers set between 8 and 14. The moving continuity coefficient was chosen between 

1.008 and 1.031, and the width range is between 30 and 40 mm. The parameters α, θo, τ 

and R were previously specified in order to determine the roller's surface curve. The final 

set of required parameters were 45, 11, and 70. Regarding the parameter R, it was 

established in accordance with the project's goal, which will be covered in the next issue. 

As a result, the vehicle’s top speed was set at 5 km/h, and its weight limit was set at 100 kg. 

Accordingly, the mecanum wheel's radius R should be 50mm. The driving torque was given 

to each of the four revolute joints that joined the body and the four mechanical wheels. 

Table 1 is a list of the wheel's primary properties. Figure 6 shows that the curve is simply 

rotated 360 degrees to create the roller. 

Table 1. Parameters to define the curve of the roller 

Parameters to define the curve of the roller 

Width 

(mm) 

Maximum 

radius of roller 

(mm) 

Minimum 

radius of roller 

(mm) 

Helical 

Line 

Angle (°) 

Roller 

Length 

(mm) 

Continuity 

Coefficien

t 

35 12 9 67.5 50 1.01 
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Figure 6. Roller’s 3D model (Dimensions in millimetres) 

5. OUTCOMES 

On the basis of continuity coefficient, simulations were run with varying values for the 

number of rollers, with a range chosen between 8 and 14. In the end, the number of rollers 

set at 12 produced the best performance. This occurred as a result of the rollers touching 

one other while being displaced with 10 and 11 rollers, which caused unfavourable 

vibrations. The wheel becomes thicker and the curve that creates the roller is insufficient 

when using 13 and 14 rollers because the length of the rollers is too long. 

Table 2. Fixed parameters to define the curve of the roller 

Fixed parameters to define the curve of the roller 

Number 

of 

Rollers 

Rotational 

axis of wheel 

(α) 

Starting angle of 

Helical Line 

(θo) 

Rotation of wheel 

contact line around roller 

axis of rotation (τ) 

Radius of 

the wheel 

(mm) 

12 45º 11º 70º 75 

Table 2 lists the primary variables that were fixed to produce the roller's curve when the 

number of rollers was set at 12. Figure 7 illustrates the outcomes after setting the roller's 

maximum radius to a range of 10 to 12 mm. 

As shown in Figure 7, the roller length will rise as the maximum radius decreases, 

necessitating a thicker wheel. Additionally, the generatrix has a tendency to fluctuate, 

making the curve insufficient for the roller's creation. As a consequence, the Maximum 

radius setting of 10 to 12 mm produced the greatest results, as indicated in Table 3. 

 

Figure 7. Relation among the main parameters (Maximum radius range: 10 to 12 mm’s) 

Table 3. Results of the parameters when the Maximum radius range is between 10 and 12 

Results of the parameters when Maximum radius range is between 10 and 12  

0
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Maximum radius 

of roller (mm) 

Minimum radius of 

roller (mm) 

Helical Line 

Angle (°) 

Roller Length 

(mm) 

Continuity 

Coefficient 

10 7 67.1 49.8 1.008 

11 8 67.5 50.1 1.012 

12 9 67.9 51.2 1.031 

6. CONCLUSION AND DISCUSSION 

In this research, an investigation of how the roller's geometry was created in accordance 

with the project concept was carried out. To create the most ideal roller curvature and 

improve the agility of the vehicle utilising this mechanical wheel, simulations using 

MATLAB and SOLIDWORKS were done. The mecanum wheel-based platform whose 

concept design is analysed, can be utilised in the future for multiple purposes as its final 

application. 
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Abstract. 

Typically, mental health professionals such as therapists treat mental disorders. 

Nevertheless, there is a universal human resource shortfall to provide such mental health 

services. Because of the scarcity and cost concerns, the Artificial Intelligence (AI) industry 

has taken matters into their own hands. The development of AI systems capable of producing 

human- like responses is currently a very popular research domain. Creating a virtual 

psychotherapist AI is one step closer to realizing the dream of human-like bot. In this work, 

a metal health bot for responding to users via text, i.e., a chatbot named “ELEKX” is 

proposed. The name Elekx is derived from the Greek word Elex which means man’s 

defender or warrior. This chatbot allows patients to converse in the language they are most 

comfortable with from anywhere. This chatbot has been built using dialog flow to 

understand the mental health of a patient and engage them in a conversation by 

understanding their problems, suggesting remedies and seeking to lower their anxiety, stress 

and depression. The developed chatbot ELEKX is capable of aiding users in their day-to- 

day affairs and detecting any signs of negative change in mental health, and, if required, for 

alerting the concerned healthcare workers and immediate family members. Elekx is having 

an omnichannel messaging support and it provides sentimental analysis to our conversation. 

Keywords. Artificial Intelligence, Assistance, Design-Based Research, Emotional Health, 

Values. 

 

1. INTRODUCTION 

 
A chatbot is a computer programme that communicates with people in real time utilising 

verbal medium, textual, facial, and bodily language [1]. Chatbot is also known as chatterbot, 

dialogue system, virtual agent, machine conversation system, and Conversational User 

Interface (CUI). A chatbot’s basic goal is mimicking of a human conversation. Chatbots are 

generally driven by text, along with pictures and integrated widgets, thereby making it easier 

to initiate a conversation with a bot. Intelligent chatbots employ Artificial Intelligence (AI) 

for comprehending the purpose and circumstance of a user text and replying back. Un- 

intelligent or rule based chatbots produce a conversation based on certain established rules 

such as decision trees [2]. Over the past few years, chatbot usage in health care has increased.  

Chatbots for healthcare are popular for supporting the patients, their families, and the health 

care workers [3] by offering specialised cognition, therapeutic aid, and behavioural changes 

(such as Wysa, that offers cognitive behaviour therapy) [4], or assistance with disease 

management (such as Babylon Health, which offers digital health consults) [5]. 

 
Pharmacotherapy or psychotherapy are typically used to address mental health issues [6]. 

The demand for mental health experts, however, is greater than the supply in many countries. 
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According to global estimates, there are nine psychiatrists available for every 100,000 

individuals in rich nations [7] and one psychiatrist for every 10,000,000 individuals in 

underdeveloped nations [8]. The WHO estimates that roughly 45% of individuals in 

industrialised nations and 15% of individuals in developing nations bear accession to mental 

health care [9]. When individuals with mental health illnesses are not treated, suicide 

thoughts and fatality rates might rise [10]. 

 
The chatbots are generally comprised of four primary modules: a text interpreting module, 

a conversation manager, a response generation module, and, a database which stores many 

kinds of data required for the training and operation of chatbot. A chatbot architecture and 

the connections among its constituents is shown in Figure 1. There are still technological 

restrictions even if AI can realise and aid in the creation of chatbots. The inability of current 

systems to recall earlier talks might result in improper answers [12]. To solve this problem, 

information about the patient’s mental state must be gathered and preserved for further 

encounters with chatbot. Due to a lackof understanding or emotional intelligence, a chatbot 

reply may frustrate or be insufficient for a user [12]. Existing mental health chatbots have 

general abilities, a tendency to repeat themselves, and interactions that frequently resemble 

those found in self-help books [13]. 
 

Figure 1. Chatbot architecture [11] 

 
The problem here is that the technological constraints of the created mental health chatbots 

are not thoroughly studied in the present research. Evaluations primarily rate user experience 

and usefulness [14, 15]. The app stores are filled with mental health chatbots, but many of 

them lack evidence-based practises or, at the very least, do not have practises that are 

supported by pertinent research [16]. Mental health chatbots should rely on clinical data in 

order to be trustworthy and useful, which means integrating therapeutic procedures that are 

already in use in clinical practise and have proven helpful. Additionally, there is less research 

regarding the therapeutic value of mental health chatbots [16, 17]. Chatbots must maintain 

the privacy and confidentiality of user data regarding their mental health due to the 

sensitivity of such information [18]. Contrary to doctor-patient interactions, where patient 

privacy and confidentiality are guaranteed, chatbots frequently overlook these factors. Users 
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cannot interact anonymously with the majority of chatbots, notably those found on social 

networking networks [18]. 

 

2. BACKGROUND 

A technique for putting word segmentation into practise was described by Mohammed Javed 

et al. in [19]. This algorithm's authors suggested calculating the character spaces within the 

sentences. All different kinds of gaps between characters should be included in the character 

spacing. They consist of word gaps, punctuation, and letter gaps. The method is based on 

the quantity of blank space or characters between each sentence unit. To get the mean average 

between the characters in the sentence, the character spacing are first computed [20]. 

People have used a variety of design and development methods for chatbots ever since they 

were first developed. Modern approaches for dialogue creation and management are more 

and more utilising machine and deep learning techniques [20–22]. This is due to the growing 

acceptance of machine learning and artificial intelligence techniques in a variety of 

applications. For people who have a little psychological disability, there is a smartphone 

application called SERMO [23]. It helps emotional control and uses techniques from 

Cognitive Behaviour Therapy (CBT). The programme is a conversational agent that prompts 

users to submit their feelings and ideas about commonplace occurrences that are established 

on Albert Ellis' theory of situation, emotions and thoughts. The theory takes the stance that 

inputs are assessed, whether intentionally or unintentionally, and that these assessments 

result in certain emotions and actions [24]. For people who feel embarrassed in revealing 

their mental health difficulties to a health care practitioner owing to stigmatisation, chatbots 

are also appropriate for offering mental health therapy. Lucas and colleagues found that 

veterans who used a chatbot revealed greater Post-Traumatic Stress Disorder (PTSD) 

symptoms than those who used anonymised or non-anonymised variants of a self- 

administered questionnaire [25]. Because they lack the high-quality human engagement that 

face-to-face interactions with health care professionals give, most computerised therapies 

are characterised by higher dropout rates as well as low adherence, even if they can be 

successful in ameliorating mental health [25, 26]. Through their intuitive, human-like, and 

enjoyable user interactions, chatbots can develop into a potential replacement for those 

treatments and increase users' adherence [27]. The fact that AI algorithms are often trained 

with massive data sets presents another significant challenge for the creation of chatbots for 

mental health. Another issue is that training with data of other fields can inject information 

into the system which could increase the risks of patient damage. Other methods that use 

lesser data for training or employ transfer learning are being developed. Furthermore, when 

the training data are poorly sampled or data are unavailable for particular sub-groups, trained 

models might become biased towards specific demographic groupings. The problem here is 

that the technological constraints of the created mental health chatbots are not well studied 

in the existing research [28, 29]. Evaluations primarily rate user experience and usability 

[28, 29]. 

 
Chatbots can't communicate human emotions or attend to all of a patient's demands. They 

could be useful for less difficult activities like data gathering or administrative and 

organisational chores, but whenever in-depth patient knowledge is required, they may falter 

[29]. It is necessary to improve their capacity to comprehend user input and respond 

properly. The accuracy of identifying emergency situations and developing a suitable 
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response after an emergency situation has been identified is a significant difficulty. Another 

unresolved issue is the customization or personalization of chatbots for specific users [30]. 

A number of patients, doctors, insurance companies, researchers, tech firms, and programme 

officials from the US National Institute of Mental Health established a unanimous statement 

on requirements for mental health mobile apps [31]. 

 

3. ELEKX - THE PROPOSED CHATBOT 

The following are some advantages of the proposed ELEKX: 

● With the help of ELEKX, users will be easily able to deal with day-to-day stress, 

depression, and anxiety. 

● The user's data and progress about the user’s mental health conditions will be stored and 

analysed. 

● The user’s mood can be enhanced and cheered up using a positive approach, humour, and 

CBT (Cognitive Behavioural Therapy). 

● CBT will be used in the form of suggestions to help users lessen the effects of daily stress, 

depression, and various other mental health problems. 

 

4. EXPERIMENTAL SETUP 

For the implementation of ELEKX, Google Colaboratory online platform has been used 

here. Google Colaboratory, which is particularly well suited to machine learning, data 

analysis, and teaching, enables anybody to develop and run arbitrary Python code through 

the web. The dataset is then downloaded from Kaggle's Mental 

Health FAQ [32]. This data set comprises of 98 questions and answers regarding mental 

health. There are three columns in it: Question ID, Questions, and Answers. Since NLP 

(Natural Language Processing) enables chatbots to learn and imitate the patterns and styles 

of human speech, ELEKX uses NLP. It links user input to an intent in order to categorise 

the message for the best potential predetermined response For this model, regularization is 

employed to control the model complexity which will make our model prone to overfitting, 

and the best model is retained for final comparisons based on training and validation 

accuracy and loss. We have used dropout regularization in our chatbot. 

Figure 2. Complex model plot of ELEKX based on LSTM 
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Here, The Convolutional Neural Network (CNN) design appears to produce the greatest 

outcomes. Three layers make up the model: a CNN layer, an embedding layer, and a fully 

linked layer. 

Figure 2 portrays the training as well as validation accuracies of the proposed chatbot. An 

encoder-decoder model is trained on the used data set. A seq2seq model, known as the 

encoder-decoder model, employs LSTM (Long Short-Term Memory) to generate text from 

the training corpus. Figure 3 depicts the training losses of the model. 

Here, the model's training accuracy demonstrates how well it can categorise the two photos 

while being trained on the training dataset, whereas the model's validation accuracy 

demonstrates how well it can categorise the images on the validation dataset. It predicts a 

word from the user's input, and then it uses that word's probability or likelihood of occurring 

to forecast each of the subsequent words.Figure 4 shows the demonstration of ELEKX. It 

can be seen that ELEKX has run successfully after implementing the code in the software. 

It can provide quick solution of questions regarding mental health for its users. 

 

 
 

Figure 3. Training as well as validation losses 

 

 
5. CONCLUSION 

It is observed that the field of internal health assistants and chatbots in psychology and 

psychotherapy operations is expanding. The application of cutting-edge natural language 

technologies in conjunction with psychotherapy can result in tools that can, to a large extent, 

fill gaps in the delivery of internal care. ELEKX has been developed as a friendly chatbot so 

that users can feel at ease when they are counting on it for solutions regarding their mental 

health. 
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Figure 4 Working demonstration of ELEKX 
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Abstract.  
 

A comparison will be made between Singular Value Decomposition (SVD) and Block 

Truncation Coding (BTC) in this paper, as well as analyse how Algebra contributes to image 

compression and Block Truncation Coding (BTC). We will also examine how Algebra 

influences image compression. The input picture will be compressed first using the SVD 

method to reduce the image matrix rank, BTC will then be used to compress the matrix 

produced. The suggested approach improves the JPEG compression process by adding 

lossless compression, resulting in a compression rate of over 99 percent. 

Keywords. Linear Algebra, BTC, SVD & PSNR. 

 

1. INTRODUCTION 

1.1. Image Processing 

Basically, it's a way of processing images by extracting their characteristics or altering their 

inputs. Image processing is one of the most quickly evolving technology in today’s world. 

It is also an important research field in computer science and engineering. 

The following phases that makeup the image processing is: 

● Input of the image data via software. 

● Analysing and changing the input. 

● And generating an output that could be a changed image or a report based on analysis. 

When using digital techniques, all sorts of data must go through three general processing 

steps: pre-processing, enhancement, and display. Information extraction is the last of these 

steps. 



  

 

1.2 Digital image processing (DIP) 

The process of converting digital photos into digital images is called DIP. Analogue image 

processing can be compared to DIP as a subset of digital signal processing. It offers many 

procedures to choose from and apply to the input image, as well as discarding some issues 

such as noise and or unwanted distortion during the process. Image processing can be viewed 

as a multidimensional system because images can be displayed in 2D or more. 

 
1.2. Image Compression 

Digital image processing is a tool to process digital photos using the digital computer A 

procedure is used to process digital photos electronically with the help of a digital computer. 

processing. It offers many algorithms to choose from Image compression can be 

accomplished in a variety of ways. Internet users primarily use GIF and JPEG compression 

for graphic images. GIF is most often used for line art and graphics with simple geometric 

patterns, while JPEG is more often used for photos. 

 

1.3. Linear Algebra 

We all underestimated Linear Algebra's potential. It is composed of algorithms and 

approaches that are extremely useful in the real world, particularly in image analysis and 

manipulation. Images are one of the most widely used forms of communication in today's 

digital and social environments. 

The two fundamental elements of linear algebra are the vector and matrix. A matrix is a 

linear mapping that converts vectors from one space to another, whereas a vector is a 

Euclidean space point (both the spaces could be of the same or different dimensions). 

1.3.1. Eigenvalue and Eigenvectorለλ 

An equation as simple as Av = λv could be so significant. A matrix's eigenvalues and 

eigenvectors can be used to solve many problems, from machine learning to quantum 

computing. In other words, λ is the eigenvalue of A, and v is the eigenvector, 

   if 

 

                                                               𝑩𝑩 =  𝑩𝑩 

From a visual point of view, Av and the eigenvector v appear to be on the same plane.   

 



  

 

It doesn't always follow that x equals Ax. Only a few exceptional vectors meet the criteria. 

Here is an instance of eigenvectors.   

  

   1     − 3       3          1/2                                 1/2 

   3     − 5       3          1/2             =      4            1/2 

   6     − 6       4          1                                       1 

 

The related Avi will grow if the eigenvalue is bigger than one. It will shrink if it is less than 

one. 

 
2. SINGLE VALUE DECOMPOSITION 

Single Value Decomposition (SVD). SVD can decompose any matrix into three matrices, 

unlike other decompositions that need a square matrix to be decomposed, SVD allows you 

to decompose a rectangle matrix (a matrix that has different numbers of rows and olumns).  

QT, , and T are Z's decomposed matrices. As a result, any linear map may be deconstructed 

into these three fundamental transformations, this process known as Singular Value 

decomposition (SVD). 

 

B = TQZt                  … (1) 

 

Figure 1: Example of Factorisation of  B to TQZt 

Where T is an a × a orthogonal matrix 

T = [t1, t2, ... tr, tr+1, ..., tm]          ……..(2) 



  

column vectors ti, for i = 1, 2, …, m, form an orthonormal set: 

           

And Z is an b × b rectangular matrix 

Z = [ z1, z2, ... zr, zr+1, ..., zn]         … (3) 

column vectors vi for i = 1, 2, …, n, form an orthonormal set:  

Here, Q is an a × b diagonal matrix with 

singular values (SV) on the diagonal. The matrix Q can be  as shown : 

Q =  σ1 0 --- 0 0 ---- 0 

       0 σ2 --- 0 0 --- 0 

- - - - - - - - 

- - - - - - - - 

0 0 --- σr 0 ----- 0 

0 0 --- 0 σ(r+1) ----- 0 

- - --- - ------ ----- - 

0 0 --- 0 0 ----- σr 

0 0 --- 0 0 ----- 0 

       

 

 

 For i = 1, 2, …, n, σi  are called Singular Values (SV) of matrix B. It can be proved 

that 

σ1  ≥  σ2   ≥  …  ≥  σr   ≥  0, and 

σr+1 = σr+2 = … = σn = 0          … (5) 

For i = 1, 2, …, n, is called Singular Values (SVs) of B. The vi’s and ti ’s are called right 

and left singular vectors of B [1].   

Digital images can be compressed to reduce the quantity of information they require. 

Compression is attained by reducing three essential data severances: 

1) coding redundancy, caused by poor coding quality; 2) interpixel redundancy, caused by 

pixel correlations; and 3) psychovisual redundancy, caused by data disregard by the System 

of visual perception in humans. 

Its singular values decrease rapidly. Based on the rank of an asymmetric matrix increases. 

This property can be useful for reducing noise and compressing matrix data by removing 

single values or higher ranks. 



  

We present detailed steps to demonstrate the SVD image compression process:  

           B = TQZt 

     

 i.e.  B can be epitomized by the external as BBT 

product expansion: 

                         BBT= TQZTZDTT 

        

By truncating the sums after the first k terms, the closest matrix of rank k is obtained: 

Bk = 𝜎1𝑡1𝑧1 +𝜎 2𝑡 2𝑧 2t+---------+𝜎𝐾1𝑡𝐾1𝑧𝐾1  

                                                             The total storage for Bk will be 

k(a + b+1) 

 

A digital picture that corresponds to Bk will remain substantially similar to the original 

image even if the integer k is less than n. On the other hand, the remaining k will have a 

diverse storage and picture. With typical k selections, Ak will require less than 20% of 

storage. 

 
Compressed Images at different values of K. 

 

 
Original Image 

 

- Result of Experimentations for Image Compression 

 

 

 

 

 



  

 

3. BLOCK TRUNCATION CODING 

 

As a result, moments for each picture block are preserved. It is known as moment-preserving 

block truncation. In order to implement the BTC algorithm, following steps must be taken: 

 

The first step is to divide the image into rectangular parts that don't overlap with each other. 

In order to simplify the process, we decided to make the blocks squares measuring m x m. 

 

In the second step, each pixel in the block is quantized into two brightness values using a 

two-level quantizer (1 bit). The mean x and the standard deviation σ are these values.  

𝑥  = 1/𝑥 ∑𝑥
𝑥=1 𝑥𝑥 

 

𝜎 =  √1/𝑥 ∑𝑥
𝑥=1 (𝑥𝑥 −  𝑥i)2 

 

Step 3: The two values x and σ are referred to as BTC quantizers. Two-level bit planes are 

generated by comparing each pixel value xi to the threshold value x. 

𝑥 =    1𝑥𝑥 ≥ 𝑥 

            0  𝑥𝑥 <  𝑥 

 

 

Each block is converted to a bit plane using this method. A block of 4 × 4 pixels, for example, 

will yield 32-bit compressed data, or 2 bits per pixel (bpp). 

The fourth step involves rebuilding an image block in the decoder by replacing "1"s in the 

bit plane with "H", and "0"s with "L", as shown in the following equations: 

 H = 𝑥 +𝜎√𝑥/𝑥 

 L = 𝑥  + 𝑥√𝑥/𝑥 

 

The number of 0’s and 1’s in the compressed bit plane is denoted by p and q, accordingly. 



  

 

Original        Compressed Image 

 

- Result of Experimentations for Image Compression 

 

4. PSNR 

 

Two images are compared to calculate their peak signal-to-noise ratios (in decibels). In this 

ratio, original and compressed images are compared for quality. With increasing PSNR, the 

quality of the compressed or rebuilt image improves. 

In this ratio, the original and compressed image quality are compared. In PSNR, the peak 

error is represented by the PSNR, whereas in MSE, By MSE, we can measure the squared 

error between the original and compressed images. TUsing MSE as a measure of error is in 

inverse relationship with the error. PSNR is calculated in two stages: calculating mean 

square error and calculating PSNR. 

𝑀𝑆𝐸 =
1

𝑀 ∗ 𝑁
{[𝑓(𝑎, 𝑏) − 𝑓′(𝑎, 𝑏)2] } 

M and N in the above equation stand for the input pictures' respective rows and columns. 

The block then uses the following calculation to get the PSNR: 

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10 
𝑅2

𝑀𝑆𝐸
 

 

A picture's input data type has the greatest variation when viewed in the previous equation. 

The R value is 1, for instance, if the key picture uses floating (double-precision) points. A 

data type that is 8 bits unsigned has R = 255, for example. 

 

5. CONCLUSION 

When the singular value of an SVD increases, the quality of compressed image is enhanced 

significantly but the size also increases. The image's visual quality degrades as the block 

size increases, and the compression size does not shrink as much. 

The block truncation coding (BTC) scheme is effective in terms of higher compression ratios 



  

as inferred from our findings. When data loss is unacceptable, Singular Value 

Decomposition (SVD) may be used for passwords, financial information, and confidential 

papers; however, BTC can be used when the focus is more on transmission than what 

information is included in the picture. 

 

REFERENCES 

 

1. Adiwijaya, M. Maharani, B.K. Dewi, F.A. Yulianto and B. Purnama et al., 2013. 

digital image compression using graph colouring quantization based on wavelet- 

SVD. J. Phys. Conf. Series, 423: 1-1. DOI: 10.1088/1742-6596/423/1/012019 

2. Mrak M., Grgic S. and Grgic M., Picture Quality Measures in image compression 

systems, IEEE EUROCON, Ljubljana, Eslovenia, September 2003. 

3. Mande M., Singular Value Decomposition, Department of computer science of the 

Technological Institute of Bombay India, august 2003. 

4. Rafale C. Gonzalez, Richard Eugene. Digital Image Processing. Pearson, Edition 

3, 2012. 

5. Somasundaram K. and MS.S.Vimala, Efficient Block Truncation Coding: (IJCSE) 

International Journal on Computer Science and Engineering. Vol. 02, No. 06, 2010, 

2163-2166. 

6. Somasundaram, K. and I. Kaspar Raj. “Low Computational Image Compression 

Scheme based on Absolute Moment Block Truncation Coding “. May 2006. Vol. 

13. 

7. R. H. Myers, D. C. Montgomery, G. G. Vining, T. J. Robinson, Generalized linear 

models: with applications in engineering and the sciences, vol. 791, John Wiley & 

Sons 2012. 

8. Naseem, R. Togneri, M. Bennamoun, Linear Regression for Face Recognition 

IEEE Trans. Pattern Anal Mach Intell, vol. 32 no. 11, pp. 2106-2112, 2010. 

9. Mr. Chandresh K Parmar, Prof. Kruti Pancholi, "A Review on Image Compression 

Techniques" Journal of Information, Knowledge and Research in Electrical 

Engineering ISSN: 0975 – 6736 volume – 02, Issue – 02 Nov 12 to Oct 13. 

10. L. J. Revell, Phylogenetic Signal and Linear Regression on Species Data Methods 

in Ecology and Evolution, vol. 1, no. 4, pp. 319-329, 2010. 

 

 

Biographies 

 
 



  

 

Dhruv Sharma currently pursuing B,Tech (CSE) from ICFAI University, Jaipur.  

 

 

Dr. R.K Chaurasia is Head of Department of Electronics & Communication 
Engineering. He has 19 years of teaching and research experience. He has published 

40 research paper in national and international journal like Elsevier, Springer and 
IEEE proceeding. He has also chair session and Reviewer of prestigious Journal like 

IET, IEEE and Springer conferences. His key areas are Wireless Communication, 

Signal Processing. He has also published two books in Lambert publication. 

 

Dr. Gagan Anand has been associated with the University of 
Petroleum and energy studies as a Professor in the Department 

of Physics, School of engineering studies since July 2011. He 
worked on the concentration of Calcium in Strontium Bismuth 

titanate ceramics for high-temperature sensor applications an 

alternative to Lead-based materials like PZT/PLZT etc. His vast 
teaching experience has been spanned over 22 years across 

various leading colleges in India. 



 

 

Vectorization of Text in Natural Language Processing 

1Parth Sethi, 2Deval Verma 
1Department of Mathematics, Chandigarh University, Punjab- 140413 

parthsethi85@gmail.com 
2School of Computer Science Engineering and Technology 

Bennett University, Times Group 

Greater Noida-201310 

                                                                        deval09msc@gmail.com 

Abstract 

(NLP) Natural language processing is the field where computers can comprehend and use 

natural language text or voice for beneficial purposes. Some pre-processing and feature 

encoding techniques are applied over unstructured text data. The text will then be 

transformed into numerical feature vectors so that it may be fed to computers for machine 

learning applications. In this work, a statistical or frequency-based word embedding 

techniques are used. That are Continuous Bag of Words (CBOW), (TF-IDF) Term 

Frequency-Inverse Document Frequency and Skip-Gram Models. This work shows a 

comparison of all these techniques. 

Keywords: NLP, Textual data, lemmatization, stemming, TF-IDF, CBOW and Skip gram 

models 

1. INTRODUCTION 

Natural language processing helps us to deal with this important aspect of humanity. NLP 

is a branch of machine learning that provides computers the ability to comprehend human 

text and speech. For example, humans feel more connected through stories; moreover, 

stories are an efficient way to transmit important information from one person to another. 

Stories are fundamental to humans for example: “Humans like to think in tales versus 

facts, statistics, or calculations, and the more straightforward the story, the better.”– Yuval 

Noah Harari 

The above quote from the book [1] clearly highlights the importance of stories for 

humanity. Human race is a social animal and research has shown that stories are more 

engaging and influencing for the brain, that is the reason why some literature is banned by 

the governments of various countries. Humans feel more connected through stories; 

moreover, stories are an efficient way to transmit important information from one person 

to another. Stories are fundamental to humans [1, 2, 3,4].  

Some of the use cases of NLP include speech recognitions, sentiment analysis, and 

language translators. NLP is playing a huge role in improving the healthcare sector and it 

is helping in providing better results for the patients [5,6,7,8,14]. Word embedding are 

numerical representations of words in the shape of a low dimensional vector, we need 

mailto:parthsethi85@gmail.com
mailto:deval09msc@gmail.com
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word embedding because machine algorithms can understand only numbers and not text or 

words [9,10,11,12,14]. It can take a word out of its textual context. Words that are similar 

will have close vectors, for instance words happy and jovial will have vectors that are akin 

to each other. Word embedding is also capable of capturing semantic and syntactic 

similarities of texts. Semantic refers to similarity of the meaning of the given texts or 

words and syntactic similarities refer to the similarity of words of the given texts [13,14]. 

There are many techniques to attain word embedding; some of the most popular techniques 

are listed below: 

  Binary Encoding 

  TF-IDF Encoding 

  Word2Vec Embedding 

1.1. Binary Encoding 

In one binary encoding, every word which is a part of the text is represented in vector 

form. A word will be labelled as 0 or 1, that is how this technique gained its name. It is 

also known as one hot encoding. For instance, consider the following sentences “I love to 

read” and “I like to read”.  Both sentences have semantic and syntactic similarities. Before 

we can encode these sentences, we must tokenize them. These two sentences will have the 

following vectors if we use binary encoding as our encoding technique [4]. 

On the left-hand side of the figures are the indices of the words. For example, look at the 

vector for “I like to read”, at index 0 there is the alphabet “I” so it’s one hot encoding 

representation is [1,0,0,0] followed by the word “like” at index 1 which will have vector 

[0,1,0,0]. One hot encoding technique has dimensionality problems. In the above used 

sentences the vocab size is extremely small, Vocab size = Number of distinctive words. 

So, the vocab size for the sentence “I like to read” is 4 and the same is for the sentence “I 

love to read.”  From the above figures, we can see that most of the vectors are taken up by 

zeroes and single ones. Now, assume that we have a text with a vocabulary size of 10,000. 

Each word in that vocab will be represented by 9999 0’s and a single 1. This is not 

computation friendly. 

It is difficult to attain syntactic and semantic information of the text if we use binary 

encoding. Syntactic refers to the grammatical structure of the sentence and semantic refers 

to the meaning of the sentence [5,6]. 

 

 

 

 

Figure 1.1. Binary encoding vectors 

The above statement examples (Figure:1.1) are like each other but looking at the derived 

vectors we cannot obtain any information about the similarity. Binary encoding techniques 

cannot extract the essence of the text. We also lose the order of the words in which they 

appear in the text. We used sentences “I like to read” and “I love to read” but when we 

binary encoded those sentences words “read” and “to” lose their order, this might lead to 

the loss of the meaning of the entire text.  
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1.2. Term Frequency-Inverse Document Frequency Encoding 

Term Frequency-Inverse Document Frequency is abbreviated as TF-IDF. Its score is 

obtained by using the following formula in (1.21): 

𝑡𝑓 − 𝑖𝑑𝑓(𝑤, 𝑑, 𝐶)  =  𝑡𝑓(𝑤, 𝑑)  ∗  𝑖𝑑𝑓(𝑤, 𝐶)                     (1.21) 

It is obtained by multiplying the number of times word w appears in document d with the 

inverse document frequency of word w in the corpus C. Most popular uses of this 

technique include text mining, Keyword extraction etc. Before we can understand how tf-

idf works, we first must understand tf and idf, as these are multiplied to attain tf idf score 

[7,8] as shown in Table 1.1. 

Term Frequency (TF):   TF measures the frequency with which a word appears in the 

text. Length of the documents can greatly impact the term frequency, TF is the quantity of 

is directly proportional to occurrences of a word i.e., as the number of occurrences of a 

word increase, term frequency also increases [6]. Each document has its own term 

frequency. For instance, there is a high probability that a word such as “this” can appear 

more times in a document with 500 words as compared to the document with 50 words. To 

deal with these problems we perform normalization of the frequency of the words 

appearing in a document. This can be done by using the following formula in (1.22): 

𝑡𝑓(𝑤, 𝑑)  =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝑤𝑜𝑟𝑑 𝑤 𝑎𝑝𝑝𝑒𝑎𝑟𝑠 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡
             (1.22) 

For instance, our document contains 2 sentences. First sentence is “What a beautiful day”, 

and the second sentence is “Sun is shining bright”. Now, our vocabulary will look like 

{“What”, ‟a”, ‟beautiful”, ‟day”, ‟Sun”, ‟is”, ‟shining”, ‟bright”} 

Table1.1 Values of tf (A) and tf (B) 

Term tf(A) tf(B) 

What 1/4 0 

a 1/4 0 

beautiful 1/4 0 

day 1/4 0 

Sun 0 1/4 

is 0 1/4 

shining 0 1/4 

below 0 1/4 

 

Inverse Document Frequency (IDF): Document frequency refers to the number of 

documents in a corpus that contains the term. IDF can be calculated using the following 

formula in (1.23). 
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𝑰𝑫𝑭(𝒘) = ∫
𝑻𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕𝒔 𝒊𝒏 𝒂 𝑪𝒐𝒓𝒑𝒖𝒔

𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕𝒔 𝒘𝒊𝒕𝒉 𝒘𝒐𝒓𝒅 𝒘 𝒊𝒏 𝒊𝒕 
                (1.23) 

IDF is the measure of the significance of a word in a corpus. We need IDF because while 

calculating term frequency each word is given equal importance. For instance, we need to 

calculate the term frequency of an article about renewable sources of energy, however 

words such as „this‟, „that, „of „ may have more number of occurrences as compared to 

words such as „renewable‟, „natural‟ and in our case these less occurring terms holds 

more importance and to deal with this we will compute IDF [6]. IDF score will be less for 

more frequent terms and high for the rare terms. To understand IDF better, assume that we 

have a corpus of 5 documents and each document contains a single sentence. 

Document 1 = “There might be rain today” 

Document 2 = “I like to read” 

Document 3 = “It may not rain today” 

Document 4 = “I love to read George Orwell’s work” 

Document 5 = “It is such a beautiful day” 

 

IDF score for word “I” will be calculated using these values 52 and it will be 0.39. Total 

number of documents in the corpus is 5 and the documents which contain the word “I” are 

2. Similarly, calculate the IDF for the word “George Orwell”, 51 and it will be 0.69. 

Now, let’s get back to tf idf. It is obtained after multiplying the term frequency with the 

inverse document frequency. For simplicity purposes assume we have weather corpora that 

contain 1000 documents and in a document of 500 words “sun” occurs 100 times. So, the 

term frequency of the word wills 100500 or 0.2, and “sun” is occurring in 50 documents, 

so the inverse document frequency will be 100050 or 1.30. The tf-idf score will be the 

product of tf and idf: 0.2 * 1.30 = 0.26. 

1.3. Word2Vec 

Word2vec converts a word into a vector, and various arithmetic operations can be 

performed on these vectors; it's a multilayer neural network model [13]. Similar words will 

have similar vectors, for instance word lion and forest will have similar vectors [8,9]. We 

can identify both semantic and syntactic similarity using this word embedding. This 

method utilizes “Cosine similarity” to find out the closeness of words. Quoting the 

famous example here, we can do king - man = queen. Word embedding can be obtained 

using two methods [10,11,12,13]: 

 CBOW model

 Skip-gram model
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1.4. CBOW model and Skip-gram model 

A continuous bag of words (CBOW), which determines the word based on context. 

Whereas Skip-gram predicts context based on word [5,6,7]. These models capture 

syntactic and semantic similarities between words; cosine similarity is utilized to find 

similar words and both models use neural networks to produce word embedding. 

 

Figure 1.41.  Architecture of the CBOW and skip-gram  

In the given, Figure 1.41 we can see the word embedding for the word “trees”, now using 

this word embedding the models can predict similar words as shown in Figure 1.42. 

 

Figure 1.42 Word embedding array of word “trees” 
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2 ARCHITECTURES OF THE MODELS: 

 Pre-Processing the unstructured text data is the first stage in NLP.  

 A further step may be added to the process to exclude or convert emotions to 

ASCII digits. A model is created in NLP, that can solve our problem,  

 Input layer of the CBOW model takes the one hot encoded vector of the context 

word(s) of size V.  

 The second layer of the model or hidden layer to the model uses N Neurons and 

finally the output layer returns a SoftMax vector of length V [7]. 

 In CBOW the order of the word does not matter. We must declare a window size, 

it’s a tuneable parameter. Let’s assume we have an environment article 

(processed) and we declared the window size as 2, then the context words and 

target word will look like in Figure 2.1: 

 

 

 

 

Figure 2.1 Context and target words. 

 

3   EXPERIMENTS AND RESULTS: 

In the above figure 2.4, the words in a list represent the context words and the words 

outside of it represent the target word. Our first sentence is “trees play critical role for”, 

according to our parameter the target word should be between the first 2 words and the last 

2 words in a sentence and that results in “critical” being our target word in this case [8].  

After the algorithm finds out the target and context words, the one hot vector of size V is 

passed in the first layer of the model then the second layer of the model which contains N 

neurons. The second layer tries to predict the target words using the one hot encoded 

vector of the context words, in our case we’ll pass the vectors of words trees, play, role 

and for in the first layer of our model then the second layer will try to predict the word 

“critical” then the third layer will produce a SoftMax vector of size V. Finally, the 

algorithm will compare the predicted target word with the actual target word and then the 

weights of the second layer are updated using the error. 

3 CONCLUSIONS: 

Skip-gram works in a similar way as that of CBOW except it uses the target word to 

predict the context words. To make things simple, we’ll use the same example as we used 

in the CBOW model. For “trees play critical role for” the skip-gram model will use the 

label word i.e., “critical” for prediction of context words. Whether to use skip-gram or 

CBOW depends on the problem and the dataset that you’re looking at. Skip-gram is 

slower, but it works well with large datasets whereas CBOW is faster and is preferred for 

small corpus. 
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Abstract.  

The research article presents the study on artificial neural networks and machine learning in 

different research domains and bids in interactive human, medical and real-world multimedia 

applications. The AIML has been proven in healthcare to link genetic codes, increase hospital 

productivity, and power surgical robots. In medical applications, It has been used extensively 

for electronic health records, sensor data, imaging, -omics, and medical text are some of the data 

types that are most frequently utilized for machine learning in biomedical research.  The 

different models of ANN have provided good accuracy for the prediction and evaluation of the 

performance of different medical and multimedia systems. 

Keywords. Machine Learning, Artificial Neural Networks, Deep Learning, Multimedia 

Applications, Medical Information 

1. INTRODUCTION 

Machine learning (ML) has advanced particularly quickly in the last ten years in the field of 

healthcare. Many healthcare requirements [1] that are expected to enhance patient care, lessen 

the burden on healthcare workers, reorganize healthcare operations, and give people more 

control over their health [2] have already begun to take shape. The development of image-based 

triage and second readers is one instance where machine learning for healthcare has been 

successful in translating computer vision. The utilization of electronic health records (EHRs) to 

foretell the risk and course of certain diseases has also made rapid progress. There are 

innumerable uses for ANN. To get the most out of the operational front, technology and AI 

applications can be implemented across a wide range of sectors and businesses [3]. The 

healthcare sector is now testing and using AI for surgical procedures [4] in operating rooms as 

well as medication administration and various patient treatments. 

2. APPLICATIONS OF AIML 

Machine learning modes have been used extensively for different multimedia applications [5] 

such as stock market prediction, social media, medical diagnosis, healthcare, defence, 

aerospace, electronics software, hardware accelerators [20], forensics and signature 

verifications, weather forecasting, facial recognition, and robotics applications [21]. Fig.1 

presents the overview of the different applications of the AIML. The healthcare service system 

serves a crucial role in the medical area, which has great demands on human life. In order to 

advance, healthcare experts in developing countries are using cutting-edge technologies like 

machine learning and AI. Improvements in the healthcare sector have sparked research on 

intelligent, human-cantered healthcare systems. AI technologies have an impact on the 

development of monitoring and critical care units in clinics and hospitals. Modern discoveries 

in prediction, inhibition, medicine, and healthcare are quickly, cheaply, and more effectively 

addressed by these developments. The process of medical diagnosis welcomes a variety of AI 

applications to enhance service delivery, improved disease detection, prediction accuracy, and 

Miscellaneous Artificial Intelligence and Machine Learning 

Models For Multimedia and Medical Applications 
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many other areas. AI-assisted medical procedures are revolutionizing the field's reliance on the 

extensive study. These activities include the creation of new drugs, clinical diagnostics 

research, individualized medicine, robotic surgery, skilled human prenatal care, radiography, 

reviewed prescriptions, and evaluated patient information analytics. 

 

Fig. 2 Major domains of AI and ML 

3. MODEL STUDY & RESULTS 

Table 1 summarizes the miscellaneous ANN and machine learning models for medical diagnoses 

and multimedia applications 

Table 1 Miscellaneous model and applications 

Description Accuracy AI-ML Application 

Csernansky et al. [1] 76.9%  Logistic Regression 

Model 

MRI 

Paikaray et al. [2] 95.10% Random forest Heart stroke predictions 

Nadakinamani et al. [3] 100 % Random Tree  cardiovascular disease 

Kumar et al. [4] 93.00 % Decision tree 

classifier and 

algorithm 

Hardware in loop testing and 

automation in power window 

control 

ANN

Stock 
Market

Social Media

Medical 
Diagnosis & 
Healthcares

Aerospace

Defense
Electronics 
Hardware & 
Accelerators 

Signature 
Verification 
& Forensic

Robotics & 
Dynamics

Weather 
Forcasting

Facial 
Recognitio

n
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Kumar et al. [6] 88.12%, Multiple linear 

regression 
Brain Tumor detection and 

MRI  image segmentation 

Hooda et al. [7] 91.70%  K-means clustering Estimation for the surface 

roughness of 

superhydrophobic coated 

surfaces in self-clearing solar 

panels 

Yang et al. [8] 88.2% Dirac Delta Net Hardware accelerator and Co-

design for ConvNet  with 

embedded FPGAs 

Mohsin et al. [9] 100% K-Nearest Neighbor 

Classification 

 

Hardware accelerator with 

embedded FPGAs for mobile  

devices 

Rani et al. [10] 75.16%, 

74.03%,   

83.50%, 

85.81% 

K-Nearest Neighbor 

(75.16%), Bayesian 

Network (74.03%), 

Regression Tree 

(83.50%), and  

Support Vector 

Machine (SVM)  

Recognition in human-robot 

interaction 

Zhao et al. [11] 95.00 %  Boosted regression 

tree 

Robot-assisted surgery in 

healthcare organizations 

Wang et al. [12] 92.5%, 

91.3% 

95.4%, 

K-nearest neighbors 

(k-NN) (92.5%), 

Support vector 

machine (SVM) 

91.3%, and Logistic 

regression (LR) 

(95.4%) 

Data augmentation and robot-

assisted surgery 

Raju et al. [13] 99.40% Component Analysis 

(PCA) with the 

integration of 

Discrete Wavelet 

Transform  

Global and local facial 

recognition 

Gui et al.[14] 90.20% short-term memory 

(LSTM)  and 

random forest model 

Perdition of flight delay for 

surveillance-broadcast 

Rhee et al. [15] 64.00 % Random tree Forecasting the 

meteorological drought for 

remote sensing and ling range  

Prashanth et al. [16] 96.40% Naive Bayes + SVM Early detection  of 

Parkinson's disease using 

multimodal features 
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Firdausi et al. [17] 96.8% Decision tree  Malware detection on the 

internet 

Kumar et al. [18] 97.99 % Decision tree 

regressor (92.74) 

Random forest 

regressor (92.49) 

Multiple linear 

regressors (97.99) 

Hardware chip design 

analysis for pre-synthesis and 

resources projections for 

network-on-chip 

communication 

Banna et al. [19] 90.00 % CNN Robotics and automation 

industries for cognitive 

behavior and dynamic 

actions. 

Goel et al. [21] [24] 81.00 % Level set methods Providing the review of AI 

and machine learning for the 

different real-time 

applications in medical 

applications and brain tumor 

is one of the applications 

which is reviewed and 

analyzed using different 

methods such as level set, 

Otsu etc. 

Kumar et al. [22] 71.42% 

78.26% 

86.95% 

84.34% 

80.45% 

91.39% 

Otsu’s method 

Watershed algorithm 

DWT  

K-means 

Level set 

CNN 

For brain tumor study, 

analysis, and prediction for 

the different diseases and 

cases. Deep learning 

applications for a brain tumor 

and further use for analyzing 

the type of tumor. 

Dhyani et al. [23]  91.00 % 

83.00% 

ResRNN Classifier 

(91.00), and DesNet 

which is working g 

with multiscale deep 

fusion neural 

networks. 

For the study and analysis of 

the performance evaluation of 

the ECG database for the 

prediction of the Arrhythmia 

diseases 

Khatter et al. [24]  >90.00% Controlled 

Competitive 

Learning 

Used for clustering and 

medical data analysis 

Agarwal et al. [25] 73.84% Deep Convolution 

Adversarial 

Networks  

Detecting melanoma, a form 

of advanced skin cancer 
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4. CONCLUSIONS 

Supervised learning, unsupervised learning, and reinforcement learning are the three categories 

into which ML algorithms are divided. Supervised learning is the paradigm used the most 

frequently for machine learning operations. It is typically used for data where it fits to analyse 

the input and output variables to analyse the closeness. Examples of supervised learning include 

linear regression, support vector machines, random forests, gradient boosting, logistic 

regression, and artificial neural networks. Since the data are not implicitly divided into different 

categories, an unsupervised learning system does not have labelled data. The outcome of this 

study reveals that ANN has been used extensively for several medical applications, diagnosis, 

and healthcare industries. The different versions of ANN algorithms such as CNN, RNN, and 

feedforward ANN, have proven better accuracy of > 90 % in comparison to other algorithms 

and models for the same diagnosis and multimedia applications. 
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Abstract.  

Thermal solar concentration collectors use mirrors to reflect sunlight and focus it on a 

receiver. These collectors can be parabolic or linear, depending on whether they focus 

sunlight on a focal point or a segment of a straight line. The fluid that exits the panel from 

this one spot is heated to a temperature of more than 100°C.This study, which examined 

how optical defects affected the interceptor factor and, ultimately, the optical efficiency or 

performance of a solar parabolic trough system, focuses on the parabolic trough collector 

(PTC). The optical efficiency was evaluated using solar trace for slope errors, 0–6 m rad 

secularity errors, tracking errors, and misalignment errors. In the ensuing simulations, a 

parabolic trough collector with a focal of 1.84 m, a length of 5 m, and a receiver radius of 

0.035 m is used. In the simulations, three different concentration ratios—20, 30 The findings 

demonstrate that mistakes in slope and specularity have an effect on the heat flux 

concentration on the receiver's absorber tube. Additionally, they demonstrate that optical 

efficiency rapidly decreases as slope errors rise. 

Keywords. Parabolic trough collector: PTC, Monte Carlo Ray Tracing: MCRT, Heat 

Collection Element HCE, Concentration Ratio CR. 

1. INTRODUCTION 

Numerous studies have helped to significantly lower the cost of concentrated solar thermal 

electricity. Solar energy has many uses and has been regarded as a clean and sustainable 

energy source since the 1970s, according to a study by Zhiyong Wu, Shidong Li, Guogeng 

Yuan, Quang Qiang Lei, and Zhifeng Wang published in 2014. Three-dimensional 

numerical analysis of the heat transfer performance of parabolic dish receivers demonstrates 

this. A key element of parabolic trough systems is a collector, which is a parabolically coiled 

mirror with a high reflectivity for capturing incident solar energy. The heat collection 

element (HCE), also known as the receiver tube, is where the solar rays that strike the mirror 

are focussed and reflected, creating thermal energy. The receiver is made of a metallic 

absorber tube that is enclosed in glass. The glass envelope and tube are separated by a 

vacuum to lessen receiver Additionally, this absorber tube is selectively coated to provide it 

maximum incoming radiation absorption and low infrared emission.The design of the 

collector, the materials used in construction, and the numerous mistakes that were made both 
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during the development and operation of the system all have an impact on the optical 

performance of the PTC, which affects the performance of the overall system (3. Güven and 

Bannerot, 1986).The optical performance will be impacted by 4 mistakes on the interceptor 

factor. The interceptor factor is the ratio of energy reflected by the concentrating collector 

to Guven and Bannerot's formula for the optical performance of a parabolic trough system 

is where the interception factor is and the product is, respectively, the reflexion, the 

transmittance, and the absorptance. It displays the compositional characteristics.  Guven and 

Bannerot claim that the impact of the angle of incidence, including cosine losses and end 

losses, affects optical performance. However, this quantity is equivalent to 1 in situations 

with a fully tracking collector or when the angle of incidence is zero. As a result, we won't 

consider this effect of angle of incidence in this study and instead focus on the optical 

performance that was mentioned earlier.These academics provide an in-depth explanation 

of the many PTC fault categories. One of these is a material error, which includes flaws in 

the glass cover's transmissivity, the reflectivity of the reflecting material, and the coating's 

absorptivity on the absorber tube. 2: manufacturing and assembly problems, such as 

incorrect local slopes, reflector misalignment during assembly, and incorrect receiver tube 

placement. 3: operational errors, such as tracking errors, wind loading errors, and 

temperature impact problems. To determine how these inaccuracies affect the interceptor 

factor, numerous research have been conducted. This study employs an optical modelling 

programme called Sol Trace that is based on Monte Carlo Ray Tracing to analyse optical 

data and determine the real heat flux distribution on the receiver's absorber tube (4. SolTrace, 

2012) 

Parabolic reflector: It is the mirror in the form of parabolic shape which reflects all the 

radiation at the focus of a parabola. This reflector is mounted over a structure which can 

move from east to west with the help of sun tracker. 

Absorber tube or receiver: It is a metal pipe or tube coated with black nickel or chromium 

and sealed with glass tube. Black coating increase the absorption of tube while glass glazing 

decreases the convection losses from tube. The sun tracker is the mechanism that rotates the 

entire building from east to west. It uses a sensor-based algorithm and a timer algorithm to 

function. The system's geometry needs to be specified in order to achieve the PTC's maximal 

optical performance. A parabolic trough collector system under consideration is seen in 3D 

in figure 1. The real parabolic trough systems are constructed from a variety of panels that 

have been combined. It is expected that the performance of the system would not be 

significantly impacted by the space between the various panels. This illustration depicts a 

condensed collector with a continuous parabolic surface. 
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The figure 3 above shows a cross sectional view of the collector The equation of a parabola 

gives the following description of the collector's geometry: 

𝑥2 = 4𝑓𝑦           

The aperture's width and rim angle are connected  

𝑓 = 𝑎/4 tan ( 𝜑𝑟/2  )      
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Any two parameters can be used to define the shape of the collector using these two 

equations. For each of the next three simulations on the programme SolTrace, the 

concentration ratio C r, which links the predicted area of the collector to the projected area 

of both the absorber tube, will be altered. 

:𝐶𝑟 =
𝐴𝑎

𝐴𝑟
=

𝑎×𝐿

𝑑𝑟𝑖×𝐿
  

For the next simulations, we want to have 𝐶𝑟 equals to 20,30 and 40. For this we calculate 

the aperture and we put 4,398 m for the concentration ratio 20 , 6,597 m for 30, 8,796 m for 

40.

 

 

 
A simulation using ray tracing was run for the PTC system described in Table 1presents the 

optical characteristics of the PTC components taken into consideration in the investigation. 

For all ray tracing simulations, the tracking mechanism of the PTC was considered to be 

flawless, and the direct normal irradiation was set at 1000W/m². For the ray tracing 

simulation, the mirror's slope and specularity error were taken into account as 3 mrad. The 

thermal analysis covered in the following part introduces the sun flux distribution discovered 

using ray tracing as a boundary. Figure 4 is a sample SolTrace 

 

 
Figure 4: Ray tracing in SolTrac 

 

RESULTS & DISCUSSION  

Concerning the simulations, several errors were considered like  the slope error,the specular 

error, the tracking error and the misalignement following x and ywhere  the effect of the 
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errors on the optical performance which is 𝜂𝑜𝑝𝑡 = (φƬ α) 𝛾 with 𝛾 =
𝐸𝑎𝑏𝑠

𝐸𝑟𝑒𝑓
 is the interceptor 

factor. 

i) Slope error and specular error 

Also, we don’t see clearly the effect of the slope error on the tracking error in comparison 

with what we saw in the other graphs ploted before. The effect of the tracking error on the 

interceptor factor is less appearant thant that of the slope error. 

 

 
ii) Slope error and tracking error 

 

Exploring the platform of the Sheffler dish 

Because of the rain and the inconvenient weather in Dehradun, I can’t do the optical or the 

thermal experiments on the parabolic trough collector. For this, I learn more about the 

Sheffler dish.The point of focus is the axis of rotation. As long as it is in place, it collects 

concentrated heat, which is then transferred to water thru the receiver to produce hot water 

or high-pressure steam.Water from the header pipe travels to the recipient (thermosiphon 

principle). The header pipe collects the hot water or steam gathered at the receiver and 

transports it to the intended use. 
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Figure 6: Températures’ sondes (inner, outer) 

Conclusion 

This study examines the effects of tracking, slope, specularity, and misalignment errors on 

a parabolic trough system's optical and electronic properties. The study's results demonstrate 

that slope inaccuracies have a substantial impact on the heat flux distribution on the absorber 

tube of the receiver. As a result, the optical efficiency declines as the slope. Additionally, it 

was shown that tracking or specularity faults on the heat flux distribution on the recipient's 

absorber tube do not significantly affect the interceptor factor. It is demonstrated that when 

the slope error is fixed at 3 mrad, the misalignment after z is significantly altered compared 

to the misalignment following due to the optical characterisations completed throughout the 

course of my internship's first two months, I have come to the conclusion that the error slope 

has the greatest impact on optical performance. Studying the thermal characterization and 

assessing the thermal efficiency in relation to this slope inaccuracy would be interesting. 
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Abstract.  
 
In this paper the Intrusion Detection over a wide coastal line is tested using the developed 

Antenna Arrays on a Laboratory Setup as well as the live coastal region. The foundation of 

implementation methodology is laid on the Microwave Detection mechanism where 

Microwave beams are used in the sensor technology, where a transmit antenna generates 

the beams to form a spot on the receiver. If the receiver detects a difference in the received 

power, the system immediately begins to analyse the intrusion possibilities and, if the 

predetermined conditions for an incursion are met, an alarm is sounded to alert the control 

room. The system is capable of working even in non-favourable weather conditions. The 

entire system was implemented and tested at Laboratory in a simulated environment as 

well as live on the river site in Ahmedabad. As a result the data obtained from the 

simulated laboratory environment and river site were deeply analysed through ‘Digital 

Signal Processing Techniques”. The outcomes obtained are encouraging, where human 

and non-human intrusions were detected, after ‘Digital Signal Processing’ with an existing 

‘Edge Gateway Electronic System' located near the receiver antenna at the coastal site . 

Keywords. Microwave Technology, Device free localization, Transmission and Receiver, 

Gain and Power 

1. INTRODUCTION 

India has a long coastline with a thriving fishing sector that relies on the resources of the 

sea. As previous occurrences have demonstrated, effective surveillance with tracking of the 

coast is very important to maintain the nation’s security and economic strength. The  paper 

referred [1] presents two radio frequency sensors with different directivities designed and 

tested for device-free localization in an indoor environment. Mostly, in smart homes and 

smart offices, people may be irritated by wearing the device on them all the time. As 

compared with device-based localization, the proposed sensors can localise dynamic targets 

without affecting the privacy of the people around.  Both sensors are tested to detect the 

change in received signal strength (ΔRSS) due to the presence of an obstacle. RF sensors 

operate in the ISM band of 2.4–2.5 GHz frequencies.. Experimentation shows that the 

higher directivity provides better ΔRSS [1]. The designed Microwave imaging system is 

based on Microwave Object Detection Algorithms that will be able to detect human and 

other ‘intrusive’ objects without human intervention. [2]  The sensor node will efficiently 

send the sensor data to the hub through wireless link. The prototype model is set up in the 

simulated lab to address the detection of intrusion sensing, alarm communication and 

assessment. The algorithm based on correlation method is employed for intrusion detection 
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in long, flat, narrow geometrical zones/border areas [3]. Advancements in ‘Microwave 

image processing’  have been recently proved as promising imaging tools, which could play 

a fundamental role to efficiently manage emergencies related to stroke and haemorrhages. 

This paper focuses on the radar imaging (through microwave sensors) approach and in 

particular on the processing algorithms of the backscattered signals. [4] Assuming the use 

of Microwave Imaging Space-Time beamforming algorithm, Artefacts removal is an 

essential step of any microwave radar imaging system and currently considered artefact 

removal algorithms have been shown not to be effective in the specific scenario of brain 

imaging [5]. The reliable prediction of coverage footprint resulting from an airborne 

wireless radio base station, is of utmost importance, when it comes to the new emerging 

applications of air-to-ground wireless services. [6] These applications include the rapid 

recovery of damaged terrestrial wireless infrastructure due to a natural disaster, as well as 

the fulfilment of sudden wireless traffic overload in certain spots due to massive movement 

of crowds. In this paper, we propose a statistical propagation model for predicting the air-

to-ground path loss between a low altitude platform and a terrestrial terminal.[7] A fast 

microwave imaging method for brain stroke detection is presented. The method estimates 

the power distribution of the scattering waves inside the head based on the measured 

multistatic scattered signals around the head. [8] In that regard, Average Trace Subtraction 

(ATS) and Bessel function are used to remove the background reflections and calculate the 

scattering electromagnetic waves in the frequency domain. [9] The imaging algorithm is 

verified using a round-shaped 8-element antenna array which surrounds a realistic head 

model in the simulation environment. The obtained images using the presented technique 

demonstrate its ability in brain stroke detection and localization. [10] 

 

2. Test setup and Data collection 

Figure 1 illustrates the Lab setup for capturing the experimental data.  The input signal (0 

dB) of 10 GHz is fed to the RF amplifier. The transmitting gain is set to 20 dB. The RF 

amplifier power is fed to the transmit antenna. 

 

Figure 1. Schematic block of Test setup to capture intruder data. 
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A receiving antenna is connected to an RF receiver on the receiver side. The computer is 

connected to an RF receiver to collect the signal of the receiving antenna. The data was 

captured at every step of the intrusion and were recorded on the computer.  

The detailed functioning of receiver and transmitter are illustrated in terms of block 

diagram as shown in Figure 2 and Figure 3 respectively. 

As an intruder moves from top to bottom at different distances from Tx-antenna, the power 

drop pattern changes as tabulated in Table 1.  The scale of the model is scalable by 

controlling the transmit power for desired distance from 1 to 10 kilometers. The developed 

patch antenna framework is designed to work under the scale factor of 1:100 under the Lab 

framework. 

 

Figure 1.2. Block diagram illustrating the functioning of Transmitter 

 

Figure 1.3. Block diagram illustrating the functioning of Receiver 

3. Results and Discussion 

 

Under the research the target parameters of power drop 20 to 22 dB, distance of 8 to 10 

km. Through the adopted methodology, the target achieved as 19 to 22 dB attenuation with 

human intrusion, and 10 km and with enhanced parameters of Rx-receiver, it can be 

achieved as high as 25 km. 

 

The reasons for the difference are environmental conditions, inaccuracies in sensor 

fabrications and instrument errors.  The excellent data were received in the Lab condition 

which are tabulated in Table 1. Considering safety against the high power RF radiations, 

the transmitter power is kept at a safe level of less than 10dBm. 
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For calculating the scalability of the model used in the Lab, the following equation, which 

will calculate the Free Space Path Loss at given frequency.  

𝐹𝑆𝑃𝐿 = 20 log 𝑑 + 20 𝑙𝑜𝑓 𝑓 + 20 𝑙𝑜𝑓 (4𝜋𝑐) − 𝐺 (𝑇𝑥) − 𝐺(𝑅𝑥)        (1) 

Here, G(Tx) and G(Rx) are the gain of the transmitting and receiving antenna respectively, 

whereas d is the distance between the antennas. 

In actual site conditions, d = 10 km. f = 10 GHz, G(Tx) = 14, G(Rx) = 14. Transmitter 

amplifier gain = 2, Receiver amplifier gain = 60. Free space path loss = 71 dB. 

The distance between transmitting and receiving antennae of 10 km are comfortably 

detectable with the sensitivity of the receiver of -60 dBm. The distance can be increased 25  

km by increasing the sensitivity of the Rx-receiver by 10 more dB.  

 

Table-1 shows the statistics of the received power based on the intruder entering tangential 

to the ‘beam’ and the distance from the Tx sensor. 

Table-1 data received against the movement of intruder 

 Distance from Transmitting sensor in Meters (m) 

Step No 1m 3m 5m 7m 9m 11m 13m 15m 17m 

Step 1 1.3 1.2 1.1 1 0.9 0.75 0.5 0.3 0.15 

Step 2 1.4 1.3 1.2 1.1 1 0.9 0.6 0.45 0.3 

Step 3 1.5 1.4 1.3 1.2 1.1 1 0.75 0.55 0.4 

Step 4 1.6 1.5 1.4 1.3 1.2 1.1 0.85 0.62 0.46 

Step 5 1.7 1.6 1.5 1.4 1.3 1.2 0.95 0.75 0.55 

Step 6 1.9 1.8 1.7 1.69 1.63 1.23 1.09 1.04 0.8 

Step 7 2.8 2.5 2.43 2.05 2.01 1.98 1.87 1.54 1.38 

Step 8 3.6 3.45 3.37 3.2 3.08 2.5 2.03 1.6 1.4 

Step 9 5.58 5.15 4.72 4.05 3.7 2.8 2.23 2.03 1.9 

Step 10 11.66 11.2 10.74 9.8 8.9 8.44 7.96 7.5 7.04 

Step 11 16.32 15.9 15.45 14.93 13.8 13.38 12.96 12.5 12.08 

Step 12 22.1 21.1 20.11 19.11 18.11 17.11 17.62 17.14 16.66 
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Step 13 22.5 21.5 20.5 19.4 18.4 17.4 20.42 19.92 19.44 

Step 14 22 21.2 20.21 19.21 18.21 17.96 17.54 17.11 16.69 

Step 15 15.94 15.5 15.05 14.3 13.3 12.86 12.42 11.98 11.54 

Step 16 10.3 9.9 9.5 8.89 7.9 7.5 7.1 6.7 6.3 

Step 17 4.88 4.5 4.12 3.46 2.87 2.66 2.28 1.87 1.49 

Step 18 3.7 3.56 3.43 3.21 2.63 2.39 2.16 1.76 1.34 

Step 19 2.9 2.76 2.64 2.57 2.38 2.27 2.05 1.63 1.21 

Step 20 1.8 1.68 1.53 1.42 1.35 1.26 1.17 1.04 0.85 

 

To eliminate the noise and interferences, the received signal was sampled at 100 times in 

the second and was averaged on 100 datasets. So, one sample is connected at every 

second. The noise and interference is further reduced by applying 6th order polynomials, 

and the detection ability increases and falls alarms get reduced significantly. To remove 

static background, multiple backgrounds have been generated. One will be a master 

background, which will be derived from several backgrounds under different light and tide 

conditions. Besides, floating vegetation, leaves, etc has been removed to detect the target 

efficiently. 

Through the experiments, it is found that the received power fluctuates within 1 to 2 dB. If 

human or human sized objects intrude between the transmit and receive sensors, the power 

received on the receive sensor falls down by 7 to 10dB than nominal power received at the 

receiving sensor under “no intrusion” conditions. . Based on the geographical and 

environmental conditions of the site, the  “Alert threshold” is set between 3 to 5dB. Drop 

in received power is the function of the object size and the distance from the transmitting 

sensor.  

The Microwave Imaging can be optimized for many more use cases. Microwave 

imaging approach enhances to detect and identify unknown objects and security 

threat level detection as well. 

4. CONCLUSION 

 
This paper provides a method of the end application of the customised patch antenna 

arrays fabricated using highly customised dielectric material. The effect of the intruder is 

tabulated, which numeracies as the drop of the received power as function of the size and 

speed of the intruder.  
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Abstract  

A new finger gripper design had been proposed in the present work. The existing design of finger 

gripper has limitations in manipulability. Earlier the tension wire and pulley system has been used for 

the finger gripper movement. Due to that, the load-carrying capacity of the finger gripper is very low. 

The proposed design has a combination of serial linkage and parallel linkages. Each finger has 3-DOF. 

The four fingers of the gripper are attached to the common shaft, and the joint was actuated by one flat 

plate EC motor.  The last finger is attached separately to the shaft and each joint was actuated separately. 

The dimension of the finger gripper is kept approximately to the anthropomorphic finger.  Jacobian and 

singularity postures were computed for different orientations. 

Keywords: Finger Gripper, linkages, Singularity, Posture, Anthropomorphic. 

1. INTRODUCTION 

The robotic finger gripper design can increase the dexterity and manipulability of the robotic hand. A 

proper design of a robotic finger can easily grasp the object and avoid collision between the fingers. 

The automation of a multi-finger robotic end effector plays a crucial role in agile manufacturing for 

grasping objects [1]. The recent trends have changed in finger gripper design. In place of rigid finger 

gripper, the research community focus on flexible soft robotic grippers [2]. The soft robotic gripper can 

easily manipulate the object in an unknown environment [3].   

The EMG control interfaces closely interact with the object and perform the task. Multi-finger joint 

control is an issue. A single actuator control differential mechanism is used to operate the closing and 

opening of the fingers.  Soft robotics emerges in clinical operations as an alternative for therapeutic 

abilities [4]. A single actuator Differential mechanisms reduced the actuator requirement and possess 

convenient grasps [5],[6].  The help of a flexible roller chain and simple mechanism allow the finger 

gripper to grasp a big object. The tendon movement and elastic force of the spring help the finger to 

open and close very easily.  3- D printed robotic finger was fused with the thermoplastic polyurethane. 

The fused soft robotic finger has pneumatic sensing chambers. The control of finger force, as well as 

position, was achieved with the help of a pneumatic sensing chamber. The biomimetic and 

biomechanics properties were implemented in a new robotic finger gripper. The robotic finger gripper 

was actuated using five pneumatic cylinders. The motion is obtained similarly to the human upper limb 

finger. The efficacy were obtained 0.93 i.e closer to the human finger movement [7].   

Soft and actuate robotic finger gripper has an advantage over rigid finger gripper. The compliance 

feature of the soft gripper has a broad range of object manipulability [8],[9].  Controlling the multi-

finger robotic gripper is a tedious task. The grasping force of the finger with an object depends on the 

hemispherical fingertip radius of contact. In the biomimetic finger gripper. Muscle force and moments 

were tendon driven and match with human finger capability [10].  Generally, lightweight materials like 
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elastomer material were used for developing the finger gripper. Elasto materials are lightweight and 

durable and very easy to maintain [11].  

The proposed research work was carried out for the combination of serial and parallel multi-finger joint 

actuation. The development of a flat plate EC brushless DC motor enables to actuation of the finger 

joint individually. The flat plate DC motor size was varying from 6mm -19mm in diameter and the 

length is varying from 10-20mm. The finger length is kept the same approximately to the 

anthropomorphic finger. There is no motion between the crossed fingers. The combination of the serial 

and parallel finger increases the manipulability of grasping the object and load carrying capacity also 

increased. 

2. CONCEPTUAL DESIGN AND MODELLING  

The design was developed in the Solid Work software. Each finger has three parts. The first part of the 

finger is named as finger base. The center distance between the two ends of the finger base is 37.5 mm 

and 15mm in width. The detail of the finger base is shown in figure 1. An assembly has been developed 

by adding the EC flat motor and shaft. The first part of the finger is connected to the palm. The base of 

all the finger base parts is concentric. The shaft is inserted in the hole, i.e. also concentric to the base 

part. Each finger is bolted on the shaft so that each finger move simultaneously. The flat plate motor is 

supported on the palm and drives the shaft, so that the finger base part has the same motion. The finger's 

second part is also connected in the same way.  The EC flat motor is supported on the finger base part 

and drives the shaft. During motion, all the second parts of the finger move simultaneously and there is 

no collision between the first part and the second part. The last part of the finger is also connected in 

the same fashion. The fifth finger i,e thumb is connected in the same way, but actuation is done with 

the help of three individual flat plates EC motors [12].  A 3-D model of robotic fingers were shown in 

figure 1. 

 

Fig. 1 a) 3-D view of robotic Fingers   b) Joint-link description        c) Collision detection 

2.1. Forward & Inverse Kinematics 

The kinematic model describes the finger movement in space. Each finger has 3-DOF. All the joints 

are revolute and active joints. The four fingers of the gripper has the same orientation and moved in the 

same plane. Each of the four fingers is separated by a distance of 10mm. So there is no collision occurs 

in the crossed finger position, because the mechanical configuration of the finger does not allow it to 

move in another direction. The fifth finger has the same orientation but rotates in the opposite direction 

so that it can grasp the object. Each finger can be modelled as a kinematic chain with three links 

connected by the three joints [13]. The Denaavit-Hartenberg method was adopted for finding the 

workspace of the finger. The workspace of all the fingers is the same. The joint notation scheme and 

complete frame assignment are shown in figure 1 a, 1b, and 1c and joint link parameter for the finger 

gripper are determined and tabulated in table 1. 



 

Table 1.  Joint link parameter for the finger gripper 

Link Parameters 1 

(𝜽𝒊) 

Joint parameters 

(𝒅𝒊) 

Parameters 2 

(𝒍𝒊) 

Parameters 3 

(𝒂𝒊) 

0-1 𝜃1 0 𝑙1 0 

1-2 𝜃2 0 𝑙2 0 

2-3 𝜃3 0 0 0 

Where 𝜃𝑖 is a rotation about 𝑍𝑖−1   axis,𝑑𝑖 is the  translation along 𝑍𝑖−1   axis, 𝑎𝑖  is the translation  by 

a distance along 𝑥𝑖 axis,𝛼𝑖 is the rotation about 𝑥𝑖 axis. The workspace   of index finger 1 is evaluated 

as follows 

 𝑇 =3
0   𝑇1

0 ∗ 𝑇2
1 ∗ 𝑇3

2                                                                                                                                          (1) 

= 

[

cos(𝜃1 + 𝜃2 + 𝜃3) −sin(𝜃1 + 𝜃2 + 𝜃3) 0 𝑙2 cos(𝜃1 + 𝜃2) + 𝑙1 cos(𝜃1) + 𝑙3 cos(𝜃1 + 𝜃2 + 𝜃3)

sin(𝜃1 + 𝜃2 + 𝜃3) cos(𝜃1 + 𝜃2 + 𝜃3) 0 𝑙2 sin(𝜃1 + 𝜃2) + 𝑙1 sin(𝜃1) + 𝑙3 sin(𝜃1 + 𝜃2 + 𝜃3)

0 0 1 0
0 0 0 1

]   

Similarly, the workspace of the other finger was evaluated. The joint displacements(𝜃1, 𝜃2, 𝜃3) that lead 

the finger gripper to a certain position and orientation T can be found by solving the kinematic model 

equations for unknown joint displacements. The close-form solution was obtained for different values 

of finger joint with equations (1) to (5).  

𝜃2 = cos−1 (𝑑𝑥−𝑙3𝑛𝑥)2+(𝑑𝑦−𝑙3𝑛𝑦)2−𝑙2
2−𝑙1

2

2𝑙1𝑙2
                                                                                                  (2) 

𝜃1 = 𝜑 − 𝜓 + cos−1 𝐶                                            (3) 

Where 𝜑 = 𝜃1 + 𝜃2 + 𝜃3 = tan−1 𝑛𝑦

𝑛𝑥
+ 180°                                                              (4) 

𝜓 = tan−1 𝐵

𝐴
 ,  

𝑥 = 𝑑𝑥
2 + 𝑑𝑦

2 − 𝑙2
2 − 𝑙1

2 − 𝑙3
2 − 2𝑙1𝑙2cos(𝜃2). 

𝐴 = 2𝑙1𝑙3 + 2𝑙3𝑙2 ∗ 𝑢  , 𝐵 = 2𝑙3𝑙2 ∗ 𝑣 

𝑢 = cos(𝜃2), 𝑣 = sin(𝜃2),  

𝐶 =
𝑥

√𝐴2+𝐵2
  

𝜃3 = tan−1 𝑛𝑦

𝑛𝑥
+ 180° − 𝜃2 − 𝜃1                  (5)                                                                    

2.2 Jacobian & Singular Posture 

The finger movement depends on the finger joint velocities. The Jacobian describes the finger joint 

position with respect to time. The Jacobian relates the joint velocity of the finger to the end finger 

velocity. The closing and opening of the gripper depend on the   Jacobian matrix[14]. The Jacobian 

matrix for the first finger is computed as follows with equations (6) and (7). 

𝐽(𝑞) = [𝐽1 𝐽2 𝐽3]                                                                                                                   (6) 



 

Where  

𝐽1 =

[
 
 
 
 
 
−𝑙2 sin(𝜃1 + 𝜃2) − 𝑙1 sin(𝜃1) − 𝑙3 sin(𝜃1 + 𝜃2 + 𝜃3)

𝑙2 cos(𝜃1 + 𝜃2) + 𝑙1 cos(𝜃1)
0
0
0
1 ]

 
 
 
 
 

 

 ,𝐽2 =

[
 
 
 
 
 
−𝑙2 sin(𝜃1 + 𝜃2) − 𝑙3 sin(𝜃1 + 𝜃2 + 𝜃3)

𝑙2 cos(𝜃1 + 𝜃2) + 𝑙3 cos(𝜃1 + 𝜃2 + 𝜃3)
0
0
0
1 ]

 
 
 
 
 

 , 𝐽3=

[
 
 
 
 
 
−𝑙3 sin(𝜃1 + 𝜃2 + 𝜃3)

𝑙3 cos(𝜃1 + 𝜃2 + 𝜃3)
0
0
0
1 ]

 
 
 
 
 

  

The loss of motion of the finger will start at the point from where the finger is coming into contact with 

the other finger.  Since there is no lateral degree of freedom, due to other finger is not affecting the 

motion of the other finger. But possibility occurs at the point from where the thumb finger is coming 

into contact with the index finger. Two types of singularity were computed. The interior singularities 

were occurs when the tip of the finger is located inside the reachable workspace of the finger gripper. 

These are caused when two or more joint axes become collinear and at a specific end-effector 

configuration [15]. The computational of internal singularities can be carried out by analyzing the rank 

of the Jacobian matrix[16]- [22]. The Jacobian matrix loses its rank and becomes vanishes [23]-[27], 

that is det|𝐽| = 0. This is computed by portioning the Jacobian matrix into three 2𝑋2 submatrices. 

𝐽1 = [
−𝑙2 sin(𝜃1 + 𝜃2) − 𝑙1 sin(𝜃1) − 𝑙3 sin(𝜃1 + 𝜃2 + 𝜃3) −𝑙2 sin(𝜃1 + 𝜃2) − 𝑙3 sin(𝜃1 + 𝜃2 + 𝜃3)

𝑙2 cos(𝜃1 + 𝜃2) + 𝑙1 cos(𝜃1) + 𝑙3 cos(𝜃1 + 𝜃2 + 𝜃3) 𝑙2 cos(𝜃1 + 𝜃2) + 𝑙3 cos(𝜃1 + 𝜃2 + 𝜃3)
]  

𝐽2 = [
−𝑙2 sin(𝜃1 + 𝜃2) − 𝑙3 sin(𝜃1 + 𝜃2 + 𝜃3) −𝑙3 sin(𝜃1 + 𝜃2 + 𝜃3)

𝑙2 cos(𝜃1 + 𝜃2) + 𝑙3 cos(𝜃1 + 𝜃2 + 𝜃3) −𝑙3 cos(𝜃1 + 𝜃2 + 𝜃3)
]                      (7) 

𝐽3 = [
−𝑙2 sin(𝜃1 + 𝜃2) − 𝑙1 sin(𝜃1) − 𝑙3 sin(𝜃1 + 𝜃2 + 𝜃3) −𝑙3 sin(𝜃1 + 𝜃2 + 𝜃3)

𝑙2 cos(𝜃1 + 𝜃2) + 𝑙1 cos(𝜃1) + 𝑙3 cos(𝜃1 + 𝜃2 + 𝜃3) −𝑙3 cos(𝜃1 + 𝜃2 + 𝜃3)
]                                                                                                         

From expression (7), the interior singular position was obtained by solving the expression 

det|𝐽1| = 𝑙1𝑙2 sin(𝜃2) + 𝑙1𝑙3 sin(𝜃2 + 𝜃3) = 0                                                          (8) 

det|𝐽2| = 𝑙2𝑙3sin(𝜃3) = 0                                                            (9) 

det|𝐽3| = 𝑙2𝑙3 sin(𝜃3) + 𝑙1𝑙3 sin(𝜃2 + 𝜃3) = 0                                     (10)          

Since the thumb finger and index finger i.e. finger1 and finger2 are parallel in orientation. During 

grasping, both fingers made contact at three points. Condition 1 occurs at the point where both finger 1 

and finger 2 comes in contact. Condition 1 is shown in figure 2. These points were computed by the 

expression (7) to (11). 

𝜃1 + 𝜃2 + 𝜃3 = sin−1 𝑥

2(𝑙1+𝑙2+𝑙3)
        (11) 

3. RESULTS 

The first singularity posture was obtained at  𝜃3 = 0°𝑎𝑛𝑑180°, the second singularity posture was 

obtained at   𝜃2 = 0°𝑎𝑛𝑑 − 180° . The actuation constraint does not allow the 𝜃1to rotate more than 



 

90°. Singular postures were obtained at a different computed angle. Figures 2 and 3 show the simulated 

result of singular posture. 

 

Fig. 2.  Singular posture of the fingers including thumb finger and index finger 

 

Fig. 3. Collision detection in all the fingers  

4. CONCLUSION 

The robotic finger gripper design has been considered for the grasping of the object. : A new finger 

gripper design had been proposed in the present work. The propped design can actuate the four joints 

of the finger simultaneously. The other two joints of the finger have also actuated with the help of a flat 

plate EC motor.  The index finger was actuated separately.  Singularities were computed for the 

different angles. A collision-free movement of the gripper was observed during the operation. 
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Abstract.  
 
Psychology, cognitive science, and, more lately, engineering have all paid close attention to emotion modelling and 

recognition. Despite the fact that behavioural modes have been the subject of extensive investigation, physiological 

signals have received less attention. Dialectical behaviour therapy (DBT), which was created to lessen dysregulated 

emotions in personality disorders, is employed with patients with eating disorders (ED) because it is a 

transdiagnostic phenomenon. Emotional interactions are advantageous in a variety of contexts because they have a 

significant positive impact on cognitive functions like learning, memory, perception, and problem-solving in the 

human brain. Additionally, it may be pertinent in today's healthcare, particularly when dealing with people who are 

stressed or depressed. Additionally, it would be extremely beneficial for a rehabilitation application to direct patients 

through rehabilitation training while adjusting to the patient's emotional condition. 

        Keywords. Ecg AI; CNN; ANN; Deep convolution; Linear generation; Extraction and selection; Polynomial 

network 

 

• Introduction 

The Effective Computing Research Group at MIT has generated a lot of attention in the academic 

and scientific communities over the past 20 years as they work to enhance how people feel when 
using technology. [7] Several issues revolve around deepening machine learning and deep 

algorithms in order to ensure that the emotion detection system has a high accuracy as well as 

processing robustness of physiological data. Heart rate variability (HRV), blood volume pulse, and 
other physiological measurements (BVP), skin temperature (SKT), electrocardiogram (ECG), [22, 

23] and electrodermal activity (EDA), which both the peripheral and central neural systems as 
their source, have been used to identify affective states. Subjective emotions are categorized as 

having a valence or stimulating orientation. The extent to which each focus is reflected in the 
other adds feelings to one's own conscious affective experience. Unlike the focus of arousal, 

which promotes the activation or deactivation of emotions, stimulus valence focus is related to 

positive or negative features. Affective states and physiological signals, which are the results of 
people's self-reported feelings, are correlated in some datasets. [6] To characterize the 

dimensions of arousal and valence, emotional categories are constructed in a circular structural 
model that includes basic emotions (for example, enthusiastic, happy, delighted, relaxed, quiet, 

peaceful, drowsy, bored, sad, nervous, angry, and angry) [12]. Research on identifying emotional 

patterns for enhancing user experience in many contexts was made possible by the development 
of sensors and wearable technology as mechanisms for gathering physiological data from 

individuals in their daily lives. [1,10,15] Research in tourism management research This 
highlights the significance of this kind of tool for emotional recognition in various ways, such as 

enhancing the tourist experience through the personalization of services where the expectations 

of the visitor are assessed throughout the course of three stages (before, during, and after a 

mailto:parthv.btech2020@iujaipur.edu.in
mailto:rkchaurasia@iujaipur.edu.in
mailto:aksaini@iujaipur.edu.in


visitor's visit) for various aspects of tourist activities. Recommendation systems are a useful tool 
before traveling to a tourist location, especially when taking into account the size of the 

attraction. In a similar vein, [17] the World Tourism Organization acknowledges that in an 
increasingly competitive tourist destination market, emotional benefits are more likely to be 

emphasized than physical attributes and trip cost.  This research investigates deep convolutional 

neural network (CNN) models as a framework for emotion identification and compares them to 
conventional machine learning techniques for effective recognition. The AMIGOS data collection 

was used to generate experimental assessments for the categorization of emotional dimensions 
of arousal and valence. [25] In the initial planning stage, QRS detection techniques were 

employed to get RR intervals of the ECG and transform physiological signals. Likewise, the time 
series Peaks of GSR signals were found in the skin conductance response (SCR). [1] Physiological 

ECG signals and GSR properties are extracted and correlated to determine the efficiency factor 

for emotion prediction. As a result, we developed an algorithm and dataset for a deep face 
reading system in the medical industry using convolution and CNN. With this approach, we 

created a dataset indicating that coma patients are terrible because they cannot move or speak, 
but the AMIGOS data collection was used to generate experimental assessments for the 

categorization of emotional dimensions of arousal and valence. [25] They They frequently alter 

their facial expressions to convey physiological messages. [26,22] We developed an algorithm 
using a data set of all the emotions. 

 

 

 

Figure 2.1. Typical Datacentres Infrastructure  

 



• Multimodal Dataset  

In reaction to the elicitation, a person's emotional response to change in the environment is reflected in their 

affective states. Humans employ their senses to express their emotions through gestures, speech, or physiological 

responses [5, 8, 20]. Multimodal affect recognition is determined by correlations between physiological data and 

emotions. Images, movie clips, and music videos have been utilized as emotional triggers to assess users using 

explicit measurements that allow for the verification of arousal and valence levels. The consolidation of a 

multimodal emotional data set that contrasts people's affective responses is made possible by the implicit 

recognition of emotions elicited by multimedia information utilizing physiological and brain signals, on the other 

hand. In reaction to the elicitation, a person's emotional response to change in the environment is reflected in their 

affective states. Humans employ their senses to express their emotions through gestures, speech, or physiological 

responses [5, 8, 20]. ECG and GSR physiological registration signals, EEG, and activity faces of 58 individuals 

were used to quantify multimodal effects induced by 36 video clips with durations ranging from 58 to 128 seconds. 

By recording the EEG, ECG, and GSR signals of the stimulus produced during short and lengthy viewing, the 

AMIGOS dataset examines 40 participants' moods, affects, and personalities. Abadi and his colleagues To To 

investigate the physiological The ASCERTAIN dataset compares brain signals (EEG and magnetoencephalogram) 

from 30 people (GSR, BVP, SKT, EOG, and EMG) and has a strong influence on ECG, electrooculogram (EOG), 

and trapezius-electromyogram personality and emotion recognition responses (EMG). Likewise, the multimodal 

MAHNOB-HCI database contains physiological signals (ECG, GSR, SKT, and respiration), eye gaze, and EEG 

from 20 emotional videos, 14 short videos, and 28 images. The EEG efficacy of DEAP and MAHNOB-HCI in 

predicting arousal is higher, and physiological signals produce superior results with valence. Although AMIGOS 

exhibits the same behaviour as EEG signals, it performs better when excited. The DECAF physiological 

characteristics recognized arousal in movie clips, and the AMIGOS affective dataset was used to test the machine 

learning methods suggested in this study for emotion recognition. 

                                  

                                  
                                                       fig(2)Showing the machine learning model  

 
The expressiveness of (deep) neural networks: [24] (Deep) neural networks have been successfully applied to a in 

recent years, it has seen a wide range of applications. Several factors, including a) the availability of massive 

datasets, b) massively running machine learning libraries and parallel hardware, and c) training improvements, can 

be attributed to the increase in performance. Training enhancements include a) optimizer enhancements, b) network 

capacity expansion, and c) regularization techniques. However, for several decades, the paradigm for each layer has 

largely remained unchanged: each layer consists of a linear transformation and an element-wise activation function. 

Despite the wide range of linear transformations and activation functions, the effort to broaden to date, this paradigm 

has received little attention. Recently, hierarchical models have demonstrated exceptional performance in the 

learning of expressive generative models. For example, the recent BigGAN performs a hierarchical composition by 

skipping noise from a multi-resolution generator via z-join. Similarly, the concept appeared in Style GAN, a step 

forward from the GAN that grows gradually (ProGAN). StyleGAN, like ProGAN, is a complex network that 

generates convincing results on simulated 2D images. [21] The authors use arguments from the style transfer 

literature to explain the improvements in style GaN vs. Pagan. We believe that these enhancements can be better 

explained in light of our proposed polynomial function approximation. Despite the hierarchy to achieve the more 

accurate approximation proposed in these works, we present a method based on polynomial expansion. We also 



show how a polynomial expansion of this type can be used in image generation, image classification, and graph 

representation learning, which are all examples of machine learning. 

                                       
                                                                   Graph plotting of datasets. 

 

 

• Polynomial Network. 

Polynomial relationships were investigated using two different types of networks: a) self-organizing networks like 

datasets with hard-coded feature selection and b) pi-sigma networks for indemnification. The group data processing 

method is responsible for the concept of learnable polynomial features (GMDH). Sub-descriptors that represent 

quadratic correlations between two input features. Higher-order polynomials are used, and multiple input elements 

are allowed. [22] The method cannot scale to high-dimensional data correlation because the input to each sub-

descriptor is predefined (a subset of the input elements). Shin et al. present the pi-sigma network, a one-hidden-layer 

neural network. The multiply affine data transformation is learned; the output is obtained by multiplying all of the 

functions. Regularization is one way to improve the pi-sigma network. To obtain the output by training in or using 

multiple units of the product In sigma-pi-sigma neural networks, the pi-sigma network is extended (SPSNN). To 

obtain each output, the SPANN concept relies on summing different pi-sigma networks. On each pi-sigma subnet, 

SPS filters the input functions on a predefined basis (overlapping rectangular pulses). Despite using polynomial 

properties or products, such networks do not scale well for high-dimensional signals. Furthermore, unlike modern 

generative models, which use a finite number of samples from high-dimensional ground-truth distributions, 

experimental evaluation is done only on signals with known ground truth distributions (and up to 3-dimensional 

input/output). 

 

• Compression Between Models. 

Although all three models are based on polynomial expansion, their recursive forms and decompositions 
differ. In recent years, it has seen a wide range of applications. In this paper, we use NCP for image 

generation comparison and NCP-Skip for image classification. Based on the settings in Sec. 4, our 
preliminary CCP and NCP experiments show comparable performance. 

• There are three models are based on polynomial expression. 

• All activation function must be removed. 

• The order of expression with (I P r2) must be performed. 

• The encephalopathies are infectious 6-9 or not 9-12.  

 2.   At least two mechanisms are thought to be involved in intracranial                          hypertension causing brain 

damage. 

• Low ischemia is caused by cerebral perfusion pressure (CPP = MAP*ICP) 



• If pressure difference exists between the anterior and posterior brain compartment one or both temporal 

lobes can herniate through the tentorium.  

•  Linear Generation. 

Nets of Adversaries (GAN). We create a GAN in which the generator is implemented as a polynomial product (via 

the NCP decomposition) and the discriminator is used. The generator employs no activation functions, only a single 

hyperbolic tangent (tanh) in image space. 
• We create a GAN in which the generator is implemented as a polynomial product (via the NCP 

decomposition). 

• The generator employs no activation functions only a single hyperbolic tangent in image space. 

• In first model we used the 100 patients’ data to train the model. 

• The majority of the 76 patients were men between the age of 18-40 and the other patient due to trauma. 

• We use their temperature facial expression electrography and the over model. 

• Linear classification. 

To demonstrate this empirically, we use ResNet without activations for classification. the polynomial's 
power. Residual Networks (ResNet) and their variants have been used to perform a variety of Object 

detection and image generation.  The answer is almost certainly "yes" regardless of whether the 
encephalopathies are infectious 6-9 or not 9-12; regardless of the debate over Monitoring has many 

advantages, including the prevention of death and disability in the acute setting. 

                                     

At least two mechanisms are thought to be involved in intracranial hypertension causing brain damage. 
First, low Ischemia is caused by cerebral perfusion pressure (CPP = MAP ICP) [2]., particularly in border 

zones between major arterial regions; it may be associated with seizures, as However, it is frequently 
clinically silent in hypertensive encephalopathy. 

the pressure difference between the posterior fossa and the spinal canal is large enough (inferior pontine 
and medullary herniation syndromes). Brain herniation causes direct mechanical damage as well as 

ischemia and haemorrhage as a result of vascular dysfunction. 

The following are the crucial steps: I have developed the habit of serially examining the patient's level of 
consciousness (Table 1) and brainstem reflexes in relation to these concepts so that progression is 

immediately recognized; (ii) remembering the stages of progressive herniation compatible with intact 
survival (in bold in Tables 2 and 3); (iii) learning the control algorithm so that action is taken as soon as 

possible. 



                               

                          for graphical plotting using deep learning and MATLAB process 

 

 

• Machine Learning. 

• Data pre-processing 

 

The detection of ECG and GSR signal peaks is performed as a preliminary step to extract physiological signal 

features because emotions cause significant changes in these segments. The pulse-to-beat interval (RR interval) can 

be determined using heart rate variability (HRV) analysis.  [16] Values between RR of the interval corresponding 

the standard wave of the QRS complex was used to calculate the time between the two peaks of R. To transform the 

ECG signal, the proposed Pan Tompkins QRS detection algorithm is used. With cut-off frequencies of 0.5 and 15 

Hz, the signal is filtered to reduce noise, and the QRS detection complex employs an adaptive threshold. Similarly, a 

bandpass noise reduction filter with cut-off frequencies of 0.05 and 0.19 Hz is used to pre-process the GSR signal. It 

is then resampled using a digital phase filter with a frequency of 10 Hz. To detect the SCR peak, a standard method 

is used, which identifies the maximum, minimum, and offset index of the signal GSR. As a result, the amplitude 

threshold is calculated, as are the properties between the SCR peaks. 

 

•  Extraction and selection of features 

 
Adequate feature extraction signals that correlate with self-reported emotional states are required for influence 

detection. In other words, it establishes the relationship between traits, emotions, and physiological reactions and 

serves as an input to the predictor. Adequate feature extension singles that correlate with self-reported emotional 

states are required for influence detection. In contrast to CNN the physiological ECG and GSR signals were 

manually extracted. The variance of feature signals derived from ECG and GSR described the feature extension 

process deep learning and machine learning algorithm are used to filter out redundant. 

Prediction results from machine algorithms are typically similar to or slightly higher than those obtained in the 

previous study. As a result, CNN achieves better performance in excitation recognition using EEG signals as 

opposed to the GSR signal, which is better at predicting valence. Given the AMIGOS dataset's physiological data 

limitations, it was proposed that the depth learning model be validated using EEG and ECG signal data. For every 

signal, 10,000 points were used to segment and normalize the data. 90% of the information was used. For training 

and the remaining 10% for testing, resulting in the validation model was assigned 965 instances. 



                                   

                                                            flow of Emotion Reading Process. 

• Conclusion.  

We introduce a new class of DCNN. Which uses a polynomial neural network to approximate function. We 

demonstrate the expressivity of polynomials in sequence experiment and demonstrate the effectiveness of -nets in 

both discriminative and generative tasks. The performance of the most modern architecture in image generation, 

image and sound classification and networking learning representation improves continuously with minor 

modifications. The focus of this study is on using computational models on data collection by camera and wearable 

devices to recognize emotions from physiological signals. 

The direction of the low index below 0.8 for more than two hours on 111 transcranial Doppler ultrasound is highly 

suggestive of irreversible brainstem death. 112 HE Convolutional networks versus classical networks Machine 

learning algorithms have outperformed humans despite being designed for object recognition, image recognition, 

and detecting emotions in physiological signals. 

The focus of this study is on using computational models on data collected by wearable devices to recognise 

emotions from physiological signals. 
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Abstract 

 
This Number plate recognition (NPR) of a vehicle's become very important nowadays. 

Also, it isn't easy to verify the car's owner. They drive very fast and violate traffic rules. 

Identification of owners and traffic control is a crucial problem in every country. In every 

city, 90% of people own their vehicle, so it becomes challenging to trace every car; many 

examples include tracking stolen vehicles, managing the toll barriers, parking tolls, 

infringed traffic lights, and monitoring. Because our police officers may not be able to 

catch the cars due to over speeding and occasionally the number plates appear dirty, it is 

difficult to apprehend everyone and punish them. That is why it is essential to develop 

NPR to solve all these problems. ANRP is in a large amount and several in numbers. Yet, 

it is a challenging task because of the diversity in number plates, different colours, 

different languages, and different characters; also, people may place non-standard types of 

plates in their vehicles and illumination during image acquisition. In this paper, we 

introduced NPR using some algorithms, different morphological operations, image size, 

character segmentation and contour spotting methodologies for plate pinpointing. An 

Artificial Neural Networks is used for recognition and character classification. An 

extension and future trends of NPR are suggested at the end of the paper  

Keywords. Number Plate Recognition (NPR), Character Segmentation, License Plate 

(LP), Artificial Neural Networks (ANN), Image Processing, Machine Learning, 

Technologies. 

1. INTRODUCTION 

Energy In the last few years, license plate recognition (LPR) has been one of the practical 

advancements for vehicle superintendence Automatic number plate recognition (ANPR) is 

widespread surveillance that photographs moving targets and deciphers their license plates. 

An ANPR system can be used for various purposes, Automated traffic monitoring and 

tracing, toll collecting for park and highways, fuelling store automated, and trip time 

monitoring. A growing amount of traffic flow analysis using ANPR is done to support 
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smart mobility [1]. The fundamental justification is that, in contrast to Ultra High 

Frequency Radio Frequency Identification systems [2], ANPR system identifies registered 

number plate with no additional [3]. Modern ANPR cameras can scan license plates and 

provide other relevant data like counting, direction, groups of cars, and speed. The ability 

of ANPR technology to detect and browse many moving vehicles has led to its integration 

into many areas of the current digital landscape. To offer an exact way of contemplating a 

vehicle without earthling intercession. It is used for a variety of services, including access 

control, parking management, tolling, user billing, delivery tracking, traffic management, 

policing and security services, customer assistance and instructions, red light and lane 

imposition, cavalcade stretch guesstimate, and numerous others [4]. The prime focus of 

this paper is to locate regular licence plates, segment characters, and identify them from a 

car image. Different scales, distances, angles, resolutions, and lighting requirements must 

be accommodated by the system. The problem statement will be presented in Section 2. 

The suggested solution will present in Section 3. The paper is finally concluded in Section 

4. 

 

1.1. Related Work 

Researchers may have discovered various techniques for locating license plate inputs and 

neural networks. Rodolfo and Stefano developed an approach based on vector quantization 

in 2000. (VQ). In this system, they provide suggestions about picture regions, and by this, 

they improve location performance. By coding Mechanism, VQ image representation was 

explained. Neural networks were employed by Park et al. (1999) to locate license plates 

[5]. HSI values are used as filters to determine whether each small window of an image 

contains a license plate. A post-processor then combines these filtered images and finds 

the bounding boxes of license plates in the picture. Zimic et al. in 1997 located license 

plates by fuzzy logic. In This logic, some functions were made for the vague as “Dark and 

bright sequences” [6] But due to its sensitive role, it needs a lot of time for processing. In 

2002, Zhu et al. and Wei et al. in 2001 used the colour feature to locate the plate, but this 

was not enough for different environments. Again, Ming et al. (1996) improves the edge 

detection method by eliminating the lowest and highest parts of edge density to simplify 

the complete image. But some parts of the plate will be lost in this method.   

1.2. How actual ANPR works 

One of the most precise uses for computer vision systems is ANPR. Autonomous number 

plate recognition systems use visual character recognition (OCR) to detect car licence 

plates. Webcams quickly capture number plate scans, and software is then used to 

segment, confirm their order, and convert the image to text. 

         1. Initially, the ANPR camera records photos with a licence plate (video stream or 

image). 

         2. The plate is then located using machine vision techniques (object detection). 

1.3. Applications of ANPR works in real life  

We offer a robust actual ANPR framework that is meticulously working on CCTV video 

footage received from cams that are not explicitly set up for ALPR. The current ALPR 

algorithms are predicated on the idea that the input video will be captured using a 

specialized, high-resolution, high-speed camcorder and is/or assisted by controlled capture 

surroundings, with the best camera height, focus, activity speed, and lighting settings [8]. 
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Furthermore, typical video forensic applications could call for looking for a car with a 

particular licence plate on noisy surveillance video released by unspecialized, medium- to 

higher cameras operating in low-light scenarios [9]. Border patrol: The identification 

number is registered at the country's entryways and used to trace border crossings. 

Signalization: Relying on the cars' entry permit, the traffic can be routed to multiple lanes. 

The technique lessens both the number of stewards and road congestion. Analysing the 

travel time: Officials use journey time analysis (JTA) as a powerful instrument to track 

passage through vehicles and the length of time they take to go from one node to the other. 

Also, these statistics help congestion managers plan their routes more precisely [10]. 

2. PROPOSED METHODOLOGY 

We find a different solution for character recognition and image segmentation for the LPR 

framework. We have used three stages to identify these kinds of frameworks. The license 

plate region must first be located and extracted from a larger scene image. Then, starting 

from the area of the license plate, the alphanumeric characters on the license plate must be 

separated from the background. In the third step, send them to an OCR system for 

recognition. To successfully identify an automobile by reading its license plate, finding the 

plate in the scene image provided by any acquisition device is crucial (e.g., video or still 

camera) [7]. ANPR Required four major stages to complete their process that is shown 

below in Figure 2.1. 

Pre-processing, NPR (Number Plate Recognition), Segmentation of Characters, 

Recognition of Characters 

2.1. Pre-processing 

The automatic number plate identification system has numerous difficulties. To improve 

the input image and make it more suited for the following processing processes, this step is 

crucial. Pre-processing starts with applying a minimal filter to the image to improve the 

dark values by expanding their region as shown in Figure 2.1. 

 

 
Figure 2.1. A car picture with Number plate which we are going to detect below. 

This step increases the image's saturation to improve colour separation [16]. The idea is 

then changed from colour to grayscale. Then, to separate the background from highlights, 

we increase the image contrast. 

2.2. License Plate Recognition  

The output of this stage will be a sub-image that includes the license plate because the 

location of the license plate is in this stage [4]. This process involves essential steps like 

the Exact location of the Number Plate and finding large rectangles around the Number 

plate. 
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2.3. Segmentation of Characters  

Exact location of the Number Plate and finding large rectangles around the Number plate. 
To segment, a picture is divided into smaller portions for further processing. Such as - Line 

level segmentation, word level segmentation [13], and character level segmentation are the 

order in which images are segmented 

2.4. Recognition of Characters  

Computers can recognize written or printed characters, such as numbers or letters, and 

convert them into a format that the computer can use through a process called character 

recognition [14]. 

3. GENERAL PROCESS OF ANPR SYSTEM 

Using a camera to recognise licence plates requires taking images of the target scene's 

licence plates. After taking a high-quality photo of the surroundings or the car, any ANPR 

system's essential dependence is on its algorithms' trustworthiness [11][12]. Tens of 

thousands of lines of software coding are required for these algorithms to provide the 

desired results and manage the system complexity. 

3.1. Python ANPR with Open CV and OCR 

Firstly, Let’s Understand the term OpenCV [18] and OCR sing a camera to recognise 

licence plates requires taking images of the target scene's licence.  
"Optical Character Recognition" (OCR):   "Optical Character Recognition” It is a piece 

of technology that can discern text in digital images. A real paper document or an image 

can be turned into a text-rich, readable electronic version using OCR software. Other OCR 

technologies may transform the characters into editable text back right in the image, while 

some merely export the text [17, 18]. Mainly we must follow 6 steps for Detect a number 

plate: 

• Import after installing dependencies. 

• Image blur, read in grayscale. 

• Track down the localization edges. 

• Then, place the mask over the contours. 

•            To read text, use simple OCR. 

• Outcome of Rendering 

3.2. Read the image, Grayscale and Blur 

To read in our image and perform some Gray scaling, we have used the open cv imread 

function shown in Figure 3.1. 

 

Figure 3.1. Output after using Gray scale on original image 
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3.3. Apply Filter and find the edges for localization 

The next thing that we're going to do is apply a little bit of filtering and some edge 

detection, so our filtering will basically allow us to remove noise from our image.  As 

shown in Figure 3.2 

 

Figure 3.2. Output after using Gray scale on original picture 

To do so, we've used the Canny algorithm [14], which allows us to detect edges; here 

again, we've got several parameters that we can pass through, which can be tuned 

depending on what you find works. 

3.4. Find Contours and Apply Mask 

The next step that we must complete is contour detection, which entails locating these lines 

and locating polygons within those lines [15]. Ideally, shapes should be visible in our 

images because a rectangle is most likely going to be the shape of our license plate. We are 

looking for a contour with four points. The ideal result for our number plate portion is a 

contour with four points. In the next line we have grabbed our contours using imutils. 

Grabcontours (), this basically simplifies how our contours are returned. 

3.5. Masking the image 

The next thing that we're going to do is apply a contour search, we've accurately detected 

where our number plate is located. The next step is to just isolate this numberplate portion 

because doing so will make it much simpler to feed the data to easy OCR as shown in 

Figure 3.3. The next thing that we're going. To achieve so, we first started by identifying 

every single portion of our image that isn't black. 

.  

Figure 3.3. Output After Masking the original image 



 6 

After clipping the image, we are putting those in variables x and y and obtaining a set of 

coordinates that reflects every section's now visible in numberplate shown in Figure 3.4.  

 

Figure 3.4. Output of the number plate 

As a result, when everything is put together, we have our cropped image, which represents 

our number plate. MNIST dataset is used for character recognition, and ANN ( Artificial 

neural network)  Classifier is used to check the accuracy of our number plate. 

4. CONCLUSIONS 

Using It is well known that now days there are infinite IOT things through which one can 

capture an image, but how to utilize these things for the security should be of concern. 

ANPR should also be utilized in such appliances which can give a shorthand to security 

and help the people. Through this paper we have seen how to locate regular licence plates, 

segment characters, and identify them from a car image which will help a lot for security 

purposes but there are some difficulties that still needs to be resolved: 

• Dark shaded portions at night 

• Hiding numberplate with Infrared Light so that camera cannot capture the image 

• Bright light emitting by plates 

 The algorithm is good to go but all these factors may affect the image capturing process 

which is the basic need of the algorithm. Also, we have seen how old methods were 

helpful for the numberplate recognition but keeping the above shortcomings in mind a new 

technique and appliances should be developed so that there is no act of hindering the 

detection system.   
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Abstract. In general, the water sample from shrimp ponds is sent for testing once in 10 days, 

and there are cases where the water sample gets changed within these 10 days and it can 

sometimes adversely affect the growth of shrimps. This paper proposes and develops a real-

time cloud based water quality monitoring and automated aerator actuation in shrimp farming 

system. The prototype mainly consists of sensor modules, relay modules, Long Range Radio 

(LoRa) transmitter, LoRa receiver, node microcontroller unit (NodeMCU) and other interfacing 

circuitry. This system uses the low power LoRa module as transceiver connected with an 

Arduino which interfaces various sensors and NodeMCU which sends the sensor data to the 

Google database. The parameters like dissolved oxygen, pH, turbidity, total dissolved solids 

(TDS), temperature and conductivity are measured to assess the water quality in shrimp pond.  

The dataset is formed based on the acquired values of the parameters and machine learning 

algorithms are used to predict water quality index. Water quality index is predicted by training 

the system using various machine learning models. The performance of various machine 

learning algorithms is compared. Problem of high electricity charges faced by aqua farmers is 

also addressed by turning on the aerators only when oxygen level in water is insufficient for the 

rearing of shrimps. The use of machine learning models to forecast water quality and the LoRa 

module for communication, effectively and remotely monitors the shrimp farming system, 

which saves time, money, and hazards. 

Keywords: Shrimp farming, Arduino Uno, NodeMCU, LoRa module, Machine 

learning algorithms, Sensors. 

1 INTRODUCTION  

Shrimp farming is a significant economic activity in many nations since it 

increases employment prospects in the fields of production, processing, marketing, 

transportation, and other related services.  Good quality of water is needed for shrimp 

growth which in return results in farm profit. The water parameters such as dissolved 

Oxygen, pH, turbidity, total dissolved solids (TDS), temperature and conductivity are 

few of the main conditions that are to be tested often in the pond [1]. Water quality 

monitoring is done manually in shrimp farms. The conventional way of water quality 

monitoring is to collect the water sample from the pond and send it to the test center. 

But, by the time the report is received from the test center, the characteristics of the 

aquaculture pond changes. This proves to be ineffective if the farmer wants to take 

any immediate action in order to control the damage to the shrimps.  

mailto:chakradhar.abhinay@gmail.com
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Periodic sampling of shrimp pond is highly necessary to monitor, their growth 

performance. The Internet of Things (IOT) assists smart farming by connecting 

people and farm remotely through various gadgets. Based on shrimp parameters, IOT 

is used to estimate and forecast trends in the quality of water conditions utilizing 

water quality index (WQI) models. Different approaches came into existence for the 

determination of WQI in the aquatic environment. Rahman et al. [2] proposed a 

classification problem. A Multivariate time series data set obtained from time series 

data of aforementioned parameters, is applied as input to the machine learning model. 

There exist different approaches for the estimation of WQI in the aquatic environment 

such as particle swarm optimization [3], statistical and deterministic models [4-6]. 

Long et al. [7] developed a system with a sensor node that measures the water's 

pH, dissolved oxygen, and temperature. The results can be viewed on Android 

devices once the sensed data was relayed through Zigbee to a distant server. Aerators 

and pumps can both be controlled remotely by the server. The device was equipped 

with a camera module to transmit a real-time view of the producing pond. Rajesh et 

al. [8] proposed a system that enables users to check water temperature, turbidity, and 

pH on any internet-connected device without having to join the system's WiFi 

network. Cesar et al. [9] stored data with MYSQL server for further processing, 

communication between sensor block and the Arduino via UART, then transmission 

of data through Zigbee to the server and cloud service. Kuang et al. [10] proposed an 

extreme learning algorithm for the prediction of dissolved oxygen. The performance 

of the ANN-based estimation models was explained and compared with the multi 

linear regression (MLR) based model [11]. Carbajal et al. [12] used fuzzy inference 

system for assessment of WQI of shrimp pond.   

Even though there are so many methods of automatic monitoring of shrimp 

framing are proposed, the following problems needs to addressed and solved. At 

present, the water sample from shrimp ponds is sent for testing once in 10 days, and 

there are cases where the water sample gets changed within these 10 days and it can 

sometimes adversely affect the growth of shrimps. The shrimp farmers also face 

problem of high electricity charges as most of them keep their aerators turned on even 

when oxygen level in water is sufficient for the rearing of shrimps. The other major 

problem that we tried to solve in this system is the lack of internet connection at the 

location of the shrimp farm. These issues motivated us to propose a system for real 

time cloud enabled water quality supervising and aerator actuation in shrimp farming. 

Various sensors such as analog turbidity sensor, analog pH sensor, TDS sensor, 

temperature sensor, dissolved Oxygen sensor are interfaced with Adrunio Uno, 

NodeMCU, LoRa transreceiver. The NodeMCU, ESP8266 is integrated with LoRa 

module to automate and remotely monitor the shrimp pond. The uniqueness of the 

system is the usage of two LoRa modules to transmit bi-directional information over a 

long range. In absence of internet connectivity, monitoring and controlling of the 

sensor values and the relay states can be done with the help of GSM module. In this 

paper we used both IBM cloud and Google database for storage of data and 

communication. Also, we used seven machine learning algorithms mainly, support 

vector machine, K-nearest neighbours, Gaussian Naïve-Bayes, decision Tree, multi-

layer perceptron, logistic regression and random forest for accurate prediction of WQI 
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to assess the survival of shrimp with a confidence score ‘1’ or ‘0’ along with 

percentage of survival. 

2 IMPLEMENTATION OF PROPOSED SHRIMP FARMING SYSTEM   

The block diagram of proposed real-time cloud based water quality monitoring and 

automated aerator actuation in shrimp farming system is depicted in figure 2.1. In a 

typical shrimp pond, the parameters which are to be kept in optimal levels are 

dissolved oxygen, temperature, salinity, turbidity, pH level, alkalinity and hardness, 

ammonia and nutrient levels. Of these parameters the major ones which are required 

to supervise the water quality are found to be dissolved oxygen, pH, turbidity, 

temperature, and TDS. For real time monitoring and control of a shrimp farming 

system, the vital parameters required to supervise the water quality are dissolved 

oxygen (> 3 mg/l), pH (7.0 – 8.5), turbidity (< 1500 NTU), temperature (15 – 45 °C), 

and TDS (< 1100 ppm). Sensors required to obtain the values of the above-mentioned 

parameters are incorporated within a prototype so that all these values can be 

dynamically monitored. The prototype mainly consists of sensor modules, relay 

modules, LoRa transmitter, LoRa receiver, NodeMCU and other interfacing circuitry. 

A dataset is formed based on the acquired values of the parameters and machine 

learning algorithms are used to predict water quality index. These values are 

continuously monitored by the user in real time and necessary action can be taken 

whenever it is required to do so. The following sections describe various modules and 

procedures of the proposed system. 

2.1 Hardware Design  

As shown in the Figure 2.1, sensors are calibrated and placed in the water and the 

sensor values are periodically monitored by Arduino UNO which reads sensor values 

from all sensors and serially transmits the sensor values to LoRa module. The LoRa 

module wirelessly transmits these sensor values up to a range of 15 KM. At the 

receiver LoRa which is placed within 15 KM range of the shrimp pond, the 

NodeMCU circuit serves the webpage and sends sensor data, relay state and water 

quality information to the Google sheets database and also IBM cloud. It even notifies 

users about abnormal sensor readings, changes in relay states and internet 

connectivity issues through text and email notifications. The machine algorithms will 

use the dataset available in the Google database to predict the water quality index. 

The sensor values are periodically monitored by the NodeMCU and are serially 

transmitted to the LoRa Transmitter module. At the receiver, the LoRa module will 

wirelessly transmit these values to Blynk App and are updated in the IBM cloud. The 

NodeMCU will also send the data to Google database. In this paper we used both 

IBM cloud and Google database for storage of data and communication. If the 

measured values are not in optimal range, the user can supervise the sensor values 

anywhere in the world where there is internet connectivity. The predicted WQI of the 

machine learning model will assist the LoRA receiver to transmit back the control 

information to NodeMCU at the shrimp pond. This NodeMCU thereby control the 

aerator connected to Arduino Uno through Relay module. The Figure 2.2 depicts the 

flow chart of the two way communication between the NodeMCU and LoRa modules.  
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Figure 2.1. Block diagram of proposed real-time cloud based water quality monitoring 

and automated aerator actuation in shrimp farming system.  

2.2 Acquisition of Dataset and Machine Learning Algorithms  

Water Quality Index (WQI) can help the user to understand the condition of the 

shrimp pond and notify necessary steps to be taken to improve the water quality. To 

predict water quality, a binary value is assigned to WQI. A dataset is formed by 

collecting 6507 samples at different life cycles of the shrimp with each containing an 

array of sensor values as in the order of dissolved Oxygen, pH, turbidity, TDS, 

temperature and conductivity are collected. This dataset is used to train different 

machine learning models to predict the water quality. Given a random sample of 

water, the sensor modules sense the six parameters. These are applied as inputs to 

different machine learning algorithms. Support vector machine [13], K-Nearest 



5 

neighbour [13], Naïve-Bayes [14], multilayer perceptron [15], logistic regression [16], 

decision tree [17] and random forest [18] are the different machine learning models 

used for prediction of WQI. These models predict the water quality whether it is good 

(with label 1) or bad (with label 0) and returns a Water Quality Index.  

 

Figure 2.2. Two way communication between the two LoRA modules and NodeMCU 
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3 RESULTS AND DISCUSSIONS 

The experimental set-up of sensor modules and related interfacing circuitry of the 

proposed system is shown in figure 3.1. The Arduino Uno reads sensor values from 

all sensors and serially transmits the sensor values to LoRa module. The LoRa 

module transmits these sensor values to LoRa receiver station which is up to a range 

of 15 KM. The sensor values are periodically monitored by the NodeMCU and are 

serially transmitted to the LoRa Transmitter module. At the receiver, the LoRa 

module will wirelessly transmit these values to Blynk App and are updated in the 

IBM cloud. The NodeMCU will also send the data to Google database. The LoRa 

module can even receive back the information about relay states from our receiver 

NodeMCU circuits and thereby control the aerator connected to Arduino UNO 

through Relay module. In this paper we used both IBM cloud and Google database for 

storage of data and communication. If the measured values are not in optimal range, 

the user can supervise the sensor values anywhere in the world where there is internet 

connectivity. The predicted WQI of the machine learning model will assist the LoRA 

receiver to transmit back the control information to NodeMCU at the shrimp pond. 

 In the training of the models, an acquired dataset of 6507 samples are used. The 

performance of machine learning algorithms mainly support vector machine, K-

Nearest neighbour, Naïve Bayes, multilayer perceptron, logistic regression, decision 

tree and random forest are compared. The performance of these models is 

summarized in Table 1. The random forest model prediction has highest accuracy.  
                                                                TABLE 1. ACCURACY COMPARISON                                                                          

 

Figure 3.1. Hardware of proposed system 

 

In this paper, real time cloud enabled water quality supervising and aerator 

actuation in shrimp farming project solves the problems that aquaculture farmers are 

facing right now. In this system, we are continuously monitoring the water quality 

every 10 seconds and the values are continuously stored in a database and are 

displayed in a website. Whenever the water quality degrades, we immediately notify 

the farmer through text messages, website notifications and even email notifications 

are sent regarding the same information. In order to cut down their electricity charges, 

we are using relay module to control aerators and we can now turn on the aerators 

only when the oxygen level goes below the fixed threshold value. The aerators can be 

controlled from our website when there is an internet connection and can be 

controlled through GSM module when there is no internet connection. The other 

major problem that we tried to solve in this system is the lack of internet connection 

Algorithm used for 

model  

Accuracy Score (in 

percent)  

SVM  74.96  

KNN  96.15  

Naive Bayes  86.94  

Decision Tree  99.94  

MLP Neural 

Network  

97.23  

Random Forest  99.89  

Logistic Regression  97.49  
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at the location of the shrimp farm. We are using LoRa module, which wirelessly 

transmits sensor data up-to a range of 15 kilometers. Even in case if we still lose our 

internet connection after finding a perfect place within 15-kilometer range for our 

LoRa receiver modules, we interfaced SIM800A GSM module, so that we can still 

read sensor values and control our aerator in farm. We have also deployed a machine 

learning model using seven algorithms mainly, support vector machine, K-nearest 

neighbours, Gaussian Naïve-Bayes, decision Tree, multi-layer perceptron, logistic 

regression and random forest. These Algorithms are used to for accurate prediction of 

survival of shrimp with a confidence score ‘1’ or ‘0’ along with percentage of 

survival. 

4 CONCLUSION 

In this paper, a novel prototype is developed for effective monitoring and control of 

the shrimp farming system. The real time cloud enabled water quality supervising and 

aerator actuation in shrimp farming addresses the problems of aquaculture farmers. 

The proposed system continuously monitors the water quality every 10 seconds and 

the values are continuously stored in a database. Whenever the water quality 

degrades, the system immediately notifies the farmers through text messages, website 

notifications and even email notifications. The user may remotely monitor their farm 

from anywhere with the usage of NodeMCU and LoRa modules. It has achieved all of 

the necessary goals, thus the system now automatically monitors the shrimp farm, 

resulting in high accuracy and a decrease in the amount of manpower required. This 

system saves sensor data in the cloud over an internet connection. The integration of 

the LoRA transmitter and receiver for this prototype results in superior quality data 

for the owner of the shrimp farm. Finally this system offers efficiency and accuracy 

while being economical. 
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Abstract.  
 
In the last decade, Technology is constantly evolving and producing new products 

numerous revolution. The Internet of Things (IoT) is a concept regarded as one of the most 

significant technological transformation. (IoT) connects two worlds: virtual and physical. 

We discuss in this paper conduct a comprehensive review of the literature on the various 

factors, challenges and threats that have had an impact on network security in the IoT 

domain. To identify the articles for the systematic review, on selected databases, we 

conducted a keyword search. There are 712 full-text articles in total were discussed, and 

the findings disclosed that several architectures and protocols are used to secure the IoT. 

The findings also emphasized the importance of improved IoT network security. In this 

paper, We also conversed about future studies opportunities, which are expected to inspire 

more research in the area of IoT network security. 

Keywords. Internet of Things (IoT), Network Security, Internet of Things Devices.  

mailto:rajiv.gill1@gmail.com


 2 

1. INTRODUCTION 

The Internet of Things (IoT) refers to a collection of physical objects connect via as well 

as cyberspace communication procedure that takes place inside it. The system facilitates 

the exchange of massive transferring large amounts of data between devices [1] without 

the need for Human intervention is required. According to Gartner, The number of people 

who use interconnected devices will reach 6.4 billion by 2016, which is 30 times the 

quantity of connected devices in 2009. According to projections, this figure will surpass 

20.8 billion by 2020. These devices are now being used in a variety of industries. Indeed, 

there is a rise in demand for these gadgets in a variety of direction as such as smart homes, 

wearable’s, e-health, manufacturing automobile, automation, agricultural farming, supply 

chain, as well as other operational technologies. Regardless of how unexpected surge there 

are still a little available Concerns about the security of these devices that must be 

addressed. According to a study conducted by HP, approximately 70% of the majority of 

commonly used Wearable computing (IoT) devices is vulnerable in user access 

permissions, encryption, password [2] security, and other areas. These dangers primarily 

include PUAs, Distributed Rejection of Service (DDoS), or other forms of cybercrime of 

cybercrime. Some human values are shown in figure 1.1.  

 

 

Figure 1.1. IoT for human values [3] 

 

Because IoT devices can communicate with networks require multiple layers of protection. 

A variety of protocols, security policies, procedures and algorithms, are used to ensure the 

layers' security. These measures are critical [3] in the fundamental security implications of 

IoT, which is also the central concept investigated within this paper.  

  

The following is how article is organized: Section 2 goes into great detail about the 

research process. Section 3 discusses the review's findings, which form the basis for the 
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main discussion in Section 4. Section 5 contains an overview of our significant 

contribution and a discussion of the study's restriction. 

2. RESEARCH APPROACH 

We have conducted a systematic research approach on multiple methods. Further we are 

classifying the three categories. These are as below: 

2.1. Research Overview 

We conducted a systematic review addressing the research questions posed above using a 

non-experimental approach based on content analysis. The content analysis contributes to 

the development of a methodical and structured reach to identifying and trying to describe 

text materials in the current body of knowledge [4].   We refined the text materials in this 

paper using a table of contents with to categories the key components of the text content 

that [3] will serve as appropriate examples, use categories and sub-categories. We 

documented our findings, and Sections 3 and 4 of this article discuss our findings based on 

those observations.  

2.2. Classification Framework 

We discuss in this paper used the procedures [4] proposed by Higgins and Green as well as 

Kitchenham et al. for conducting a  thorough analysis of classification guidelines was 

conducted. The rulebook includes six descriptors: journal year, or title, conference, volume 

number, associated SDLC Phase, author keywords, security phase relevance, as well as 

key security terms. 

2.3. Data Collection  

We used keyword searches to search the databases of Science Direct, Springer, ACM 

Digital Library, IEEE Xplore, and Wiley InterScience [5]. To choose the texts or 

publications for analysis, use the phrase 'IoT but also NETWORK SECURITY' in the 

'AND' format. The search term was used in Full Text and Metadata. The procedure was 

carried out throughout the months of November and December of 2016. During the search, 

we excluded standards, prefaces, editorials, courses, workshops, tutorials, poster sessions, 

and other English language articles. Text substances or articles are retrieved during in the 

lookup of the databases [6]. 

There are 2906 matches listed there are duplicates in Table 1. We filtered the pulled 

articles further to determine their suitability for use. We used to detect exclusion articles 

applicable to the Internet of Things and network security domains [6]. Database analyses 

are performed in figure 2.1. 
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Figure 2.1. Database Analysis in Various Journal 

 

Table 2.1 Results on Database 

Sr. No. Database (Conference & Journal) No. Of Hits 

1 IEEE Xplore 740 

2 ACM Digital Library 121 

3 Science Direct 974 

4 Springer Link 725 

5 Wiley Inter Science 390 

6 Total 2,950 

 

3. FINDINGS 

We conducted a systematic review of 712 articles resulting from the database selection 

process. There are 627 journal articles, 5 booklets, but also 80 conference proceedings 

among the number 712. 535 papers have been published among these years 2010, 2013, 

2017 and 2021. Papers submitted among 2014 and 2016 (including both years), and eight 

articles published between the years 1983 and 2009. Given the range of annual 

publications, it is clear that fascination with an emphasis on IoT safety has increased 

exponentially in the last 3 years when compared to previous years [7].  

We identified critical security issues associated with IoT networks that are highly dynamic 

and have highlighted network characteristics in this paper. We discovered that every IoT 

device should be secure and dependable in order to satisfy the privacy requirements, 

particularly when these devices are used together including applications such as defence, 

sciences of medicine, automobiles, and so on, where the primary concern is security. 

However, because of their Despite their small shape, such IoT devices have a lot of power 

limited computational ability, making [8] It is difficult to provide security as a result of 

risks associated with securing these devices against eavesdroppers, Computer viruses, 
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Denial of Provider Phishing, Spoofing, and other threats others have emerged as critical 

topics to research in the sense of Internet of Things security. Because of Because of the 

limited authority of such IoT devices, it is difficult to create an effective architecture for 

sensor data storage and networking. 

The division these things can be grouped together as "communities" used to ensure the 

security of the Internet of Things. Furthermore, when appropriate authorization is 

obtained, these communities can communicate with one another. As a result, data 

transmission is dangerous. As a result, Data traffic security among devices and cloud must 

also be a priority [9].  There are numerous available methods for enforcing data reliability. 

Encryption methods Additional Security Surface (SSL) and Transport Layer Security 

(TLS) are two examples (TLS). There are also Secure Mesh protocols, for example, have 

been used in Environmental noise Assisted Living (AAL), especially in e-Healthcare is a 

lightweight DDoS defense algorithm attacks, and Wireless protocols are layered (Internet, 

PHY/MAC, and Capacity for innovation). IPv6/IPv4, TCP/UDP, and 6LoWPAN are all 

part of the network/communication layer. The Wireless HART, UWB, IrDA, but also PLC 

802.X series are all part of the PHY/MAC layer. CoAP, SNMP, DNS, and DLMS are 

examples of application layer protocols.  

There are some numerous There are protection alternatives available for wireless 

networks, but 802.15.4 link-layer safety is the most common widely used. Unless data 

integrity is important, a concern, the 6LoWPAN system is operational the way to go 

because It is capable of supporting per-hop security arrangements via Cryptographic 

devices with symmetric keys [10] This system guarantees confidential operation, 

Authentication at the source, replay safety, data transformation, and semantic protection In 

addition, the network  provides straight web entry via standards that are open In relation to 

network IP Security (IPSec) procedures are embedded for security the TCP/IP protocol 

stack is implemented using software in the operating system, Linux and NetBSD are two 

examples. Even so, the protocol is computationally demanding, which has a significant 

impact on network performance. Previously, web access or web transfer relied based upon 

that application layer CoAP method allowed with web transfer limited Networks and 

nodes. This procedure incorporates NoSec, PreShared-Key, Raw Public Key, as well as 

Identification card are examples of security modes have been shown to be useful in terms 

of transport layer security However, CoAP remains less secure putting data dependability 

at risk, particularly DDoS attacks are prevented. As a result, Security of the Datagram 

Network Layer (DTLS) protocol is used to ensure the required genuineness, 

confidentiality, and integrity Cookies in the web protocol domain provide protection. 

Typically, a collection of application layer protocols is put in place. ZigBee is a popular 

collection that is built around the IEEE 802.15.4 Mac. The protocol set is capable of be 

used to build effective and efficient network meshes with 216 devices are possible. These 

mesh networks have been shown to be have low energy consumption. They have a low 

data rate and are self-configuring [11]. 

 

Each and every of the protocols mentioned above send metadata, such as the source and 

destination identifies between nodes that are highly vulnerable to a variety of attacks, the 

most common of which are eavesdropping and packet injection. The Wireless HART 

protocol is useful for gaining maximum control so over process environment for 
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measurement. Because of The procedure is robust and reliable due to the TDMA-based 

MAC sub layer incorporated within using TSMP technology and ratio of availability of 

more than 99.73 percent. There are some restrictions in the architecture of security that 

must be addressed. The Procedure for trying to carry Authentication for Internet 

Connectivity (PANA) is a different network protocol that allows authenticated network 

access can be used to address questions about webbing access authenticity on the 

architecture. It is an EAP that uses UDP protocol that operates between an EAP 

authenticator and an EAP peer [12]. 

A deep-packet anomaly detection reach with high performance and low weight can run on 

small Internet of Things devices is as well a viable option. The method employs n-gram 

bit-patterns for modeling payloads efficiently and flexibly, with the n-gram dimension 

varying by dimension. Elliptic Curve Cryptography (ECC) is beneficial for developing 

portable Public Key Cryptosystems to achieve lightweight integration (PKC). It is 

primarily due to the system's key size is small, short and operand length relatively minimal 

arithmetic requirements Authority over the protection of the data and communication 

transfer pathway is also exercised available for the Black Network via Black SDN is an 

IoT network architecture employs As the trusted third-party link, an SDN controller is 

used. Using encryption to protect the top corner and payload protect against a variety One 

surefire method is the use of attacks. The ICN, a fresh (inter-) connectivity paradigm, is 

often used to connect all networks of such network functions and protocols, as well as to 

the system's core, information identifiers ICN is most advantageous in terms of 

information [13] retrieval flexibility. Through flexible semantic-rich identifiers, ICN 

enables information "advertisement" and "retrieval." It differs because of location -based 

IP addresses have been examples of identifiers. 

In this case study, we examined IoT security and analyzed security features and 

requirements at various layers. It is possible, based on findings that as the Internet of 

Things evolve increased security issues will emerge. 

4. DISCUSSIONS 

This paragraph discusses the findings as part of our comprehensive study of 712 IoT 

network security articles As analyzed, the goal of the majority of the object was to find a 

method of conveying data security in Iot systems. This research paper adheres to 

positivism as a paradigm, which studies observable and classifiable facts. The writings that 

were the qualitative research methodology were used in the review to find outcome that 

focused on achieving IoT network security. There are a few examples Instances where 

both qualitative methods are used noteworthy. Both approaches were used in these articles 

to develop algorithms, architecture, and procedures [14] that are efficient. 

We also observe that the primary approach used in articles about network security in IoT is 

experimental research. The approach's main goal has been to identify various network 

security potential attacks. The use it is also possible to use real case analysis as a method 

strategy noteworthy, with specific configurations chosen to deal with problems such as IoT 

network security [15]. 

In terms of distribution of articles, and over half of those centered on IoT [16] network 

security have been published because 2010 The rise in the number of published object 



 7 

demonstrates how the domain is attracting researchers from all around the world Growing 

system complexities, diverse business scenarios [17], and an extremely competitive and 

vibrant global market to function [18], survive, and sustain could explain the increased 

interest. We discovered that the majority of the articles focused on providing IoT security. 

Traditional methods are giving way to more advanced techniques that improve the security 

of IoT devices [19]. This study also had the following limitations: 

 

 Using different keywords for the search may result in different results. As a 

result, the keywords were used selected to give a concise overview of the current 

trends in IoT network [20-23] safety. 

 It used as the same keyword in multiple places different libraries in various 

locations times may yield mismatch results (For example, because of a search 

engine or library updates). 

As per the current record, we found the latest graph on available data mentioned in figure 

4.1 

 

Figure 4.1. Number of Hits (As per Year) 
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Figure 4.2. Increasing the Accessibility of Publication 

 

 

5. CONCLUSIONS 

Network safety is critical in Internet of Things. This strength in the position is particularly 

apparent urgent given how the potential consequences grew widely publicized following 

and the effect of attacks has become more radical. It could because of IoT encompass a 

diverse set of applications. Some one of the most significant IoT challenges are currently 

Safety, privacy, and confidentiality are all major concerns heterogeneity conduct, network 

capacity restriction and the massive data management and processing amounts of data in 

providing useful information. We investigated various to date, the preferences that have 

impacted data security in IoT in this paper. We based our findings on the findings of a 

thorough examination of chapter analyzed materials and articles that addressed our 

research concerns. Our discoveries suggest that the quantity of significant contribution to 

ensure IoT device security has increased in recent times and that is distinct levels of safety 

is being considered. The application of proper procedures in the Internet of Things allows 

for communication that is interoperable between limited Internet of Things devices and 

services. 

There are some limitations to the study must be considered. The publications included with 

the review of the literature can still be relevant called into question. The method by which 

the databases and conference proceedings were chosen for our systematic review still 

needs to be refined. Because of the specific objectives and goals, a bias analysis as a result 

of article or text material selection it is still possible. There is also a chance that the results 
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obtained by searching for 'IoT As well as NETWORK SECURITY' in specific channels 

will be insufficient. There could be articles that are not found in the search because the 

terms the terms "IoT" as well as "NETWORK SECURITY" really aren't signifiers or 

components of the retrieval.  Further research may be conducted with an emphasis on the 

potential increase in external consideration network security concerns the reality that 

there's been a greater emphasis on different levels of safety could be the driving principle. 

Furthermore, A few of the outside factors to consider when considering IoT security is 

attention to business considerations, which is also an excellent context for further research. 

All of these alternatives should entice researchers to participate in this area of questioning 

and research. 

6. REFERENCES 

[1] Naz, Sumera, Muhammad Akram, Mohammed M. Ali Al-Shamiri, and 

Muhammad Ramzan Saeed. "Evaluation of network security service provider 

using 2-tuple linguistic complex-rung orthopair fuzzy COPRAS method." 

Complexity 2022 (2022). 

[2]  Yu, Jing, Xiaojun Ye, and Hongbo Li. "A high precision intrusion detection 

system for network security communication based on multi-scale convolutional 

neural network." Future Generation Computer Systems 129 (2022): 399-406. 

[3] Zhao, Mengwei, Hui Gao, Guiwu Wei, Cun Wei, and Yanfeng Guo. "Model for 

Network Security Service Provider Selection with probabilistic uncertain 

linguistic TODIM method based on prospect theory." Technological and 

Economic Development of Economy 28, no. 3 (2022): 638-654. 

[4] Shin, Gun-Yoon, Sung-Sam Hong, Jung-Sik Lee, In-Sung Han, Hwa-Kyung Kim, 

and Haeng-Rok Oh. "Network Security Node-Edge Scoring System Using Attack 

Graph Based on Vulnerability Correlation." Applied Sciences 12, no. 14 (2022): 

6852. 

[5] Russell, James Stanley, Paul Scott, and Ahmad Attarha. "Stochastic shaping of 

aggregator energy and reserve bids to ensure network security." Electric Power 

Systems Research 212 (2022): 108418. 

[6]  Du, Meiyan. "Application of information communication network security 

management and control based on big data technology." International Journal of 

Communication Systems 35, no. 5 (2022): e4643. 

[7] Afzal, Rafia, and Raja Kumar Murugesan. "Rule-based anomaly detection model 

with stateful correlation enhancing mobile network security." Intell. Autom. Soft 

Comput 31, no. 3 (2022): 1825-1841. 

[8]  Vinoth, S., Hari Leela Vemula, Bhadrappa Haralayya, Pradeep Mamgain, 

Mohammed Faez Hasan, and Mohd Naved. "Application of cloud computing in 

banking and e-commerce and related security threats." Materials Today: 

Proceedings 51 (2022): 2172-2175. 

[9] Kryshtanovych, Myroslav, Ivan Dragan, Nataliia Chubinska, Natalia Arkhireiska, 

and Roman Storozhev. "Personnel Security System in the Context of Public 

Administration." IJCSNS International Journal of Computer Science and Network 

Security 22, no. 1 (2022): 248-254. 

[10] Iyappan, Perumal, Jayakumar Loganathan, Manoj Kumar Verma, Ankur Dumka, 

Rajesh Singh, Anita Gehlot, Shaik Vaseem Akram, Sukhdeep Kaur, and Kapil 

Joshi. "A generic and smart automation system for home using internet of things." 

Bulletin of Electrical Engineering and Informatics 11, no. 5 (2022): 2727-2736. 



 10 

[11] Diwakar, Manoj, Kanika Sharma, Ravi Dhaundiyal, Sheetal Bawane, Kapil Joshi, 

and Prabhishek Singh. "A review on autonomous remote security and mobile 

surveillance using internet of things." In Journal of Physics: Conference Series, 

vol. 1854, no. 1, p. 012034. IOP Publishing, 2021. 

[12] Lakshmi, P. Sree, Monika Saxena, Sakshi Koli, Kapil Joshi, Khairul Hafezad 

Abdullah, and Durgaprasad Gangodkar. "Traffic Response System Based on Data 

Mining and Internet of Things (Iot) For Preventing Accidents." In 2022 2nd 

International Conference on Advance Computing and Innovative Technologies in 

Engineering (ICACITE), pp. 1092-1096. IEEE, 2022. 

[13] Heidari, Arash, Nima Jafari Navimipour, and Mehmet Unal. "Applications of 

ML/DL in the management of smart cities and societies based on new trends in 

information technologies: A systematic literature review." Sustainable Cities and 

Society (2022): 104089. 

[14] Hassan, Wan Haslina. "Current research on Internet of Things (IoT) security: A 

survey." Computer networks 148 (2019): 283-294. 

[15] Lee, Jee Young, and Jungwoo Lee. "Current research trends in IoT security: a 

systematic mapping study." Mobile Information Systems 2021 (2021). 

[16] Ruan, Junhu, Hua Jiang, Chunsheng Zhu, Xiangpei Hu, Yan Shi, Tianjun Liu, 

Weizhen Rao, and Felix Tung Sun Chan. "Agriculture IoT: Emerging trends, 

cooperation networks, and outlook." IEEE Wireless Communications 26, no. 6 

(2019): 56-63. 

[17] Sezer, Sakir. "T1C: IoT Security:-Threats, security challenges and IoT security 

research and technology trends." In 2018 31st IEEE International System-on-Chip 

Conference (SOCC), pp. 1-2. IEEE, 2018. 

[18] Saheb, Tahereh, and Leila Izadi. "Paradigm of IoT big data analytics in the 

healthcare industry: A review of scientific literature and mapping of research 

trends." Telematics and informatics 41 (2019): 70-85. 

[19] Kotha, Harika Devi, and V. Mnssvkr Gupta. "IoT application: a survey." Int. J. 

Eng. Technol 7, no. 2.7 (2018): 891-896. 

[20] Kumar, Adarsh, Carlo Ottaviani, Sukhpal Singh Gill, and Rajkumar Buyya. 

"Securing the future internet of things with post‐quantum cryptography." Security 

and Privacy 5, no. 2 (2022): e200. 

[21] Kumar, Adarsh, and Deepak Kumar Sharma. "An optimized multilayer outlier 

detection for internet of things (IoT) network as industry 4.0 automation and data 

exchange." In International Conference on Innovative Computing and 

Communications, pp. 571-584. Springer, Singapore, 2021. 

[22] Kumar, Adarsh, and Saurabh Jain. "Drone-based monitoring and redirecting 

system." In Development and Future of Internet of Drones (IoD): Insights, Trends 

and Road Ahead, pp. 163-183. Springer, Cham, 2021. 

[23] Kumar, A. "Augusto de Jesus Pacheco D." Kaushik K., Rodrigues JJPC Futuristic 

View of the Internet of Quantum Drones: Review, Challenges and Research 

Agenda. Veh. Commun 36 (2022): 100487. 



Concept and Design of a Deep-Functioning Robotic Arm 

Driven by an Android App to Transport Hazardous Goods 
 

Praful Ranjan1, Vaibhav Saini2, Prasanthi Kumari Nunna3 

 

1Department of Electronics Engineering, GGP Varanasi 
2Department of Electronics and Tele-communication Engineering, SIT Pune 
3Department of Electronics and Communication Engineering, UPES Dehradoon 

prf98354@rediffmail.com1, vaibhav46rnsaini@gmail.com2, prasanti@ddn.upes.ac.in3 

Abstract.  

This research paper is based on robotic arm and its expansion and enlargement. Basically, it 

tells us about the technical aspects to some of the recent investigation in this area of activity. 

In this analysis of investigation there are numerous of exclusive questionable problems and 

field of exploration. Currently, various types of robotic arm are economically accessible. 

Many of the robotic arms are outstanding in precision and remarkable. In this paper, we will 

know about advancement of robotic arm, servo motors and mark out various specification of 

a robotic arm. A mobile robot that’s effective to do pick and place behavior and can be 

controlled by Smartphone via Bluetooth. In android application, data packets are sent to 

Bluetooth module. It can be widely used in the automobile industries. Finally, this illustration 

of the robot is anticipated to get over of the problems like picking and placing the hazardous 

substances without touching it and this robot prototype is supposed to solve problems such 

as placing or choosing objects as well as picking and placing dangerous objects in the 

quickest and easiest method possible. 

Keywords: Robotic arm, Accuracy, Bluetooth, Data packets, Servo motors, Arduino, 

Automobile Industry. 

1 INTRODUCTION 

These days there is an increase demand of robotic into working tasks to make work easier for 

tomorrow. Specially the work that have repetitive task.  Basically, robotics is of two types 

industrial and service robot. According to IFR, an automatically controlled, multipurpose 

manipulator, reprogrammable which can be either fixed in place or movable. it does not 

include inventing operations. Movable robots are being used in variety of fields such as 

hospital operations, military tasks, office, hotels and agriculture. Depending on the 

application, it can be constructed to accomplish necessary functions like grabbing, moving, 

and even more.[1] Apart from worker who must pick and place something must be difficult 

for example, in chemistry the chemicals cannot be picked by bare hands of humans as well 

as in case of military such as to defuse bomb that requires a robot to pick and place it to the 

required space. Consequently, the work of human can be replaced by a locomotor’s robot. 

mailto:prf98354@rediffmail.com1
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[2] The robot is a wirelessly operated that can ensures that the work from a long distance as 

well. Bluetooth is also a platform other than wireless controller that control robot without the 

use of any type of cables. The robotic motion and movement can be controlled by smart 

phone via Bluetooth. As per this project we will be able to move the arm of robot in all 

directions (left, right upward and downward) as per requirement. There are more than 

thousands of robotic arms which are made by different companies. Bluetooth, in addition to 

being wirelessly operated, is also a platform for controlling robots without the use of a cable. 

The robot's motions are controlled remotely through Bluetooth technology. The actuation of 

robotic arm is operated by producing PWM from a pin on the Arduino Mega board. Robotic 

arm may be operated autonomously or by human intervention and can be utilized to conduct 

a range of jobs with high precision. Analytical prediction of the behaviour of physical 

systems in many critical situations is either exceedingly difficult or impossible. Motivated 

by the limits of prototyping a physical system, modelling discovers significant reasons to 

analyse and investigate a system's performance. The robotic arm can be stationary or movable 

(wheeled), and it can be built for industrial or domestic use. The most often used robotic arm 

for the application i.e. pick and place is segmented. Wireless mobile robots have also been 

evolving in recent years. The robotic arm is currently used all around the world is more in 

industries rather than the domestic as robots are not much used for normal purpose. Robotic 

arm is also very useful in places that requires high accuracy, where there is no place for 

errors. Industrial arm may differ in size, types of joint, the joint sequence that are connected 

and motion range accepted at each joint. There are various parameters to manufacture and 

develops a robotic arm. The parameters are number of axis, freedom degree, working 

envelops, speed and acceleration, motion control and iterative.[3] 

2. DESIGNING OF ROBOTIC ARM 

In this section, we will talk about robotic arm this include the basic components like types of 

robots, servo motor, HC05BT module, Arduino uno etc. these have also covered kinematics 

in the development of robotic arm.  

2.1 Types of Robotic Arm: It is of many types depends on the parameters and kinematics 

properties. Based on parameters, robotic arm is defined by multiple parameters i.e., no. of 

axis, degree of freedom, drive system, speed and acceleration of actuators, accuracy & 

repeatability and motion control. The research is focused on the creation and construction of 

a robotic arm control for a 5 Degree of Freedom movable robot arm for pick and place 

applications, allowing the robotic arm to 

be utilized as a lab-based model for 

learning and education as well as an 

autonomous model as needed. 

2.2 Need for Robot Kinematics: 

Kinematics is the research of the 

movement of bodies without regard for 

the cause. Similarly, Robot kinematics 

is a relationship between position, 

ROBOTIC ARM 
KINEMATICS

FORWARD 
KINEMATICS

END-EFFECTOR 
POSITION

INVERSE 
KINEMATICS

JOINT ANGLES

Figure 1: Types of robotic kinematics 



velocity and acceleration of 

links and joints. Kinematics 

is a need from robotic arm to 

do required work. Robot 

kinematic modelling 

enhances industrial 

automation processes by 

allowing them to be semi-

autonomous or even 

completely autonomous. 

Because of the nature of the 

work and the operating 

environment, industrial 

robots are often made up of 

a series of stiff links set on a base. By kinematics robotic arm can pick and place objects like 

pick any object from location A and drop or place to the second location B accurately. 

Forward kinematics is simple and straightforward whereas inverse kinematics is very 

complex and much more difficult. [4] 3D based animated software that is Robo-analyser is 

used to study kinematics, DH (Denavit–Hartenberg) parameters and robot dynamics and it 

authorize animation and graph as an outcome. 

2.3 Hardware and software Implementation 

2.3.1 Servo Motor: A servo motor, which functions as a rotary actuator, allows for accurate 

regulation of angular and linear position. The functions of the servomotor are to turn over a 

sequence of speed and to perform the control speed of the motor given by the instruction 

through PWM pulse width modulation pin in Arduino uno. Servo motor can control speed, 

position and torque of the motor simultaneously. [5] 

2.3.2 Bluetooth Module (HC05 BT): Bluetooth is required to make our robotic arm more 

advanced and can be controlled wirelessly by smartphone through Bluetooth. Bluetooth is a 

standard short-range wireless interconnected tool; its repeating range is 1 to 100 meter and 

frequency of communication is 2.45 GHz. It can send 1600 data packs per second; each 

packet of data is sent on different channel. Speed of data transfer of transceiver is 3Mbps. [6] 

2.3.3 Servo Control App This application is designed for IoT which can control the hardware 

remotely. In android application, data packets are send to Bluetooth module (HC05 BT). The 

Arduino uno receives the data from Bluetooth module through serial communication. Control 

signals are generated by Arduino uno for servo motor based on the value of the data packets 

[7]. Figure 4 represents the flowchart for better understanding. It has easy to use widgets 

which can be set with no additional training required. There is no need of any code required 

for the implementation. [8] 

2.3.4 Arduino uno Microcontroller The ATmega328P-based Arduino Uno is a 

microcontroller board. It contains 14 digital I/O pins (six of which are PWM outputs), 

Figure 2: Robo Analyzer software 



analogue inputs, a 16 MHz quartz crystal, a USB 

connection, a power connector, and a reset button. It comes 

with everything you need to support the microcontroller; 

simply link it to a computer via USB or power it using an 

AC-to-DC connector or battery to get started. 

2.3.5 End Effector of the Robot   The end effector is one 

feature that enables the robot to deliver adaptive solutions. 

This device is designed to interact with its environment, and 

the end effector's functionality is fully reliant on the robotics 

research. Essentially, an end effector is nothing more than a 

gripper or a device that functions according to the many 

applications generated in it and when it comes to 

robotic awareness. They are classified as Impactive, 

Ingressive, Astrictive, and Constitutive. Different end 

effectors respond differently to these. 

 Impactive: This functions as a jaw or fingernail 

that physically grasps by colliding with the thing 

to be operated upon. 

 Ingressive: The use of pins and needles to 

physically penetrate the surface of an item.  

 Astrictive: It is just the suction established on 

the item's surface, which is generated by 

vacuum cups as an outsourced and by 

electromagnetic devices if applied. 

 Contiguous: Close communication is necessary 

for the object's holding mechanism, such as 

surface tension produced at a precise point. 

3. APPLICATION OF WORK 

There are many applications of Robotic Arm in different industries i.e. Medical industry, 

Automotive industry, Agriculture industry, Education Industry, Chemical industry, and Food 

industry. When we talk about Medical industry, these autonomously robotic arms aid 

surgeons in the performance of less invasive surgeries. Healthcare mobility robots bring 

supplies, drugs, and food to patients and personnel, allows experts, hospital workers, and 

patients to communicate more effectively. For the oil and gas business, there are inspection 

robots that can move through a pipeline, as well as undersea robots for checking oil sites and 

rescue operations. 

4. RESULTS AND DISCUSSION 

Robotic arm using IOT, all servo motors and modules are working properly.[9] It is able pick 

any object less than 100 gm from location A and place it to location B with high accuracy.  

BLUETOOTH 
MODULE HC05 BT

HC05BT RECIEVES 
THESE PACKETS 

OF DATA

ARDUINO UNO 
SENDS SIGNALS 

TO SERVO AS PER 
THE VALUES OF 
SERVO MOTOR

SERVO MOTOR

ANDROID APP 
SENDS DATA 

PACKETS 

Figure 3: Servo control application 

Figure 4: Servo control application flowchart 



3.1 General Homogeneous Transformation: In robotic arm, HTM is known as 

Homogeneous Transformation Matrices. It is used as a tool for exploring both the position 

and orientation. General homogeneous transformation equation used for this robotic arm is 

as follows: [10].          

 T=[

cos ∅𝑖 −𝑠𝑖𝑛𝜃𝑖𝑐𝑜𝑠𝛼𝑖 𝑠𝑖𝑛𝜃𝑖𝑠𝑖𝑛𝛼𝑖 𝑎𝑖𝑐𝑜𝑠𝜃𝑖
𝑠𝑖𝑛∅𝑖 𝑐𝑜𝑠𝜃𝑖𝑐𝑜𝑠𝛼𝑖 −𝑐𝑜𝑠𝜃𝑖𝑠𝑖𝑛𝛼𝑖 𝑎𝑖𝑠𝑖𝑛𝜃𝑖

0
0

𝑠𝑖𝑛𝛼𝑖
0

𝑐𝑜𝑠𝛼𝑖
0

      𝑎𝑖
      1

] 

3.2 Robotic Arm Gripper for 

Picking And Placing 

Constructs: Gripper is the 

component of robotic arm 

which is used to hold the 

object. Below is the snapshot 

of the gripper position one is 

in closed state and another is 

in open state. It is used 

for grabbing any object to 

pick and place. It is also called the head of the robotic arm. [11][12] The great variety of 

gripper types is owing to the broad range of objects that robots may grasp, which includes 

textiles, electronics, and automobile parts. A tiny, soft gripper, for example, is likely to be 

the ideal choice for direct 

handling of sensitive 

goods.[13] 

3.3 Sideview of Robotic 

Arm: This is the picture of 

the whole robotic arm 

connected via jumper wire, 

Arduino uno, HC05 BT, 5V 

DC supply, and Arduino uno 

is programmed by Arduino 

IDE.[14] 

5. CONCLUSION 

This paper is illustrated a robotic arm and its components using IOT based services. The 

proposed design or the development is easily configurable and maintainable. These types of 

solution or machinery can be used in various industries where humans cannot operate or it is 

too dangerous for human beings on these sites. For this application embedded technologies 

like Bluetooth, Arduino MCU, advanced servo motors. Unique and homogeneous 

transformation matrices are computed, providing information on the location and direction 

of a robotic arm side. By comparing it to a human arm, the number of parts in this specific 

robotic arm is calculated. This is how the number of parts is calculated. In this article, we 

Figure 7: Side view 1 Figure 8: Side view 2 

Figure 5: Robotic arm, gripper 
closed 

Figure 6: Robotic arm, gripper 
open 



evaluated the robotic arm in every way imaginable, including core strength capabilities, 

motion ranges, joints, and so on. The figures depict the robot's kinematic test. The proposed 

improvement is reusable, cost effective, and accurate. Overall, the goals of designing the 

software and hardware components for a wireless mobile robotic arm, establishing the pick 

and place system operation, and testing the robot that fulfils the requirements of purpose 

research have been met. Based on the examination, it is obvious that its action is exact, 

accurate, easy to regulate, and user pleasant. 
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