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Abstract 
 
This research suggests using the Cuckoo search (CS) MPPT approach (MPPT). Using the 
array's maximum power point might make the system more expensive and less effective. 
The proposed solution is easy and cheap. PSC may cause the PV array's P-V curve to have 
several peaks. A conference this enormous has only occurred once in human history. The 
circumstances make traditional MPPT approaches less effective. For this, a two-stage MPPT 
approach was created. Continuous sampling of the array's P-V characteristic is utilised to 
discover the partition shading condition (PSC) and global maximum power point (GMPP) 
(MPP). An open loop makes the suggested technique straightforward and inexpensive to 
implement. Cuckoo search MPPT controller controls the Boost converter's duty cycle for 
optimal performance (CS). Fast and stable, it performs well as a dynamic partial shadow 
MPPT. This research addresses classic MPPT difficulties using CSA MPPT (such as 
incremental conductance MPPT, P and O MPPT, and PSO MPPT). To implement system 
simulation findings, MALTAB/SIMULINK is used. 
 
Keywords. Photovoltaic (PV), Maximum Power Point Tracking (MPPT), Cuckoo search 
(CS) MPPT, Partial Shading Condition (PSC). 

1. INTRODUCTION 

As the world’s population grows and the world’s supply of fossil fuels depletes, we must 
find new ways to meet our energy needs. The potential of this new technology has drawn 
the attention of solar power experts. You can use the sun’s power by using photovoltaic cells 
(PV). In the event that you can afford it, get equipment that needs little to no upkeep. When 
it comes to photovoltaic (PV) systems, the temperature and intensity of the sun’s radiation 
may either help or hurt them. Solar radiation for photovoltaic (PV) systems is at its most 
efficient when it is 25 degrees Celsius and delivers 1000 watts per square metre. By 
comparing the voltage output and the current usage, you can figure out how much power the 
module puts out. The P-V curve in PV systems can only be converted at a single point. A 
D’P and DC-DC converter-based MPPT system is also available. Solar power controllers 
may be beneficial in certain situations. The MPPT system’s instructions to the converter 
have been updated. Keeping the MPP away from the operation is essential. Consequently, 
PV modules are capable of producing large quantities of electricity. A possible link exists 
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between the quantity of sunshine that solar panels get and the temperature that they 
experience (UI). which shows that the PV module’s cells may generate large amounts of 
electricity in a short length of time without being damaged. It’s possible to keep tabs on the 
MPP in this way. It’s also possible to buy FSC controllers or fractional open-circuit voltage 
and current versions shaded, energy is lost. A hot spot may be extinguished by using an anti-
polarity diode. The P-V curve of a circuit with a bypass diode has multiple power peaks. 
Hardware and software safeguards may be used to disguise sections of a structure. Improved 
PV module interfaces and DC-to-DC converters are two examples of this. Large and 
sophisticated systems need a long amount of time to test. For example, traditional 
technology might benefit from the use of soft computing. Fuzzy logic and artificial neural 
networks are two examples of this ever-evolving technology. MPPT also makes use of 
metaheuristics.  Algorithms pollinate flowers. Toward the end of this study, we constructed 
an autonomous bee colony ABC (ABC). When the parameters of the governing equations 
are changed, these strategies become progressively complex to implement. This approach 
needs fewer tuning parameters since it has a better track record of regularity and regular 
convergence.   

2. PROPOSED METHODOLOGY 

A) Components of Grid connected PV System 

 

 

 

 

 

 

 

 

 
Figure. 1 Three basic components of grid-connected PV systems 

PV solar cells, power converters, and a grid interface control system. One of the primary 
goals of a PV grid-connected system is to regulate the flow of power between the renewable 
energy source and the utility grid, while also maintaining a high-power quality factor for the 
PV inverter grid connection.  Maximum power point tracking (MPPT) is a way to get the 
most power out of photovoltaic (PV) solar systems no matter what the weather is like. In PV 
systems, there are different MPPT algorithms that can be used to reach the MPP. Depending 
on the weather, these algorithms can be easy or hard to understand. The best is CSA MPPT. 

We have the following equation for the current in a solar cell: 

I = 𝐼𝑝ℎ − 𝐼𝑜[𝑒 q (V + I.Rs)/nkT) – 1] – (V+IRs)/Rsh                 (1) 
Where VT signifies Voltage at the terminal 
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Iph signifies the isolation current 
V signifies voltage of the cell 

I signify current of the cell Io signifies opposite saturation current. 

 

 

 

 

 

 

 

 

 

Figure. 2 (a) Sample partial shaded string structure. (b) PV Curve (c) Peak powers 
Rsh is Parallel Resistance 
Rs signifies Series Resistance 
q signifies basic charge 
n signifies ideality factor of diode  

T signifies complete Temperature 

V and P–V appearances of the dappled Figure. 2 (a) Sample shaded string structure. (b) I–
string. 

B) Boost Converter  

                                   
Figure. 3 Boost converter Construction     Figure. 4 Alternate Mechanism of boost converter 

PV systems need a dc-dc converter because the PV panel doesn't put out enough voltage. A 
step-up converter, also called a boost converter, increases the value of the dc voltage that 
goes into it. The energy that is put in is temporarily stored, and then it comes out as a higher 
voltage at the output. This information is stored in inductors and capacitors. The capacitor 
smooths out the wave form of the voltage at the output. To cut down on switching Power 
losses, the MPPT controller sends a switching pulse to a switching device. Here are the specs 
for how a boost converter presented in figure.3. The boost converter works in two ways, 
depending on how the reactive parts are charged and drained. During the first mode of 
operation, the switching device is turned on and the inductor is charged to a certain level of 
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energy. When the switch is in the "off" position, the reactive component is sent to the output 
to power the load. To power the load, the stored energy in the inductor is fed into an input 
voltage that drives the power diode and charges the capacitor. This means, as the name 
suggests, that the output voltage is higher than the input voltage. During this time, the 
average output voltage of the system is lower than the average input voltage. This cycle 
happens again and again until the MOSFET is turned back on. As the inductor's maximum 
value gets closer to zero, less current flows through it. If the inductor charge current is less 
than the current needed to provide the output when the switch is off, the converter won't 
boost the output to the right amount. In order to keep the converter from going into a mode 
called "discontinuous conduction," the values of the inductor and capacitor must be carefully 
calculated. 

C) DC-AC Converter (Inverter) 

By connecting an inverter to the DC-DC buck-boost converter's DC voltage output, power 
can be sent back into the grid. Grid Side Converter (GSC) is the common name for a three-
phase inverter used for DC-to-AC conversion. Figure. 5 shows the three-phase inverter. 

 

                                     Figure. 5 Basic circuit of Three Phase Inverter 

3. CONTROL METHODOLOGY 

 

Figure. 6 Cuckoo Search Algorithm 
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In this project, MPPT with cuckoo search is suggested. The initial random PV voltage 
solution, Va, in the cuckoo search method is equal to [0, 25, 0]. According to the CS 
technique, Va denotes the nest. In order to determine a person's level of power Fitness. 

𝑃𝑎 = 𝑉𝑎 ∗  𝐼𝑎      (2) 

As soon as you've found the best current solution, you'll "select a random nest and produce 
a new solution via random walk as." The flow graph of proposed Cuckoo search algorithm 
is shown in figure.7.                                    

4. RESULTS & ANALYSIS 

To verify the performance of the proposed GMPPT algorithm, an experimental setup is 
developed and the proposed MPPT method is applied to it. Fig. 7 to 11 shows the 
experimental setup. The setup comprises a boost converter that is paralleled with eight 
batteries with total 96 V to keep its output voltage (Vo) constant. It is noteworthy that 
because Vo is used in determination of desired duty cycle, its transients do not deteriorate 
efficiency of the proposed method. 

 
       Figure. 7 MATLAB/SIMULINK circuit diagram of the proposed system 

 

Figure. 8 When a step or ramp command is sent, the switching and averaging state space 
models of the PV system's boost converter respond accordingly. 
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          Figure. 9 Array Voltage          Figure. 10 Array power 

5. CONCLUSION 

A photovoltaic (PV) system that is connected to the grid and has a low distribution voltage 
is demonstrated in this article. It is suitable for use in households, in places of business, and 
even by individual consumers. The Cuckoo Search Method (CSA) and a boost converter 
topology are both used in the operation of a Maximum Power Point Tracking (MPPT) 
algorithm (CSA). The findings of a MATLAB/Simulink simulation show how the 
performance of photovoltaic (PV) systems and the grid shifts over time and in response to 
variations in irradiation. CSA MPPT is superior to INC and P&O when it comes to the 
monitoring of radiation conditions that are subject to fast change. The CSA methodology 
outperformed INC and P&O in terms of obtaining the TMPP more quickly and effectively 
than the other two ways due to the fact that there were no drifting problems involved. 
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Abstract 
 
This article proposes a design of solar powered high step up non-isolated converter 
with low switching stress. The proposed circuit is designed by merging the 
traditional switched-inductor (SI) boost converter with a boosting cell. The design 
of new non-isolated boost DC-DC converter is made to control the DC output of the 
renewable systems particularly for solar. The proposed converter has various 
benefits such as providing a high efficiency, simplified control, low voltage stress 
on the active switches and high step-up voltage gain, which makes it suitable for 
solar energy applications. Additionally, the suggested configuration enables the 
shared ground connection between supply and load. The performance of the 
modified non-isolated converter is evaluated under study state conditions. Operation 
principles of the suggested topology are shown in detail. To confirm the 
effectiveness, the theoretical analysis of proposed topology is verified by simulation 
result. The converter achieved 96% efficiency for the proposed design. 
  
Keywords. DC-DC converter, solar, continuous input current, low stresses, high 
voltage gain. 

 

1. INTRODUCTION 
The challenges of climate change and global warming, both of which are 

caused by the vastly growing emissions of greenhouse gases, have evolved into 
significant concerns in the modern world. Photovoltaic (PV) cells, fuel cells, and 
wind turbines are examples of renewable energy generating technologies that have 
recently gained favour as potential alternatives. Car high-intensity discharge lights, 
power supplies, hybrid automobiles, and telecom power systems are just a few 
examples [1] of the many applications for these lamps. It is possible for a basic boost 
circuit to attain a boundless voltage gain when the duty ratio is set to 1. Only in 
theory can this happen. There are large conduction losses in the controlled switch 

mailto:*Email:%20nagireddy208@gmail.com
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and diode reverse recovery losses due to high duty cycles [2]. Furthermore, the 
voltage stress of switch is rather high, which indicates that the switch voltage stress 
is same as the output voltage. It is possible to get a large voltage gain in flyback, 
forward, half &full bridges, and push-pull topologies by increasing the number of 
turns on the transformer [3]. Flyback, complete bridge, and push-pull are other 
forms of isolated converters.  

There are, however, several difficult issues, such as the secondary 
transformer winding leakage inductance and parasitic capacitance, high spikes in 
voltage and current, and grater voltage stress on the switching electronics. These 
issues worsen the system's performance by increasing switching losses due to 
excessive power dissipation and noise [4]. The switching devices can also be 
damaged by large voltage spikes, which are also present. By altering the connected 
inductor's turn’s ratio, coupled inductors-based dc-dc converters may also achieve 
significant voltage gains [5]. They are very easy to manage. This may be 
accomplished by changing the connected inductor's turn ratio correctly. Voltage 
spikes occur across the power switches when many inductors are coupled together. 
In addition to this, the losses caused by leakage inductance bring the converter 
efficiency down. Because of this, more snubber circuits are necessary, which results 
in more complicated circuitry [6]. To produce high voltage gain, boost converters 
can also be used in a cascading or quadratic configuration [7]. In this configuration, 
two or more boost converters are cascaded together. Cascading boost converters, on 
the other hand, increase the number of stages, which necessitates a larger board area 
to house the increased number of switches and gate driver circuits, resulting in a 
lower power density. Cascading boost converters also increase the size of the board.  

When employing many stages, the voltage gain may be enhanced. However, 
this results in a rise in the total number of circuit components, which leads to more 
complicated power and control circuits. In addition, the price of the circuit is huge, 
and its efficiency drops as the aggregate of steps needed to reach a greater voltage 
grows. In this paper, a novel transformer-less boost converter (TBC) is developed 
to lower the voltage between switches while still achieving wide step-up voltage. 
The proposed converter has various benefits such as providing a high efficiency, 
simplified control, low switching voltage stress on the devices and high step-up 
voltage gain, which makes it appropriate for solar energy applications [8]. Because 
of this, the suggested converter requires a lower number of diodes than the 
traditional SI boost circuit does. This is because the two active switches in the given 
configuration evenly divide the entire output voltage, which in turn halves the 
voltage stress that is placed on the switches. So, switches rated for low voltage could 
be used in the design of the proposed TBC structure. In addition, by employing TBC, 
a greater voltage gain may be accomplished without an increase in the number of 
components used in the present SI boost circuit. Also, the converter that was 
suggested can connect both the load and the supply to a single ground.  
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2. PROPOSED TBC CONVERTER 

Wide voltage gains than standard boost converter may be achieved by 
utilising SI boost circuit, which incorporates extra switching circuitry. When the 
voltage gain is raised, however, it causes a large rise in voltage stress on the 
switches, which leads to a greater development of total output voltage on the switch. 
With two switches, voltage stress on the switches is minimised in a transformer less 
active switched inductor circuit. The converter, on the other hand, can only handle 
floating loads. Figure 1 depicts the circuitry of TBC, a suggested solution to address 
these limitations. Lower stress on the switches and a larger voltage gain are achieved 
by using the TBC. Modifying the SIBC's power circuitry is all that is required to 
create the circuitry. Two diodes Da and Db, active switches Sa and Sb, two 
capacitors Ca and Cb, two inductors La and Lb with identical ratings (L), and a load 
R make up the proposed TBC circuitry. The traditional SI boost circuit’s 
intermediate diodes have been replaced with a capacitor and an active switch. A 
parallel charging and sequential discharging of energy components are used in the 
suggested TBC. A series discharge is used to charge the output filter capacitor when 
the power is turned off, while a parallel discharge is used to charge the other side of 
the capacitor when it is turned on.  

 
Figure 1. Designed TBC Converter  

As a result of this, the suggested TBC reduces the voltage stress on the two 
active switches to half of what it would otherwise be. This means that the proposed 
TBC's power circuitry may make use of switches with low voltage ratings. Despite 
the fact that TBC has the same number of components as a SIBC converter, it has a 
larger voltage gain. Using this suggested circuit  
 

𝐿𝑎 = 𝐿𝑏 = 𝐿                                                                     (1) 

 
The internal resistance of semiconductor devices and inductors, as well as a 

capacitor that is very big to maintain a stable voltage, are ignored while studying the 
characteristics of the circuit's continuous conduction mode (CCM). Time t0–tA is the 
switching duration for mode I in fig. 2 and 3, respectively, which illustrates 
characteristic TBC waveforms in CCM mode (i.e., ON period).  
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2.1 Basic operation  

There are two modes of CCM operation for the suggested TBC: one in which both 
switches are on, and one in which both switches are off.  

Mode I (Period t0–tA): -As seen in figure 2, mode I of TBC has an analogous circuit. 
Switch Sb charges inductor Lb, while input supply (VPV) charges inductor La via 
diode Da and switches Sa and Sb, while input supply (VPV) charges capacitance Ca 
via diodes Da and switch Sb. Note that the energy elements La, Lb, and Ca, are 
charged in the parallel-paths and the output filter capacitor Cb discharges through a 
load. In this mode, diode Da is in forward bias and Db is in reverse bias. Inductors 
and capacitors have voltages and currents that may be stated as  

𝑣𝐿
′ = 𝑣𝐿𝑎

′ = 𝑣𝐿𝑏
′ ≈ 𝑉𝑃𝑉, 𝑣𝐶𝑏

′ = 𝑉0                                               (2) 

𝑖𝑃𝑉
′ = 𝑖𝐿𝑎

′ + 𝑖𝐿𝑏
′ + 𝑖𝑐𝑎

′ , 𝑖𝐶𝑏
′ = −𝑖0                                                                                  (3) 

In this case, the superscript is mode I and the subscript are the element.  

 
Figure 2. Mode 1 operation of TBC topology  

Mode II (Period tA–tB): - TBC mode II comparable circuit is shown in Figure 3. The 
energy elements La, Lb, and Ca, are charged in the series-path with the supply 
voltage VPV; electrical power is provided to the load resistance through a diode for 
the time being the filter capacitor Cb charges. Diode Da will be reverse biased and  
Db is in forward bias, in this stage. Voltages and currents that may be stated as 
 
𝑣𝐿

′′ = 𝑣𝐿𝑎
′′ = 𝑣𝐿𝑏

′′ ≈ 𝑉𝑃𝑉 −
𝑉0

2
, 𝑣𝐶𝑏

′′ = 𝑉0                  (4)      

 
𝑖𝑃𝑉

′′ = 𝑖𝐿𝑎
′′ = 𝑖𝐿𝑏

′′ = 𝑖𝐿
′′, 𝑖𝐶𝑏

′′ ≈ 𝑖𝐿
′′ − 𝑖0                   (5) 
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Figure 3. Mode 2 operation of TBC topology  

Mode II is represented by a superscript and a lowercase subscript, respectively. The 
voltage gain of TBC may be written as follows using the inductor volt second 
balancing principle:  

𝑉0

𝑉𝑃𝑉
=

2

1−𝑑
       (6) 

 
where VG and dare the voltage gain and duty ratio, respectively. It is clear from 
equation (6) that the voltage gain of the TBC is superior to that of the traditional 
converters.  

2.2 Inductors design  

 
𝐿𝑎 =  𝐿𝑏  =   

DVpv

𝑓𝑠∆IL𝑎
           (7) 

For D = 0.6, Vpv = 24V, 𝑓𝑠 = 60 kHz and ∆Ia&b = 0.5, the values of La& Lb are given 
by La& Lb = 480 µH.   

2.3 Capacitors design  

𝐶𝑎 =   
𝑃𝑖𝑛(1−𝐷)

𝑉𝑖𝑛𝑓𝑠∆𝑉𝑐𝑎
                              (8) 

 
𝐶𝑏 =   

P0D

𝑓𝑠∆VC𝑏V0
                              (9) 

 
For D = 0.6, V0 = 120V, 𝑓𝑠 = 60 kHz and ∆Vca = 2A, ∆VC𝑏 = 1A. The value of Ca, Cb 
are given by Ca= 27.78µF, Cb=16.67µF.  

3. SIMULATION RESULTS 
The projected converter is designed for an output power of 200W, with an 

output voltage of 120V. With the input voltage of 24V, the required output voltage 
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with a gain of 5, can be produced at a duty ratio of 60%. The load resistance is 
calculated using basic formula as 72Ω. To reduce the converter size, it is advisable 
to take higher switching frequencies (fs), however for the proposed simulation and 
design 60 kHz frequency is considered. The proposed converter contains four 
energy elements which includes two inductors and two capacitors. With the 
considerable current and voltage ripples on the inductors and capacitors 
respectively, the energy component values are calculated and are observed in table 
1. Figure 4 represents the input DC voltage waveform along with the input current 
plotted using MATLAB simulation. A 24V DC input voltage is considered as the 
output of fuel cell to design the proposed converter which can be observed in fig. 4. 
Similarly, it can be observed that the input current waveform is continuous and it 
has a ripple of 5A.  

 

 
Figure 4. Simulated waveform of the input DC voltage with a voltage 24V and continuous 

input current with 5 A ripple as considered for design  

The simulated voltage waveform of capacitor 1 (C1) is shown in fig. 5. The 
charging and discharging phenomenon can be observed in the simulation results 
(fig. 5), with a considerable peak ripple of 2V.  
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Figure 5. Simulated waveform of the capacitor 1 voltage with a peak ripple of 2V 

 
Figure 6. Inductor 1 (L1) current waveform with a peak-to-peak ripple of 0.5 A  

Figures 6 & 7 shows the simulated inductor current waveforms iL1& iL2 
respectively under steady state operation (for 10 cycles). From fig. 6 it can be noted 
that the inductor L1 peak to peak ripple approximately 0.5A. This value is exactly 
matches to the theoretical consideration of inductor L1 design. From fig. 7 it can be 
noted that the inductor L2 peak to peak ripple approximately 0.5A. This value is 
exactly matches to the theoretical consideration of inductor L2 design. Finally, the 
simulated output waveforms are shown in the figs. 8 & 9 of the proposed converter. 
The DC output current can be given as 1.6667A theoretically. The simulated value 
is approximately 1.63A and is much closer to the theoretical value.  Figure 9 
represents the simulated DC output voltage with very low ripple (< 0.5% 
approximately). The simulated value is 118V, much closed to the theoretical value. 

As mention above, the output power can be calculated as 192.34W for the 
200W design and the voltage stresses of diode 1 voltage is 60V and d2 is 120V. 
Hence the efficiency is 96.13.   
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Figure 7 Inductor 2 (L2) current waveform with a peak-to-peak ripple of 0.5 A   

 
Figure 8. DC output current waveform of proposed topology  

 
Figure 9. Output DC voltage waveform of proposed topology  
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4. CONCLUSION 
A new TBC configuration was proposed for step-up applications with less 

voltage stress across the switch. Traditional SIBC required exactly the same number 
of components as SI boost circuit. When compared to a standard boost network and 
a SIBC, TBC's voltage gain was significantly higher. As compared to a standard 
converter, this converter used half as many diodes and experienced half the output 
voltage stress. As a result, active switches with low voltage ratings might be used in 
the TBC system. There was a discussion of the CCM mode's operation, including its 
voltage gain. Switches with lower voltage ratings have been shown to provide a 
larger voltage gain. Only diode Da and switch Sb were used to link capacitance in 
Mode I of the proposed converter architecture to input supply in Mode II.   
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Abstract 
Electric vehicles have become more popular as they help in reducing pollution and require 
no gasoline in comparison to other automobiles. As a result, it is essential to develop fast-
charging terminals for electrical vehicles (EV) where terminals are operated through dc 
microgrids. This will help us to alleviate concerns about power quality and increase 
the efficiency. This work proposes the model predictive control (MPC) and Proportional-
integral (PI) techniques to control a bidirectional Buck-Boost converter that is utilized to 
exchange power between a dc-microgrid and energy storehouse devices.   This presented 
system comprises 2 solar panels with attached converters, storehouse systems, dc loads, and 
ports for Electric Vehicle charging, and a converter for AC utilities. By controlling the 
gating of proposed converter by PI and MPC control techniques, the flow of power between 
battery and microgrid is controlled. Using MATLAB, a bipolar DC microgrid under 
different climatic conditions and for various loads is simulated and examined voltage 
unbalance issues. 

Keywords. Three-level bidirectional converter, PI controller, MPC technique, Energy 
storehouse, three-level DC microgrid, Voltage regulation, NPC inverter, State of charge, 
Buck-Boost converters. 

1. INTRODUCTION 

A Microgrid is a simple system for transferring power among storage units and loads; A DC 
microgrid has good efficiency compared to AC microgrid. Ac grids have higher losses such 
as power factor losses; power density is low, reactive power losses, and poor efficiency. We 
picked dc microgrids for enhanced performance due because of these losses and 
complexities in AC.  While in   bipolar microgrid, the linkage between distributed 
generation units (DGU) and dc load is versatile. In terms of sharing loads, bipolar microgrid 
possesses superior control and versatility [1,2] as well as improved voltage profile and 
Balance. Unstable grid voltage, power issues are the most common issues encountered 
during load disturbances and power generation variation.  bipolar converters or Voltage 
balancers are better alternative for these issues. There is more literature on voltage equality 
[7] and fewer papers on voltage balancing by using three-level Boost mode.  [5] describes a 
bidirectional converter controlling strategy for balancing voltage of the bipolar boost 
converter. [6] explains how to use a neutral point (NPC) converter to manage an 
EV charging port utilizing voltage balancing approach. [3] shows the MPC 

mailto:nsrikanth5406@gmail.com
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controlling technique for a wind farm's bipolar converter combined with addition of an NPC 
inverter. In order to obtain high gain for bipolar DC grids, this study suggests a non-isolated 
three level converter with an overlapped switching capacitor appropriate for both less & 
more power applications [9]. MPC is to be a powerful, quick, and effective control strategy 
for the best power translation. The power produced from the PV system is transmitted to dc 
microgrid by using boost converter [10]. The bipolar bidirectional converter connects the 
energy storage devices to the microgrid, furthermore loads connected to a dc microgrid. 
Additionally, this system can reduce imbalance losses while maintaining good voltage 
profile.  bipolar bidirectional converter is controlled, based on the battery's state of charge 
(SoC). 

  

2. CIRCUIT DESCRIPTION 
2.1. Bidirectional converter 

There are two modes to operate the three-level bidirectional converter i.e., Boost mode and 
Buck modes of operation. In buck mode, switch3 (S3) and switch2 (S2) will operate 
simultaneously and switch1 (S1) and switch4 (4) will be used to make the operation in Boost 
mode. The equations for the calculation of the three-level bidirectional converter are given 
below equation 1 & 2. 

 
Switching equations are derived by monitoring the four modes of operations in buck mode 
as well as Boost mode. In boost mode, the power will transfer to the microgrid from the 
Battery to balance the voltage at capacitor1 by diodes 1 and 4 in conducting position and the 
voltage is controlled at the capacitors. The battery becomes discharged. In a similar way the 
voltage across the capacitor is get charged by doing the operation of diodes 2 and 3 and it 
will control the voltage across the capacitor2. 
 
𝑉𝑑𝑐 = 𝑉𝑐𝑎𝑝2 ∗ (1 − 𝑆3) + 𝑉𝑐𝑎𝑝1 ∗ (1 − 𝑆2)    (1) 

Switches 1 & 4 will be in the ON position and the battery will gain power by taking the 
voltage from load capacitor1 to give or transfer the power to the microgrid when it needs 
more power. To process for discharging the load capacitor1, switch1 should be in on 
position. Similarly, battery will also take the power from capacitor2 by making switch 4 ON. 

𝑉𝑑𝑐 = 𝑉𝑐𝑎𝑝1 ∗ 𝑆1 + 𝑉𝑐𝑎𝑝2 ∗ 𝑆4      (2) 

2.2. Energy Storage System 

Renewable energy is always varying the generating power depending on nature and 
environmental conditions. In a solar plant, the power is high when the sunlight maximum 
and power generation is low when the sunlight minimum. So, it is necessary to store the 
power and supply it to the consumers according to their needs. In this study, we are using 
the Li-ion battery to store the generated power from the PV. The battery is designed with 
the specification of 120V, 25A in Simulink. So, it can store the power when generating 
power is high and supply it to the consumers when the generated power is low. The battery 
is designed with the minimum capacity to store half of the power from the grid. The equation 
for the design of the battery is analysed from [8] and the modelling is done in MATLAB. 
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3. THREE LEVEL CONVERTER MODELLING 
3.1        Review of the Boost Mode 

After examining the different stages of Boost mode, KVL and KCL are used to buck and 
boost modes, with direct voltage (Vdc) serving as the input signal, capacitor voltages (V 
cap1, Vcap2), and inductor currents (I_ind) as state variables. The following matrix 
representation of the set of equations makes it simple to understand. 

 

[
 
 
 
 

𝑑𝐼𝑖𝑛𝑑

𝑑𝑡
𝑑𝑉𝑐𝑎𝑝1

𝑑𝑡
𝑑𝑉𝑐𝑎𝑝2

𝑑𝑡 ]
 
 
 
 

=

[
 
 
 
 

−𝑅

𝐿𝑖𝑛𝑑

−1+𝑆2

𝐿𝑖𝑛𝑑

−1+𝑆3

𝐿𝑖𝑛𝑑

1−𝑆2

𝐶𝑎𝑝1

−1

𝑅1∗𝐶𝑎𝑝1
0

1−𝑆3

𝐶𝑎𝑝2
0

−1

𝑅2∗𝐶𝑎𝑝2]
 
 
 
 

*[

𝐼𝑖𝑛𝑑

𝑉𝑐𝑎𝑝1

𝑉𝑐𝑎𝑝2

]+[
1

𝐿𝑖𝑛𝑑
0 0]* [

𝑉𝑑𝑐

0
0

]    (3) 

3.2     Analysis of Buck Operating Mode 

A buck converter's four operational modes are examined for the given case, and the state-
space equation is completed in the mathematical form shown below. 

 

[
 
 
 
 

𝑑𝐼𝑖𝑛𝑑

𝑑𝑡
𝑑𝑉𝑐𝑎𝑝2

𝑑𝑡
𝑑𝑉𝑐𝑎𝑝2

𝑑𝑡 ]
 
 
 
 

  =  

[
 
 
 
 

−𝑅

𝐿𝑖𝑛𝑑

𝑆1

𝐿𝑖𝑛𝑑

𝑆4

𝐿𝑖𝑛𝑑

−𝑆1

𝐶𝑎𝑝1

1

𝑅1∗𝐶𝑎𝑝1
0

−𝑆4

𝐶𝑎𝑝2
0

1

𝑅2∗𝐶𝑎𝑝2]
 
 
 
 

  *  [
𝐼𝑖𝑛𝑑

𝑉𝑐𝑎𝑝1

𝑉𝑐𝑎𝑝2

] + [
−1

𝐿𝑖𝑛𝑑
0 0] * [

𝑉𝑑𝑐

0
0

]  (4) 

 
where Vcap1 and Vcap2 represent the voltage across the first and second capacitors, 
respectively. I_ind stands for inductor current, L_ind for load inductor, and Vdc for supply 
dc voltage. Figure 2 displays the bipolar bidirectional converter's voltage output. 
 
3.3 Discrete Time Modelling 

There are numerous ways to change a continuous-time model into a discrete-time model. 
The first technique is known as discretization by matrix transformation, and the equations 
needed to turn a continuous-time model into a discrete-time model for state-space analysis 
are provided by, 

X = 𝑒𝐴𝑇  ;  Y = (A-1) * (X-1) * B                      (5) 

  Y=∫ (1 + 𝐴𝑡)
𝑇𝑠

0
*Bt      (6) 

  X(n+1) = [X]*x(n) + Y*u(n)    (7) 

Similar calculations are made using the Backward Euler's technique, which is the second 
way, for (n+1) intervals of current and voltage and specific types of data are anticipated 
using existing current and voltage values are displayed as follows for the nth sample moment 
in discrete-time model. 
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𝐼𝑖𝑛𝑑(n+1) = (1- 
𝑅𝑇𝑠

𝐿
)*𝐼𝑖𝑛𝑑(n)+

𝑆1∗𝑇𝑠

𝐿
*𝑉𝑐𝑎𝑝1 (n)+

𝑆4∗𝑇𝑠

𝐿
* 𝑉𝑐𝑎𝑝2(n) - 

𝑉𝑑𝑐(𝑛)∗𝑇𝑠

𝐿
   

𝑉𝑐𝑎𝑝1(n+1) = ( 
−𝑆1.𝑇𝑠

𝐶𝑎𝑝1
) * 𝐼𝑖𝑛𝑑(n) + (1 +

𝑇𝑠

𝑅1∗𝐶𝑎𝑝1
 ) * 𝑉𝑐𝑎𝑝1(n) 

 𝑉𝑐𝑎𝑝2(n+1) = ( 
−𝑆4.𝑇𝑠

𝐶𝑎𝑝2
) * 𝐼𝑖𝑛𝑑(n) + (1 +

𝑇𝑠

𝑅2∗𝐶𝑎𝑝2
 ) * 𝑉𝑐𝑎𝑝2(n)         (8.a, b, c) 

Calculations of sampling time for converter's Boost mode of operation could be made using 
the discrete-time model as follows, 

𝐼𝑖𝑛𝑑(n+1) = (1- 
𝑅𝑇𝑠

𝐿
) *𝐼𝑖𝑛𝑑(n)- 

(1−𝑆2)∗𝑇𝑠

𝐿
 * 𝑉𝑐𝑎𝑝1(n) -  

(1−𝑆3)∗𝑇𝑠

𝐿
 * 𝑉𝑐𝑎𝑝2(n) + 

𝑉𝑑𝑐(𝑛)∗𝑇𝑠

𝐿
 

𝑉𝑐𝑎𝑝1(n+1) = ( 
(1−𝑆2).𝑇𝑠

𝐶𝑎𝑝1
)*𝐼𝑖𝑛𝑑(n) + (1 −

𝑇𝑠

𝑅1∗𝐶𝑎𝑝1
 ) * 𝑉𝑐𝑎𝑝1(n)  

𝑉𝑐𝑎𝑝2(n+1) = ( 
(1−𝑆3.)𝑇𝑠

𝐶𝑎𝑝2
) * 𝐼𝑖𝑛𝑑(n)+(1 +

𝑇𝑠

𝑅2∗𝐶𝑎𝑝2
 ) * 𝑉𝑐𝑎𝑝2(n)   (9.a, b, c) 

4. CONTROL TECHNIQUES 

4.1     PI Controller for Bipolar Converter 

 The bidirectional converter can be controlled using the PI controller in two different 
operating modes. The battery's SOC determines whether the battery is operating in buck 
mode or boost mode. The converter can operate in Boost mode if the SOC min is smaller 
than SOC and Buck mode if the SOC max is greater than SOC. The controller's primary 
goals are to recover produced power and balance capacitor voltage under various load 
circumstances. The issue will be detected when the reference point and grid voltage are 
compared by PI controllers. The error will be reduced in the current controller, which will 
then transmit information to the switches S2 and S4. The voltage throughout both capacitors 
is checked accordingly at the PI block, which then uses a PI controller to transmit switching 
sequence to the S1 and S3; the voltage is controlled at 300 volts and adjusted at 150 volts. 
When the charge status (SOC) meets all requirements, the valves S1, S2, S3, and S4 are 
turned on accordingly. It will shut off immediately if the SOC condition is not met. 
 
4.2     MPC Controller for Bipolar Converter 

 The PI control technique is used to compute the voltage regulation. The charge status 
(SOC) is used to determine whether the battery situation is within acceptable bounds and to 
help in selecting the converter's operating modes. The model predictive control technique's 
objective is to maintain a steady voltage level during variations in load and manage the grid 
voltage to boost grid efficiency. It will investigate the difference between both the load 
demand (PL) and produced power (Pg) to decide whether to operate in buck mode or boost 
mode. If difference of powers is negative or Pg<PL, the battery discharges and delivers 
energy to the grid while operating in the boost mode. The converter will select the Buck 
operating mode as well as the storage system will charge or retain from grid power if Pg>PL 
or difference in the two power is Positive. Figure 5 shows the MATLAB / Simulink 
environment used to create the model predictive control. 
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5. SIMULATION RESULTS 

5.1 MATLAB Results of PI technique 

By varying solar irradiation levels  

The DC microgrid is powered by 2 PV panels, and maximum output power is drawn from 
the PV panels by using incremental conductance algorithm in the MPPT technique. The 
microgrid is connected with 900w DC-load, irradiation levels for PV1, PV2 are maintained 
at 500,600 W/m^2 and for this case Pg=1100>PL=900. The needed load power is drawn out 
of DC microgrid, converter is operated in buck, and battery is charged. At t=2sec, the 
illuminations are adjusted to 400, 300W/m^2 for PV1&PV2, Therefore, Pg=700<PL=900. 
The Boost mode is activated, supplying the DC grid. At t=4sec, illuminations are increased 
to 1800 W/m^2, so the Pg=1800>PL=900, resulting battery is charging by activating buck 
mode. Figure 6 depicts the corresponding waveforms.  

By varying Load conditions 

Here by keeping a constant load at the grid, the irradiation levels of the PV1 & PV2 are 
changed to check the Battery status. Whenever the irradiation levels of PV panels are 
changed, the Storage system can adjust the power and gives constant required power to the 
load. By observing the Waveform from figure 1 of irradiation levels, initially, 500W/m^2 at 
PV1 and 600W/m^2are given to the PV2. After t=2s the irradiation levels of PV1 are 
changed to 400W/m^2 and PV2 is changed to 300W/m^2. At t=4s again the irradiation 
levels of PV1 are set to 1000W/m^2 and irradiation levels of PV2 are set at 800W/m^2 and 
continuously keep on changing the irradiation levels them to check the battery status and to 
maintain the constant power at load. 

 

Figure 1. change in irradiation levels of PV1 and PV2 

The load is kept constant at 900W and by changing the irradiation levels of the Solar panels, 
the required power is supplied from the PV panels with a help of a storage system. Initially, 
1100W of power is generated from the PV panels and 900W of power is given to load and 
the remaining power of 200W is stored in a battery. At this moment the Battery SOC is 
increased. The power exchange from the grid and storage system is done by a Bidirectional 
Buck-Boost converter. At t=2s the generated power from both panels is 700W, here the 
generated power is less than the load power so the storage system will provide the remaining 
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200W of power. At this instant, the State of charge (SoC) is slightly decreased, and this 
process will continuously happen during the change in generated power by keeping the load 
constant. 

At the time of State of change increased, the Voltage of the battery also increased, and the 
battery current is negative. Whenever the SoC is starting decreasing, the battery voltage is 
decreased for 2 seconds and the battery current increases due to the SoC decreasing.  

The waveform of Battery Power is the product of the current and voltage of the battery. By 
observing the waveform of battery SoC and power waveform, at the period of power is low 
at the Battery, the SoC is high and if the power is high, the SoC starts decreasing during the 
period of power increment 

 

Figure 2. Waveforms of Battery parameters 

Here the Load at the Grid is maintained constant to check the performance of a Bipolar 
Bidirectional converter and power exchange between the Grid and Energy storage system. 
We connected the two constant loads at 400W.  

The voltage of each load is constant at 150V, and the Load current of each load is constant 
at 2.5A. By adding both loads the total required power to the load is maintained at 900W 
shown in the waveform figure 2. 
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Figure 3. Load waveforms 

5.2 MATLAB results of MPC technique 

By varying irradiation 

In this, the illumination rates are altered while maintaining a steady load. Each DC grid pole 
is interconnected to a continuous load of 650W, and the maximum load linked to the grid is 
1300W. The voltage at grid is seen when the PV1 and PV2 irradiation levels are adjusted to 
600 W/m^2 and 400 W/m^2, respectively. This results in produced power of 1020W and 
demand power of 1300W. (Pg<PL).  

The boost mode is activated and 280W of electricity from the storage system is sent to the 
grid network. At t=2s, the PV1 and PV2 have respective irradiation levels of 1200 and 800 
W/m^2, as well as the produced energy is 1890W, that is greater than the load demand 
(Pg>PL). The battery should charge with 620W at this moment since the converter is 
operating in buck mode. When additional power is needed by the load, the storage 
system can provide to the grid. This process will continue, and power will be adjusted 
between the load demand and produced power. 

(a) (b)

(c) (d)
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Fig. 4. (A). Battery specifications, (B). Voltage & current of AC grid, (C). Voltage & 
current of DC grid, (D). power curves 
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By changing the load 

Both PV1&PV2 photovoltaic panels are receive 500 W/m^2 and 600 W/m^2 of irradiation, 
accordingly, are kept at particular irradiation levels. we adjust the load to get a different 
converter operation. The DC grid is initially loaded with 350W and 450W of power. The Pg 
is currently 1050 W greater than the 800 W of PL currently put to the grid. At this instant 
the battery will charge with 250W.  The total load is adjusted to 1800W (Pg<PL) at time 
t=2s, the converter will work in boost mode, and the battery will supply the final 750W of 
electricity to microgrid to balance the load demand. The MPC technique can regulate the 
voltage at the Grid network as seen in waveforms, and whole bipolar DC grid voltage is 
controlled at 300V, much as PI technique. In comparison to PI technique, the MPC technique 
responds more quickly to changes in load. 

6. CONCLUSION 

In MATLAB, the developed scheme of the bipolar bidirectional converter aiding a DC-
microgrid is constructed. At various load conditions, various irradiation levels the results of 
simulation are analysed. load imbalances are introduced in the DC microgrid by varying 
loads connected to the microgrid while maintaining the balance of load capacitors C1, C2. 
The DC grid regulates a total voltage of 300V, and balanced voltages at capacitor's 
are +150v, -150v. The problem of grid's unbalanced voltage is reduced utilising PI and MPC 
control strategies, and the DC microgrid's efficiency is improved. DC grid voltage is 
converted to AC voltage for AC loads by using an NPC converter, which balances active 
power in AC loads. 

PI controller does have some disadvantages, such as a slower response time than Model 
Predictive Control method and has more ripples in output waveform. Model predictive 
control operation overcomes the issues and demonstrates this is a far more efficient and 
productive control mechanism in terms of power conversion than that of PI control scheme. 
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Abstract 
The forecasting of electrical energy consumption (EEC) plays a key role in the planning, 
scheduling, and operation of the power system. Consequently, accurate and reliable 
prediction of electrical energy consumption is important and electrical energy is also very 
relevant for developing and developed countries. As the economy of these countries grow 
in the positive direction, their electric energy consumption increases rapidly. In this research 
study, ANFIS technique is applied to predict the long-term agriculture sector (AS) EEC in 
India. The empirical data inputs identified in this study are population, per capita GDP and 
permanent crop land (% of land area) and the AS-EEC is the predicted output variable. The 
time span considered for the historical data used in this study are between 1970 and 2021. 
The available 46 years data are randomly divided into two categories, such as 80% of data 
is used to train the network and the remaining 20% is used to assess network accuracy. Based 
on the percentage error calculation, the constructed model shows the very good predicting 
performance. According to the predicted results by the proposed model, the AS-EEC in the 
following years 2025 and 2030 will reach 223.465 Tera Watt hour (TWh) and 255.023 TWh 
respectively.     

Keywords. Electrical energy consumption; India; agriculture sector; ANFIS. 

1. INTRODUCTION 

Electrical energy consumption forecasting (EEC) plays an essential role in 
planning, scheduling, distribution and power system operation. In general, EEC is linked 
with the growth of economy and the human population. Recent two to three decades the 
development of the electrical and electronics industry in the developed and developing 
country, the EEC is increasing significantly due to the reason behind that, almost in all the 
field, majority of the work doing with the help of electrical energy and also increasing the 
human population. Predicting electricity demand has become a very important task for 
electricity utilities in order to support GDP growth in a positive trend and meet the demand 
for electricity continuously in the coming years [1]. Because of India's economic growth, 
energy demand has increased by an average of 3.6% per year over the past three decades. In 
this contest, a good forecasting method is essential for exact investment planning for new 

mailto:gireesh218@gmail.com


 2 

power generating stations and their types, providing additional/upgrading the transmission 
and distribution lines and installation/upgrading of the new transformers. The installed 
capacity of India in the year March 2021 was 382.1 Giga Watts, among that two third of the 
electricity is produced with the help of the fossil fuels and the remaining one third produced 
from nonrenewable energy sources. 

In India, AS-EC is the third biggest sector of the electric energy consumption. In 
the year 2015, AS of India consumed 18.36% of electrical energy. Figure 2 shows that the 
AS-EC has increased exponentially from the year 1947 to 2021. It has increased from 90.292 
TWh in 2005 to 214.97 TWh in the year 2021. The growth rate of AS-EC was around 
10.59% for the year 2013-14 over 2014-15 and the EEC of AS was reached 17.89 %, which 
is highest in the year 2015-16 among all countries. Therefore, the forecasting of AS-EEC is 
essential. The primary objective of this research study is to provide an AS-EEC forecast 
model taking into account India's population input factors, per capita GDP and permanent 
cropland (percentage of land area). 

For the last four decades, the forecasting of electric energy consumption/demand is 
a research area of widespread current attentiveness among the researchers. Since 1980, much 
research was conducted on the conventional methods and the applications of soft computing 
techniques [2]. Vincenzo Bianco analyzed the EEC prediction in Italy using regression 
analysis. They used a historical data between 1970 and 2007. 

 
 

Figure 1. Sector wise electricity consumption in India as on 31 March 2021. 

  K. Panklib et. al [1] predicted Thailand's electricity consumption using 
multiple linear regression and Artificial Neural Network.  It is used GDP, population, 
average ambient temperature and peak demand for electrical power input variables 
and stated that the output estimates of an ANN model were more reliable than the 
regression model. S. Saravanan et.al [3] predicted the demand for electricity in India 
using the Fuzzy logic method and compared the results with the 18th power survey 
report. They reported that the forecasted results are nearer to the actual value with 
minimum error. Suhono and Sarjiya [4] used the long-range alternate energy planning 
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system to estimate the demand for electricity in the household and non-household 
industries. De Vita et al. [5] studied energy demand in Namibia for the time period 
between 1980 and 2002. 

 
Figure 2. AS-EC between the year 1947 and 2021 

          They reported that the energy consumption going in negative direction to changes in 
price of energy and the air temperature and going in positive directions to changes in GDP. 
P. D. Sreekanth et al used for feed-forward neural network and ANFIS methods for 
predicting the ground water level in Maheshwaram. They concluded that the both models 
provided the better accuracy. Elham Pourazarm and Arusha Cooray studied that, residential 
sector EEC in Iran and also find the correlation between the output variables and its 
determinants.  They estimated that the electricity price was negligible and that the profit 
elasticity was lower than the level, and that the EEC residential market would rise at an 
annual rate of 80% by 2020. Kavaklioglu used support vector regression approach for 
forecasting of EEC in Turkey considered the input variables population, imports, exports 
and Gross National Product.  

2. ARTIFICIAL NEURO FUZZY INFERENCE SYSTEMS 

ANFIS is one of the Fuzzy Inference Systems (FIS) most commonly used. Roger 
Jang proposed in 1993 that ANFIS could correlate the relationship between the data input 
variables and the output variable(s) using a combination of multilayer feed forward network 
and FIS. ANN is capable to learn from the experience and generalized the model to produce 
the significant solutions. Fuzzy logic provides the thinking and reasoning capability. ANFIS 
can overcome the disadvantages of fuzzy logic and neural network. In fuzzy logic, identify 
the correct membership function, if-then rules and also poor generalization capability. For 
neural networks, problem to determine the size and function of the neural network and to 
establish the learning parameters. The ANFIS is the combination of the FL and the ANN 
and the preservation of the two strengths, the MF and, if so, the ANN determines and 
optimizes the laws of the fuzzy structures. A learning procedure has two steps: 1) The input 
data sets / parameters are propagated and the optimum resulting data is calculated using 
iterative method, while the training set, assuming the data sets are initially to be defined. 2) 
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The patterns are circulated again; back propagation is used to alter the initially assumed data 
during this time, while the resulting data sets remain fixed. Then this process is iterated in 
[5].  

     To present the architecture of an ANFIS model, a FIS with three input variables, two 
rules, and one output variable is considered. ANFIS accepts the input parameters such as 
population, per capita GDP and permanent crop land (% of land area) in the format. 

• The input parameters are given to the ANFIS. 

• The network implements the forward pass, i.e., AS-EEC is computed. 

• Next input parameters are given continuously to the network and the computing 
process until the input / output parameters of the network are trained. 

3. PERFORMANCE MEASURE AND TESTING 

      With the following performance criterion, the reliability of a qualified network can be 
measured: (i) Root Mean Square Error (RMSE). 

                             RMSE= √
∑ (𝐴𝑖−𝑃𝑖)
𝑛
𝑖=0

𝑛
                                                     (1) 

  and (ii) MAPE or Mean Bias Error 
                  MAPE = (1

𝑛
∑ |

(𝐴𝑖−𝑃𝑖)

𝐴𝑖
|𝑛

𝑖=0 ) × 100                          (2) 

      Where, Pi, Ai are the expected and real data values for example i, and ' n ' is the total 
data set used for analysis. Lesser the value of MAPE and RMSE indicate that more accuracy 
in the prediction.  

4. RESULTS AND DISCUSSION 

The identified input parameters used for this proposed model are population, per 
capita GDP and permanent crop land (% of land area) and AS-EEC is the predicted output 
variable. ANFIS modelling includes various parameter choices such as membership 
functions (MFs), types and MFs numbers relevant to each input parameter, selecting the 
output of the model being created. Further studies were performed in this research study in 
order to obtain the best results. The following seven different MFs are considered and the 
number of MFs varies from 2, 2, 2 to 4, 4, 4 and Table 1 shows the best results for each MF. 

a) Built-in MF consisting of a two-sigmoid MF product (‘psigmf’) 
b) Generalized bell MF (‘gbellmf’),  
c) Gaussian mixture of MF (‘gauss2mf’),  
d) Gaussian curve integrated in MF (‘gaussmf’), 
e) Built-in trapezoidal MF (‘trapmf’),  
f) Built-in MF consisting of two sigmoidal MF gap (‘dsigmf’) 
g) Ttriangular MF (‘trimf’) and  
h) Pie-shaped built-in MF (‘pimf’). 
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Table 1: Best results with different number MFs and their types 

Types of 

MFs 

No. used in 

each MFs 

MAPE Types of 

MFs 

No. used in 

each MFs 

MAPE 

Psigmf 2,3,4 1.308 Trapmf 3,3,4 0.95 
Gbellmf 3,4,3 1.292 Dsigmf 2,3,4 1.308 
Gauss2mf 2,4,3 1.422 Trimf 3,4,4 1.29 
Gaussmf 4,4,2 1.148 Pimf 3,4,4 1.145 

     From Table 1, it is examined that the ‘Trapmf’ MF with the numbers used in each MFs 
are 3, 3, 4 is establish to have a good accuracy in terms of MAPE with 0.95. Table 2 displays 
the other parameters and their values for the proposed implementation of the ANFIS model. 

Table 2: Parameters for the ANFIS model and their values 
Parameters Numbers 

Fuzzy rules 36 
Epochs 100 
Nodes 98 
Linear parameters 144 
Parameters that are not linear 40 
Total parameter number 184 
Training pairs of data 41 
Testing pairs of data 09 

      The results for the proposed model are given in the Table 3 and it contains the actual and 
predicted AS EEC values (TWh), error variation, average MAPE and average RMSE. 

Table 3: Comparison between actual and predicted AS-EEC 

Year 
Actual 

(TWh) 

Predicted 

(TWh) 

Error 

variation 
MAPE RMSE 

1994 79.301 79.3256 -0.031 0.031 0.0006 
1980 14.489 14.46923 0.136 0.136 0.0003 
1991 58.557 58.54065 0.028 0.028 0.0002 
1974 7.763 7.610207 1.968 1.968 0.0233 
1992 63.328 64.41742 -1.720 1.72 1.1868 
2013 152.744 157.0614 -2.826 2.827 18.639 
2021 214.97 216.453 -1.483 1.483 1.1584 

Average 1.0031 2.4693 

     The actual value of AS-EEC in 1985 was 23.42 TWh from the findings in Table 2, and 
the same was 152.744 TWh in 2013. The AS-EEC was estimated using the proposed ANFIS 
model is 23.475 TWh for the year 1985, and 157.0614 TWh for the year 2013. The error 
deviations in the range of -2.826 to 1.596, according to the results obtained. 
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5. FUTURE PREDICTION 

     To predict the AS-EEC, the input parameters (population, per capita GDP and permanent 
crop land (% of land area)) should be examined and should be predicted first and the predict 
the future years from the year 2023 to 2030. Using the predicted input parameters, an AS-
EEC has been predicted using developed ANFIS model. The predicted results are given in 
Table 4.  

Table 4: Predicted values of input parameters and output parameter 

Year 
Population 

(Million) 

Per capita GDP 

(INR) 

Permanent Crop land 

(% of land area) 

AS_EC 

(TWh) 

2023 1791.531 118984.275 5.023 212.016 
2024 1863.192 123743.646 5.108 217.639 
2025 1937.720 128693.391 5.195 223.465 
2026 2015.228 133841.127 5.283 229.484 
2027 2095.838 139194.772 5.373 235.722 
2028 2179.671 144762.563 5.464 242.167 
2029 2266.858 150553.066 5.557 248.844 
2030 2357.532 158234.270 5.764 255.023 

6. CONCLUSION 

The prediction of AS-EEC is the most important in developing the sustainable 
energy policies. In this research study, an application of ANFIS, model was designed to map 
three parameters as inputs and AS-EEC is the predicted output variable. The proposed 
ANIFS model has very good predicting capability with MAPE of 0.95%. It can be 
summarized based on the findings that the implementation of the ANFIS model can be used 
as a useful tool for predicting the AS-EEC. The found results showed that the application of 
the ANFIS model is reliable and apt for indeterminate data because it composed the futures 
of fuzzy logic and ANN. The estimated AS-EEC may reach 223.465 TWh and 255.023 for 
the years 2025 and 2030. The predicted results are useful to give a new way to the power 
system planners and power producers. 
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Abstract   
Fuzzy logic control (FLC) can be used to mitigate the current ripple of electric 
vehicle (EV) switching reluctance motors. The main goal of this paper is to maintain 
a motor current value that fluctuates as little as possible while using SRM control 
with FLC. Depending on the speed of the motor, the PI controller is used to produce 
the reference current signals. For the controller's responsiveness in fault scenarios, 
the nonlinear model of the 10/8 SRM with symmetrical converter and C-code 
controller is applied during the simulation. FLC outperforms more traditional 
systems like hysteresis current control, according to studies of SRM current control 
under various fault scenarios.   

Keywords. Fuzzy Logic Control, Electric Vehicle, Switched Reluctance motor 

1. INTRODUCTION 

A streamlined representation of the set of rules served as a model for the 
creation of computer systems based on fuzzy logic controllers. The most important 
components of a physical system may be observed through testing or modelling. A 
few of the technical fields where FLCs are used are dynamic modelling and signal 
processing [1,2]. Power electronics have employed FLC to control high-
performance drives, manage power converters, and locate and identify electrical 
machine faults [3]. They are able to perform their duties despite the commotion. 
This technology has been used in hybrid electric cars, aviation starter/generators, 
washers and dryers, and vehicles over the past 20 years. The remarkable torque-to-
weight ratio, straightforward structure, high reliability, and inexpensive price of 
SRMs are a few factors that contribute to this [1]. Only a few of the topologies 
supported by SRM are 6/4, 8/6, and 10/8. A nonlinear relationship between the 
magnetic characteristics of the SRM, phase current, and rotor position serves as the 
foundation for the controller model. Because the magnetic field is dynamic, it is 
challenging to develop a mathematical model of it [4]. In controller design and 
evaluation analysis, linear models have been used to streamline the procedure [5]. 
The present research focuses on the fuzzy controller of SRM. In order to determine 
how well the fuzzy controller (FLC) enforces an ideal current profile, controls 
speeds around a nominal operating point by mapping incremental changes to the 
reference current (output), and minimises speed errors, it must be compared to a 
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conventional control system as a method of evaluation (and speed changes). The 
effectiveness of the suggested control method is shown using simulated data [6]– 
[7]. Unlike traditional AC and DC electric motors, SRMs offer the design with a 
machine that lacks a steady state, exhibits high localised saturation, and necessitates 
a novel power-electronic converter [8]. The SRM is the most cost-effective 
electrical machine to manufacture [9]. When designing an SRM, it is possible to 
minimize the thermal load by carefully selecting the various sources of loss [10]. 
Grid Interconnection of PV system Using Symmetric and Asymmetric MLI 
Topology and SHE Controlled CHB 7-Level Inverter with Unequal DC Sources 
using MPSO Algorithm [11]-[12]. 

2. FLC BASED SPEED CONTROLLER 

This FLC relies heavily on the programming language's If-else statement 
and does not involve any kind of mathematical model. As a result, not only is it 
easier to execute a very complicated solution, but it is also simpler to analyze the 
offered solution. The diagram below demonstrates FLC's internal structure. It 
mainly contains 3 parts i.e., fuzzification, rule- based system and defuzzification. 

2.1. Fuzzification 

Simplistic definitions to an ever-expanding database: It is possible to map the 
membership intensity of a subcategory to a specific value, such as (x) (x). In order 
to flush a toilet, there are a number of steps. Experiments with the variables to 
see what happens. Computers change the range of each input variable and then 
transfer the new range into the matching discourse universe. Input data is 
transformed into language variables that may be used as fluorescence sets labels. 

2.2. Knowledge Base 

Fuzzy MFs as input and output variables are based on definitions and control rules 
that govern when, how, and why to utilize them. A database and a set of language 
rules are part of the framework. The database serves as a resource for language 
control and pointless data processing. The basic rule structure uses a collection of 
language rules to establish control goals and controls for domain experts. 

2.3. Defuzzification 

Defuzzification is the preferred strategy for numerical values that are influenced 
by the language in which they are expressed. This inquiry used the centre method. 
Uses a mapping scale to convert input value ranges into sets of output variable 
names. A fluctuating control operation may be distinguished from one that is non-
fluffy using this method. 

  The error signal is computed as, 

                                               e(t)=xi(t)−x f(t)    (1) 

Calculation of error change is as follows: 
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                                               E(s)=Xi(s)−X f(s)               (2) 

The length of the service cycle might either shorten or lengthen as a dependent 
variable. Table-1 shows the controller's 49 rules. Figures 1and 2 of the input and 
output demonstrate seven separate membership functions. 
 

  
Fig. 1. Input error (Fuzzy set) Fig. 2. Output delta PWM (Fuzzy set) 

3. MODELLING OF ELECTRIC VEHICLE 

Creating a new class of electric vehicles from the ground up. An electric vehicle's 
dynamics can be predicted using its total tractive force. The 'Tracy effort' refers 
to the total amount of work necessary to move a vehicle. 

  
1. Rolling resistance force, Frr = µrr × m × g            (3) 

Where, μrr is signifies the rolling resistance, m is the weight of vehicle& g is gravity. 
2. Aerodynamic drag, Fad = ½ × ρ × A × Cd × V2                        (4) 

Where, ρ = air density, A = front area, V = velocity & Cd = drag coefficient 
3. Hill climbing force, Fhc = m × g × sin(ψ)     (5) 
               Where, ψ is slope inclination  
4.  Linear acceleration force, Fla = m × a                            (6) 
5.  Pointed acceleration power, Fῳa = I × Gratio

2 × a / (ηg × r2) (7) 

Where r is radius of tire, I is motor inertia, Gratio is transmission system gear ratio, 
and ηg is efficiency of gear. The switching reluctance motor specifications in Table 
1 and their dynamics characteristics in Table 2 are provided to represent electric 
cars. The 48V/200Ah lithium-ion battery pack is available. 

    Table-1 Motor Specifications   Table-2 Dynamic Constraints of SRM 
Sl. No Vehicle model 

parameter 

Values  Sl. No SRM parameter Values 

1 Payload 830 kg  1 Model (generic) 10/8 
2 Gross wt-m 965 kg  2 Stator resistance  0.05 Ω 
3 Width(w) and Height 

mm 
132.4 × 

151cm 
 3 Stator inductance 

(L) 
970 H 

 4 Friction (Nm-s) 0.005 Nm-s 
4 Frontal Area-A 1.53 m2  5 Inertia (kg-m2) 0.0082 kg-
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m2 
5 Coefficient (µrr) 0.005  6 Unaligned (L) 0.00067 H 
6 drag coefficient (Cd) 0.6  7 Aligned L 0.0235 H 
7 Transmission coefficient 

(ηg) 
0.95  8 Saturated L 0.00015 H 

8 Gear ratio  16  9 Maximum current 400 A 
9 Gravity acceleration 9.81 m/s2  10 Max. flux linkage 0.486 Wb 

4. SIMULATION RESULTS 

Figure 2 shows an SRM-powered electric vehicle with fuzzy controller modelled 
in Simulink Standard State. There is an SRM drive and a battery included in this 
schematic. The controller has two control loops: one for current and the other for 
speed. The controller uses the difference between the reference speed and the 
actual speed to create a reference current. Consistent current is maintained in the 
designated phase by the current controller. 
 

 
Fig. 2. Simulink model of SRM based electric vehicle with a fuzzy controller 

5. FAULT INVESTIGATION 

Electric drive systems must be reliable, and simulation, modelling, and fault 
analysis are essential tools in this process. It's because the SRM drive's components 
can fail in practice. Because of this, the electric car driven by SRM is examined in 
various fault scenarios in this research. Several elements are taken into 
consideration, such as: 
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5.1. Inaccessible stage circumstances 

In open circuit, the phase is separated, and the HRC fuse blows to isolate the 
faulty component, so that condition is taken into consideration. 

The current situation may be summed up as follows: 

a) short circuit fault of converter switch,  b) Single Phase OC fault   

c) Two phase Open circuit fault         d) Single phase SC fault  

e)  Two phase SC fault    e) Line to line short fault 

The figure 3 and 4 represents the torque, speed characteristics with respect to time under 
the consideration with Converter switch short circuit fault conditions. 

 

  
Fig. 3 (a)Torque and (b)Speed of the SRM Fig. 4.  Battery State of Charge 

5.2. Impact of up and down climbing 

Regenerative braking effects may be seen during down-climbing experiments. An 
investigation of the methodology used to calculate torque ripple Subtract the 
greatest and lowest output torque numbers from each other to calculate torque 
ripple. [10]. To find the solution, formulas are used as, 

 % Tavg = (Tmax − Tmin)/ Tmax    (8) 

where, Tmax = Maximum torque, Tmin = Minimum torque, Tavg = Average 
torque.  

 
 Fig. 5. (a) Current (b) Torque and (c) Speed of the SRM 

The figure 5 shows that Current, Torque and Speed of the SRM with respect to 
time under the Up climbing at a slope of Ɵ = 20 ̊
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6. CONCLUSION 

For use with the SRM drive, this research involves building a speed 
controller based on FLC. The FLC is suitable for a stable and simple-to-tune 
controller and controlling of SRM non-linear systems for EV applications in 
systems with a high degree of nonlinearity. Researchers are looking into FLC 
controller and have found it to be very helpful for a variety of problems. Both 
transient and steady-state control can be accomplished with the suggested fuzzy 
logic controller very well. This control strategy is the most suitable one for real-
time use in EV applications because of its simplicity, robustness, and adaptability. 
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Abstract 
To guarantee framework soundness in islanded activity, nearby control of 
Distributed Energy Resources (DER) in microgrids commonly utilizes the hang 
calculation. Voltage Control Mode (VCM) and Current Control Mode (CCM) 
inverters get customary and switch hang control, individually (CCM). Conventional 
P-F and Q-V hang attributes are delicate to drive coupling in low-voltage 
microgrids, which can prompt shaky working circumstances because of burden 
dependence on voltage and recurrence. Subsequently, modified hang, a P-V and Q-
F reversed hang highlight, is utilized in recreations and trial tests to show its 
handiness for stable and decoupled guideline of islanded LV microgrids. 
Neighbourhood sustainable power sources and enormous burdens in power 
circulation organizations, for example, the developing number of electric charging 
stations, cause various difficulties that straightforwardly affect the electrical lattice's 
unwavering quality. The microgrid concept with proposed droop produces sharing 
of power ranging between 87% of base load under each DER, which divides the 
grid into small sub-grids that maintain power and energy balance, is one attempt to 
address these difficulties. A microgrid is isolated from the principal matrix and 
works freely with miniature sources and loads, it is supposed to be in islanded mode.  

Keywords. Microgrid, inverted droop, power sharing, distributed generation. 

1. INTRODUCTION 

The concept of inverted droop control is being considered as a viable 
solution to these issues. The inverted droop, which is the time integral of the voltage, 
is written as a function of the reactive power based on this concept [1]. Furthermore, 
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the inverted angular difference is given as a function of active power. There are no 
sophisticated transformations or PI regulator adjustment required in this method [2]. 
Furthermore, similar to direct torque control and direct power control, the switching 
signals are created via the direct flux control methodology [3]. The proliferation of 
that rising number that tiny generator connected to renewable sources has 
characterized the growth of distribution networks; these generators, due to the 
variability of their power generation, can present challenges in the functioning of 
distribution networks [4]. Adoption of new structures and innovative control 
systems can overcome technical limitations to a large-scale deployment that 
distributed energy resources (DER) [5]. Microgrids, which are depicted as a low-
voltage dissemination network with generators, load, and energy stockpiling 
frameworks coupled to the circulation network at a solitary point, are building up 
momentum [6]. They are frequently connected to the DGs network, although they 
can be planned to run independently on the case of a main grid outage. 

2. LITERATURE REVIEW  

A microgrid can be connected to or turned off from the primary framework, 
and it is expected to guarantee power adjusting among neighbourhood loads and 
supplies on a nonstop premise. Besides, in light of the fact that various power units 
are connected to same microgrid, power sharing value is essential. The flow project 
researches an island working of a microgrid with various sources, like battery 
stockpiling frameworks, and imparting capacity to various burdens, for example, 
electric vehicle chargers, a circumstance that is appropriate for a city matrix. A 
nearby control arrangement is portrayed and demonstrated by mathematical and trial 
discoveries for a steady working of the microgrid in wording both of force 
equilibrium and power sharing. 

The requirement for concurrent creation from circulated generators (DGs) 
to convey the heap expected by customers has developed as the need might arise in 
microgrids (MGs) have expanded. Since the DGs should purchase interest in all the 
while, they stand up to various specialized and monetary issues, including keeping 
away from DG over-burdening and keeping up with network solidness when feeder 
impedance differs. This work depicts a way for redesigning the hang regulator 
utilizing a sliding mode approach, permitting DGs to set up an adequate responsive 
power share without botch even in progressively convoluted MGs. At last, the 
prevalence, straightforwardness, and effectiveness of the third request sliding mode 
control (SMC) not entirely settled by looking at the controlling boundaries of the 
proposed philosophy with current procedures. The overall design of a data center 
can be classified in 4 categories Tier I-IV each one presenting advantages and 
disadvantages related to power consumption and availability. In most cases 
availability and safety issues yield to redundant N+1, N+2 or 2N data center designs 
and this has a serious effect on power consumption. According to that, data center 
has the following main units 
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3. SYSTEM DESCRIPTION 

While tending to the previously mentioned issues, the microgrid control 
framework should be fit for guaranteeing the microgrid steady and savvy activity. 
Miniature matrices enjoy the benefit of having the option to work in both framework 
associated and independent modes, with a consistent change between them. For 
every method of activity, a few control systems might be laid out, thus a fast-
islanding recognition technique is basic for changing the control procedure 
properly. The strategy incorporates a lattice shaping converter that is liable for 
matrix age and slave converters that add to framework steadiness (working in 
network support). The procedure is like the expert slave approach, in which a 
solitary unit makes slave references. However, no correspondences have framed in 
this model, hang bends have been built to hand-off the microgrid power requests by 
means of AC transport flagging. The matrix framing converter conveys the quick 
burden's transient power and makes the microgrid voltage in view of inward 
references (Vn and n). The framework shaping converter changes the delivered 
voltage and recurrence by following a hang bend (P, V, Q) contingent upon its 
immediate result dynamic and receptive power. Flagging matrix support converters 
is empowered by changes in microgrid voltage abundance and recurrence. 
Framework support converters change dynamic and responsive power in light of 
network voltage and recurrence estimations (V P, Q hangs). The result of the 
converters is directed; hence, the chose hang highlight depends on that the low 
voltage line impedance. 

 
Figure 1. Block diagram of proposed system 

The above block diagram has contained three control unit and DGs with 
some transmissions line and finally we have the five different types of loads are 
using in our proposed system. By doing like that the change in load can get our 
efficiency by our proposed inverted droop method. 
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4. RESULTS AND DISCUSSION 

To discuss and validate the proposed inverted droop controller under 
different testing load conditions are performed. Simulation study in the 
Matlab/Simulink software environment is used to test the suggested control 
approach. The suggested control approach is applied to an islanded microgrid with 
very resistive line impedances. For this new proposed inverted droop, we are taking 
five different loads with that they provide satisfied results to the proposed system. 
The following ratings of loads are 5.8e3+0.2e3, 5.8e3+0.2e3, 2.3e3+0.3e3, 
6.3e3+1.0e3 and 5.83e+0.2e3. Illustrates the output frequency and simulation 
results of active power sharing across DG’s units.  

For this, three distinct sorts of loads and separated them into different time, 
with a constant voltage of 320 volts. The different situations for THD values are 
tested to achieve low harmonic distortion. The newly suggested system has shown 
positive outcomes when compared to previous findings. The system has been given 
a high level of efficiency, thanks to the new way. From here, it is continued on to 
values that it can see in greater detail in the image below for each scenario. It 
provides us with extra information to study and comprehend THD results. The 
obtained THD% value of 0.57% is for our newly proposed inverted droop.  

Figure 2 DGs 1 of a. Active Power, b. Reactive Power, c. Frequency, d. voltage 

 

In fig.2. the active power was initially was at zero and it was reaching at the 
5.8kW and maintaining constant till one second. After one second, we are changing 
different load of active power reaching 7kw and it stabilizes at 1.8 sec. Fig 2.b. 
reactive power the load was initially at zero the load was reaching 400kVAR at the 
time interval of 0.6 sec. since the active power is inversely proportionally to 
Reactive power. After reaching the maximum again it’s varying because changing 
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in load its reaching 180VAR at the time interval of 1.2 sec. In frequency fig 2.c it’s 
starting at the maximum level since we cannot maintain frequency at stable for a 
long time because the load is running.  

At the level on 50Hz the time interval it will be the initial stage. And it’s 
reduced at the time interval of 0.2 sec. And it gets stabilizes till at the time interval 
of 1sec. And again, sometime interval again its going down and the time interval of 
that is after 1 sec the frequency will be the 49.95Hz. Now it is observed about the 
voltage fig 2.d at the starting the voltage will be 311V at the time interval was 0.01 
sec and its reaching at the voltage. 310V at the at the 0.4 sec again by varying the 
load again the voltage was increasing linearly at the 310.6V at the time interval of 
1.2 sec and after some time again the voltage will vary after that the voltage will be 
constant. And this will the total output of DGs 1 of Active power, Reactive power, 
Frequency and Voltage. 

 
Figure 3 DGs 2 of a. Active Power, b. Reactive Power, c. Frequency, d. voltage 

 

In the Distributed Generator 2 the active power is start by 1 kW in 0.01 sec 
later it gets settled down to 5.3 kW up to 1.0 sec. Later, occurrence of change in 
load condition in order to verify the nature of droop control. The change of load 
happens about 1.0 sec to 2.0 sec. The incremental of load happens by 5% of 
incremental of base load range. It shows that, the droop control provides the 
sufficient active and reactive power balancing to the variable load. The active power 
attains to 7.3 kW which is shown in fig. 3.a.   

Fig 3.b discusses about the system frequency at various loading conditions. 
It is clearly observed that the system frequency is maintained within the desire 
limits. The variation of system frequency ranging from 50 to 49.92 Hz. It meets out 
the IEEE standards of frequency limitations. In fig 3.c. the reactive power of DG2 
is addressed. The essential of reactive power support to the grid system, it helps to 
maintain the main grid under stable operating condition. The proposed droop control 
helps to enhance and maintain the reactive power within the desire limits. It can be 
observed that, it gets vary from 0.6kVAR to 0.97kVAR with the duration about 0.01 
sec to 2 sec. It also supports during load change at 1.0 sec. It also helps to eliminate 
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the power quality issues like sag, swell, interrupt and unbalancing conditions. The 
droop control helps to regulate the voltage under stable conditions during the 
transient conditions starts from 1.0 sec due to change of load. It is clearly states that 
the grid voltage is regulated properly using droop control. 

5. CONCLUSION 

The output impedance of inverters has been proposed to increase power 
quality, and the droop controller for enhancement of parallel operation of inverters 
implemented in this paper. The inverter stability analysis equipped with large and 
small signal has been investigated. The major goal of this paper is to look into how 
a micro grid operates under different loads. When operating on an island, however, 
become deeply involved in dynamic simulation. When it comes to dynamic 
modelling, control settings for droop and reverse droop proportionately with 
multiple modes of DG units within converter capability and it has the ability to 
provide the power sharing between 87 % to 93 % of base load in DG’s and also 
capable to compensate harmonics within 1.27% of THD. The power sharing impact 
of reverse droop selection the parameters are examined. Finally, modelling results 
reveal the validation of the research. 
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Abstract   
Modern concepts and technology have the potential to address many of the 

problems we confront on a daily basis and in our professions. In order to 
demonstrate the advantages of using the control strategy (Leader-Follower) through 
drones and their comprehensive application-oriented functioning, the project 
"Implementation of Leader Follower Approach in Quadcopter" has been detailed in 
this article. Building and using a quadcopter has been shown to be feasible for 
"Autonomous flight without aid of ground pilot" as the electronic age has 
progressed. The topic of formation control of numerous quadcopters, which has uses 
in the entertainment, medical, and defence industries, has been developed in this 
part. Additionally, "lift-up technologies" utilise it. which today are completed with 
the assistance of cranes and other tools. Due to the introduction of several cutting-
edge technologies, including as GPS, Bluetooth, and other new-age sensors, the 
design of drones is much more trustworthy and amazing by incorporating both 
hardware and software requirements. This project's primary objective is to enhance 
drone capabilities by utilising low-cost electronics and a single drone to implement 
the Leader-Follower strategy using GPS interfaced with Arduino, as has been 
extensively discussed. A variety of theoretical principles, notably those relating to 
mathematical modelling based on control system and dynamics, served as the 
foundation for the drone's design and testing. 

Keywords. Leader-Follower approach, Autonomous Flying, GPS, Arduino. 

1. INTRODUCTION 
Future drone applications will heavily rely on the field of drone formation 

control. The use of artificial intelligence and machine learning technologies to 
control drones in formation will completely alter the tech industry. This motivated 
many tech experts in the field of aerial vehicle control to conduct additional study 
on how to get a large number of drones to cooperate in order to carry out a specified 
operation. Between drones Quadcopters have a number of benefits, including 
excellent reliability, low cost, and tiny size. The copters are capable of performing 
a variety of difficult jobs, such as search and rescue missions, risk and hidden zone 
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inspections, aerial mapping, and military uses. In any application, using many 
quadcopters that can interact with one another and cooperate to achieve a task more 
effectively than using a single quadcopter. 

A formation of multiple quadcopters, as opposed to a single quadcopter, 
increases room for carrying sensors and other components, provides a greater cargo 
capacity and surveillance range, and as a result, can accomplish more difficult and 
time-consuming jobs more effectively. In formation control of quadcopters, there 
are different kinds types of approaches which are currently in use. Some of those 
approaches are 1) Leader-Follower, 2) Virtual Structure, and 3) Behavior-based. 
Among these approaches Leader-Follower approach is considered to be the less 
complex one in which one of the quadcopters is assigned to be a leader and other 
quadcopters will be assigned as a follower. The followers are programmed in such 
a way that it orients and navigates to the position of leader with a predefined offset.  

This paper discusses about the possibility of making an autonomous 
quadcopter which follows its leader (remote GPS device or predefined waypoints) 
based on the instructions given by the programmed microcontroller which calculates 
the navigation vector using the “Haversine Formula” and the “Forward Azimuth 
Formula” based on the location and orientation data collected from the GPS receiver 
and compass respectively. 

1.1. PROJECT’S MAIN IDEA 

This project is aimed at implementing Leader-Follower approach in 
quadcopter by making it fly autonomously without using any remote controller. To 
achieve this, we have used a microcontroller interfaced with GPS and compass 
which is programmed in such a way that it mimics the function of remote controller 
by controlling the drone autonomously by providing input commands to the Flight 
controller on board the quadcopter. 

2. PROPOSED SYSTEM 

Calculating the drone's distance from the leader's waypoint and its 
orientation in relation to the leader's location is important if you want the drone to 
follow the leader's waypoint on its own. The Haversine Formula, which derives 
circle lengths between two places on a sphere from their longitudes and latitudes, 
was used to determine the distance to the target. The heading was determined using 
the forward azimuth formula. The leader's GPS position, the drone's coordinate 
acquired from the GPS receiver, and the drone's heading in relation to North 
obtained from the digital compass may all be used to determine both parameters. In 
order to approach the leader's location with a certain offset, the quadcopter's 
microcontroller (Arduino UNO) continuously recalculates the navigation vector and 
utilises the obtained distance and direction to regulate the input commands of the 
flight controller onboard. 
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Figure 1. Block diagram of the project work 

 
Figure 2 Circuit diagram of the project 

We have utilised an Arduino UNO board as the primary controller to 
accomplish our goal. We selected Arduino since it is simple to use and has a vast 
array of libraries. As a result, connecting numerous sensors to an Arduino UNO 
becomes simpler. The U-blox NEO-6M GPS module is the GPS receiver we 
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selected for the job. It reaches the maximum degree of sensitivity and can track up 
to 22 satellites on 50 channels. The GY-271 module, which is based on the 
Honeywell HMC5883L microprocessor, houses the digital compass. Both are 
inexpensive modules that use Arduino libraries that are easily accessible. The 
HMC5883L utilises the I2C serial protocol, whereas the U-blox NEO-6M uses the 
UART serial communication interface. 

We utilised an 11.1v, 2,200 mA-hour 3S (LiPo) Lithium-Polymer battery to 
power the four ESCs (Electronic Speed Controllers), which in turn provide power 
to the Arduino UNO, GPS module, digital compass, and flight controller. The block 
diagram and circuit diagram for the suggested system are shown, respectively, in 
Figures 1 and 2. 

3. METHODOLOGY 
       A flow diagram of the algorithm the quadcopter uses to follow its leader is 
shown in Figure 3.  

 
Figure 3: Flow diagram describing the algorithm 
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As already noted, we utilised the Forward Azimuth Formula to determine 
the leader's orientation with regard to magnetic North and the Haversine Formula to 
get the distance to the leader's position. The algorithm will proceed to pitch the 
quadcopter forward by regulating inputs of the flight controller if the distance 
between the leader and the follower exceeds a specified distance tolerance error 
(1m). Additionally, the algorithm will yaw the quadcopter until its face is pointing 
in the direction of the objective if the heading angle of the quadcopter with respect 
to the leader is outside of a specified heading tolerance error (plus or minus 5 
degrees). If another waypoint is located, the algorithm will continue to fly the 
quadcopter until it reaches the leader's location; otherwise, it will hover at a certain 
height. Because more distance and direction errors are introduced into the system 
with each movement, the Arduino must repeatedly calculate the navigation vector 
and regulate its motion. 

3.1. NAVIGATION VECTOR CALCULATION 

            The definition of the Navigation vector (distance and direction) is illustrated 
visually in Figure 4. The leader's coordinates, the quadcopter's coordinates, and the 
quadcopter's direction in relation to magnetic North are used to calculate these two 
components. The mistakes that we will next attempt to minimise with our control 
method are heading and distance. The quadcopter's distance error can be decreased 
by applying a linear velocity via a PWM signal from the Arduino UNO board to the 
PITCH input pin in the flight controller, and the angle error can be reduced by 
applying a pertinent angular velocity via a PWM signal from the Arduino UNO 
board to the YAW input pin in the flight controller. We may get the distance error 
"d" using the Haversine Formula, and we can determine the azimuth (waypoint 
angle) using the Forward Azimuth Formula to determine the heading error. 

 

Figure 4: Computation of navigational vectors 

To determine the separation between two places on the surface of the Earth, 
one can use the Haversine formula, which is a general formula in spherical 
trigonometry. We need the coordinates (Latitudes and Longitudes) of two places on 
the surface of the Earth in order to compute their separation. Equations 1 and 2 
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provide, respectively, the generic Haversine formula and the trigonometric identity 
of the Haversine function. Equations 3, 4, and 5 make up the algorithm's logic and 
are a breakdown of the general equations. 

hav (d/r) = hav (φ2 – φ1) + cos(φ1) * cos(φ2) * hav (λ2 – λ1) → 1 

hav (θ) =sin² (θ/2) = (1-cos(θ))/2 → 2 

a = sin² (▲ φ/2) + cos(φ1) * cos(φ2) *sin²(▲λ/2) → 3 

c = 2 * arctan 2(√a, √1-a) → 4 

d = r * c → 5 

where, φ1 = follower’s latitude, φ2 = leader’s latitude, λ1 = follower’s longitude, 

            λ2 = leader’s longitude, d = arc (distance), r = Earth’s Radius, 

           ▲ φ = φ2 – φ1, 

           ▲λ = λ2 – λ1. 

A direction line, which is defined by two locations on the surface of the 
Earth, and a North base line or meridian are the two points from which the azimuth 
is measured. We may determine the actual azimuth by using true North as a point 
of reference. The matching "magnetic azimuth" is obtained by taking the magnetic 
North. Therefore, we can determine the angle between the line connecting the 
quadcopter's location to the North and the line connecting the quadcopter to the 
leader's position using the azimuth formula. Equation 6 illustrates the azimuth 
formula, which calls for the coordinate values for the leader and follower. 

   θ = a tan² (sin ▲λ * cos φ2, cos φ1 * sin φ2 - sin φ1 * sin φ2 *       cos ▲λ) → 6 

where, φ1 = follower’s latitude, φ2 = leader’s latitude, θ = waypoint or azimuth 

           ▲λ = λ1 – λ2 

The heading error (), which is just the difference between the azimuth and 
the follower's heading with regard to North as determined by the digital compass, 
may be calculated once the azimuth or waypoint angle has been determined. 

Heading error (α) = waypoint angle (θ) – quadcopter’s heading 

3.2. NAVIGATION CONTROL 

The quadcopter navigation control algorithm is made straightforward. 
Initially, the quadcopter's heading error is minimised by giving the flight controller 
in the quadcopter a YAW command to the right if the angle error is positive or to 
the left if the error is negative. We have established a tolerance range of plus or 
minus 5 degrees because it is challenging to decrease the inaccuracy precisely to 
zero. The distance inaccuracy is decreased by instructing the forward PITCH 
operation to the quadcopter's flight controller using an Arduino UNO once the 
follower has been positioned at the proper angle. However, this process tends to 
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make the angle error bigger, whether it's positive or negative. This happens as a 
result of tolerance problems that affect both the sensor modules and outside 
disturbances. Therefore, until the follower reaches the leader's position, we must 
continuously repeat over the computation of a new navigation vector and the 
minimising of both errors. 

4. CONCLUSION 
     The paper mainly focuses on the effective way to make a quadcopter follow its 
leader autonomously using a pre programmed microcontroller (Arduino UNO) 
which processes the data from sensor modules (GPS module and digital compass) 
and makes an effective decision to reach the leaders location. Here the leader’s 
location can be provided to the Arduino board either by pre defining it in the 
algorithm or can be transmitted wirelessly with the help of Bluetooth or Wi-Fi 
module.  By implementing this approach in several number of drones where one 
drone acts as a leader and others as follower then a more complex formations of 
drones can be achieved which can contribute in completion of tasks without much 
human interference in wide variety of applications. Figure 5 and 6 shows the 
pictures of the follower drone that we have made using kk flight controller. 

  
Figure 5: Flying quadcopter using kk 

flight controller 
Figure 6: Top view of our quadcopter 
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Abstract   
The security of the soldiers is said to play a significant role in the security system 
of the country today because it is dependent on the enemy's fight. It is extremely 
impossible for the army base station to be aware of the location and health state of 
every soldier as soon as one more soldier cross into the enemy lines. Numerous tools 
are available to monitor a soldier’s physical well-being and ensure their safety. The 
suggested system employs GPS to track the soldier's direction in terms of latitude 
and longitude values to make finding direction simple. The suggested technology, 
which uses GPS to track the soldier's whereabouts and health state, can be mounted 
on their body. The IoT will be used to provide this information to the control panel. 
The system that is being suggested consists of tiny transmission modules, sensors, 
and wearable physiological equipment. As a result, it is feasible to establish a low-
cost mechanism to preserve priceless human life on the battlefield with the use of 
the proposed equipment. Using GPS (Global Positioning System) and GSM (Global 
System for Mobile) in its design, this device provides a wireless platform for 
monitoring the soldier's body temperature and heart rate while also tracking their 
whereabouts. Thus, every troop can easily share their health status with the nearby 
ground station during combat.     

Keywords. Navigation system, GPS System, GSM module, Mobile Health 
Monitoring, Global security system. 

1. INTRODUCTION 

In India, the Army, Navy, and Air Force are responsible for maintaining and 
monitoring national security. Soldiers who give their lives in service to their country 
play a significant and crucial role. A lot of people are worried about the soldier's 
safety. A lack of communication tends to result in dead civilians as they approach 
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enemy territory, so it is imperative that the army base station is aware of both the 
whereabouts and health status of every soldier. Because there was inadequate 
medical support and communication between the men on the battlefield and the 
authorities at the army base stations, India has already lost a significant number of 
soldiers in combat. Supporting the armed forces is essential. Launching this 
initiative is necessary in order to reveal the soldiers' health status and provide for 
their needs when they are in terrible straits on the battlefield [1]. Everyone must be 
concerned about the soldiers' safety, so a new monitoring system has been 
developed to track the soldiers' health and provide immediate medical attention as 
soon as possible. 

One physiological signal that is monitored by the geolocation-based heart 
rate monitoring system is heart rate, which is measured on board or by a wearable 
heart rate sensor. This methodology makes use of the resources offered by mobile 
technology. The created mobile application enables consultation with health experts 
and provides alert messages via notification [2]. 

A wireless combined vital sign technology that can assess both heart rate as 
well as oxygen levels has been demonstrated [3]. navigation system to track the 
whereabouts of soldiers and track their health metrics. The AT89C51 
microcontroller was employed to capture vital signs, which were then 
communicated to the main unit over GSM [4]. Another wireless system with a 
health monitoring system has been designed using a Fiber Bragg Grating (FBG) 
sensor and the Zigbee network [5]. The idea of putting GPS [6–8] into practise has 
been handled as a GPS-based tracking system that is made up of open-source 
software, cheap hardware, and a remarkably easy user interface via a web 
application using Google Earth software. It is suggested to use a smart watch-based 
fitness surveillance device [9] that provides information on heart rate, blood 
pressure, and the ECG. A communication interface is created using Bluetooth. 

The objective of this project is to create trustworthy, non-interference health 
status indicators that are cheap, low power-consumption, and reliable. It is also used 
to find the location of the soldier. 

The soldier's current location will be provided via the GPS tracker, which 
will help locate the soldier and get medical assistance to him as quickly as possible. 
Using the GSM modem built into the gadget, if a soldier is hurt, nearby medical 
centres or the central node will receive an SMS to call the emergency services. GPS 
is used to track troops, and GSM is used to enable network connectivity. 

2. HARDWARE COMPONENTS  

2.1. ARDUINO Nano  

The Arduino Nano is, as its name implies, a small, feature-rich, and 
breadboard-friendly microcontroller board. The Nano board has dimensions ranging 
from 4.5 cm to 1.8 cm and weighs approximately 7 grammes (L to B). Like the 
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Arduino UNO [10], the Nano comes equipped with an ATmega 328P 
microprocessor [11]. 

             

   Figure 1(a). Arduino Nano                (b) GPS Module 

The UNO board is offered in PDIP (Plastic Dual-In-line Package) form with 30 
pins, while Nano is offered in PQFP (Plastic Quad Flat Pack) form with 32 pins. 
This is the primary distinction between both. While the Arduino UNO has six ADC 
ports, the Arduino Nano has eight, which are served by the extra two pins. In 
contrast to other Arduino boards, the Nano board only contains a mini-USB 
connection for power. Both serial monitoring and programming are done using this 
port. 

• Operating Voltage: 5V 
• Flash memory: 32 KB (ATmega328P) of which 0.5 KB is used by 

the bootloader 
• Clock frequency: 16 MHz  

2.2. GPS Module  

It is a navigation system that is based in space and delivers precise location 
and time information in all weather conditions. Anybody with a GPS receiver can 
publicly access the global positioning system (GPS), which will be administered by 
a US business. It has thirty or more GPS satellites in ordinary earth orbit (2000 - 
3500 km), and a dozen satellites will work together to form what is known as a 
satellite network. It is mostly utilized in various applications related to surveying 
and navigation. The orbital period of the GPS satellites is 12 hours, and they fly in 
a sphere at a height of 20,200 kilometres. They are made up of at least six satellites 
that can be seen from anywhere on the planet, and their orbital planes are centred 
on Earth.  
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2.3. Wi-Fi module ESP8266EX 

The ESP8266 is a low-cost system on a chip (SOC) Wi-Fi microchip made 
by Espressif with integrated TCP/IP network communication and microcontroller 
characteristics. A Wi-Fi-based microchip with a 9600 baud rate capable of serial 
communication is the ESP 01 chip. The Wi-Fi module's self-contained soc, which 
is integrated with the TCP/IP protocol, allows access to any microcontroller on its 
Wi-Fi network. An AT command set was initially programmed into ESP01. It can 
be connected to any sensor because of the large storage capacity and on-board 
processing it possesses 

      

Figure 2. Wi-Fi Module 

2.4. Heartbeat Sensor 

The term "sensor" refers to a device that generates a signal corresponding to 
the quality being measured. The physical parameter being monitored by the sensor 
is converted into an electrically measurable signal by the sensor. A sensor is 
frequently used in conjunction with other electronics, although it can also be a 
mechanical sensor. There are huge sensors available for a variety of purposes. A 
biomedical sensing device is employed in this study. Heartbeat sensors operate 
based on a change in optical power; as light is absorbed while travelling through the 
blood, its optical power changes according to the rate at which the heart beats.  

 

            

Figure 3(a) Heartbeat Sensor (b) Temperature Sensor (c) Display unit 
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Light-emitting diodes [12] and photodiodes are used in the heartbeat sensor. 
Whenever the heart is beating, the heartbeats will fluctuate, resulting in changes in 
blood circulation throughout a variety of body parts. This also happens when tissue 
lights up due to light from an LED. Plasma would absorb a portion of the 
illuminating light, with the photo diode capturing the leftover light reflected. 
Brightness has always been related to Jersey heart rate, and the quantity of light 
absorbed corresponds to the volume of blood in the tissue. 

 

2.5. Temperature and humidity sensor (DHT11) 

The DHT11 digital temperature [13] and humidity sensor is a hybrid instrument 
with a standardized digital signal output for both temperature and relative humidity. 
The device offers exceptional long-term stability and high dependability thanks to 
the application of temperature and humidity sensing technologies as well as a 
dedicated digital module collection. 

• 3.5 V to 5.5 V voltage range 

• 3 mA measuring current 60 μA standby current 

• Serial data output 

• from 0°C to 50°C in the temperature range. 

• Both temperature and humidity are 16-bit measurements. 

• 1°C and 1% precision  

3. PROPOSED SCHEME 

This model includes body sensor networks, including temperature and 
heartbeat detectors. The health vitals of soldiers are monitored using these devices. 
The heartbeat sensor measures the troops' pulse rate in beats per minute (BPM), 
while the sensor module (DHT11) keeps track of the temperature of the person and 
their immediate surroundings. The model's pictorial depiction is demonstrated in 
figure 4.  

A situation is deemed urgent if there is any difference between the detected 
data and the established threshold. The node is upgraded to include a GPS receiver 
in addition to the body sensor networks to track and locate the soldier. To report his 
whereabouts using a GPS module in an emergency, the soldier might hit the panic 
button. The micro controller processes and records all the data coming in from the 
sensors, and then sends it to the next node, the squadron leader's node, which then 
sends it to the control room via a wifi module built into the system. The 
experimental setup for the suggested system is shown in Figure 5. 
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Figure 4. Proposed system block diagram 

 

4. WORKING MODEL 

 
Figure 5. Experimental setup of the proposed system 
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The fitness of the trooper as determined by his pulse and body temperature 
is essentially our scheme's biggest priority. When a warrior is shot and knocked out, 
or if he loses consciousness for any other reason, his pulse progressively tends to 
rise or drop. In an emergency, a soldier may press the panic button to use a GPS 
module to transmit his whereabouts. All the information, along with the geolocation, 
was gathered by the microcontroller and sent to the closest ground station. The 
different tracking parameters of the soldier are relayed via a Wi-Fi unit, allowing 
the central server to access the trooper's present position via IOT. This information 
will be kept on the web and can be retrieved from the command centre as needed. 
Based on these details, the authorities can take fast action by sending out a health 
care team, an emergency response team, or any other support group to assist.   

The module exclusively uses inexpensive, low-power semiconductors. Only 
simpler components were employed in this module, making it simple for soldiers to 
transport it to the battlefield. Several accessories can be fitted inside the soldier's 
jacket. The entire arrangement is powered by a solar-powered electric battery. 
Soldiers, those taking part in special expeditions, or individuals on specific 
assignments will benefit from this service. 

5. CONCLUSION AND FUTURE SCOPE 

The study describes a low-cost Arduino-based prototype system for tracking 
and monitoring the soldiers' health conditions. Biomedical sensors provide each 
soldier's heart rate, body temperature, and ambient data to the command post. This 
technique may assist in solving the problem of soldiers going missing in combat by 
accurately locating missing soldiers who are in critical condition.  

To enhance the system's performance, new designs and sophisticated 
technologies may be used. Additionally, by utilising AI/ML algorithms, we could 
predict which soldiers will need medical assistance soon. Additionally, it could 
predict whether a sensor or component would need to be replaced or maintained. 
Other enhancements that can be made include the use of modern security protocols 
and techniques on the wireless RF modules, which will increase the security and 
dependability of the entire process of transmitting and receiving sensor data. 
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Abstract 
Automatic generation control is required in power systems to satisfy customer load 

requirements without disturbing the power quality with voltage and frequency swings. Any sudden load 
perturbations will cause a mismatch of power between generation and demand. Small disturbances can 
be self-managed by the synchronous generators. But the large disturbances may lead to an unstable 
system. In this case, speed governors come into action which is primary speed control. But the decline 
in frequency still exists from the nominal value. Therefore, to ensure the power quality, Automatic 
generation control is needed. The goal of Automatic generation control (AGC) is to hold system 
frequency at or very close to a specified nominal value with intelligent controllers (PID) which is a 
secondary speed control using frequency sensors.  

Most of the methods used for automatic generation control are optimization control methods. 
The main goal is to improve the generation controller performance index by choosing a good optimal 
control algorithm so that we will get minimized change in frequency in a faster time. In this paper, we 
study & utilize some of the nature-inspired optimization algorithms to better regulate the automated 
production of linked power systems by using PID controllers. We compare these results of two area-
connected thermal power systems with each algorithm and try to reduce the minimum frequency change 
mainly to get better settling time characteristics. 

Keywords: Automatic Generation Control (AGC), Particle Swarm Optimization (PSO), Differential 
Evolution (DE), Artificial Neural Networks (ANN). 

1. INTRODUCTION 
One of the primary goals of the power system is to fulfil customer load requirements while 

satisfying important system constraints, such as voltage and frequency fluctuations that could create 
instability and, under more extreme circumstances, grid failures. Due to the rising need for electricity, 
power systems are now run as complex, interconnected systems. Three categories such as generation, 
transmission, and distribution are used to categorize the entire process. The role of the power system's 
components is to ensure steady operation, supply reliability, and quality. It is described as Automatic 
generation control (AGC). [1] In the interconnected power system, AGC's main objectives are to 
maintain each control area's frequency at a constant value and to set the tie-line power flows within a 
given tolerance range. We can adapt the real power outputs of the control area generators to the 
changing load requirements. It is also known as Load frequency control (LFC). 

Tie-lines link each of the interconnected control areas. The overall generation capacity should 
be balanced with the total load requirement and losses for linked power networks to function reliably. 
The linearized model, which is the best scenario, is used by the majority of ideal techniques. [2, 3] The 
frequency of particular control regions and linked power exchange are the two relevant variables. A 
load frequency controller such as a proportional, integral, or PID is included in each control region to 
monitor the system frequency and linked power exchange. Area control error (ACE) is a combination 
of these two factors. Both the frequency of specific regions and the linked power exchange is maintained 
within the nominal values for the system to operate steadily. This issue is referred to as AGC or LFC. 
[4, 5]. A variety of control techniques have been created to enhance the functionality of interconnected 
power systems. Similar to this, a variety of creative techniques have been applied to enhance the 
system's dynamic performance.  
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In order to accomplish effective automatic generation control, controllers can be employed in 
conjunction with a variety of optimization techniques, including genetic algorithms, differential 
evolution algorithms, artificial neural networks, particle swarm optimization algorithms, etc. Thus, 
AGC is so needed in current power systems. The test systems used in this paper are explained in the 
next section. 

2. TEST SYSTEM OF POWER SYSTEM MODEL  

 

Figure 1. Test system 

In Fig. 1, the feedback input to the load frequency controller is taken from area control error 
(ACE) for the improvisation of transient response characteristics of a supplementary control loop.  

3. NATURE INSPIRED ALGORITHMS  
Nature Inspired algorithms fall under the category of meta-heuristics that incorporate randomness 

in the variables. [6] The development of these algorithms was inspired by natural phenomena, including 
Bacteria, [7] African bees, colony optimization, strawberry plants, [8, 9], etc. 

As we are having so many nature-inspired algorithms we use Differential Evolution (DE), Artificial 
Neural Network (ANN), and Particle Swarm Optimisation (PSO) algorithms for the study purpose that 
are employed in this paper. 

3.1. Differential Evolution (DE) 

A population-based optimization approach is called the Differential Evolution algorithm (DE) [10, 
11]. It functions with two populations that are represented by an older and a younger generation. A 
quick explanation of the optimization procedure is below: 

a) Initialization: In this step initialize all the DE parameters required in the range interval [Lb, Ub] 
and create target vectors X was given as: 

X =  Lb +  (Ub −  Lb) ∗ r             (1) 
                                            Where r= random matrix of order (1, d), d= no of input variables 

b) Mutation: In this step, three parent vectors (X1, X2, X3) are chosen for mutation from previously 
initialized target vectors and are used to create the child vector. The weighted difference 
between the two vectors is added to the other vector to produce a child vector which is also 
known as donor vector V. It is given as: 

V =  X1 +  f ∗  (X2 –  X3)            (2) 
                                      Where f is a constant within the range (0, 2)  

c) Crossover: In this step, the crossover of initially developed target vectors X and donor vector 
V are compared with probability range k for the creation of trial vector U. The trial vector U is 
later updated with the elements of the target vector or donor vector. It is given as: 

U = X*(1-k) + V*k                     (3) 
                                      Where, k is a constant of probability range {0,1}  

d) Selection: In this step, the target vectors X are compared with trial vectors U and later updated 
with selected new best values of fitness function (ITAE). Now a new population is created due 
to the altering of target vectors X which are fed again for the mutation process. The cycle 
continues for the best tolerable optimized value and evolves for every generation. 
 



 

3.1.1. Test system of two area power system model using DE algorithm 

 
Figure 2. Modelling of test system simulation under one percent variation in area-1 

Figure 2 shows the modelling of a load frequency control for test system. The specification 
values of every block in the system are taken from the base paper mentioned in [12]. 

3.1.2 Comparison of output results for change in frequency 

 

 
    (a). Area-1 frequency variation            (b). Area-2 frequency variation        (c). Tie-line frequency variation 

Figure 3. (a), (b), (c)  Characteristics of Test system 

The sub-figures mentioned in Fig 3 give the characteristics of change in frequencies in both 
areas and tie lines of test system. The output frequency characteristics are obtained for the same values 
of DE optimized PID controllers in both the areas of power system for one percent variation in area-1 
and output is given as: kp=1.500, ki=1.960, kd=1.092, fmin=0.0281 for best settling time. 

3.2. Artificial Neural Networks (ANN) 

The best control commands are determined using an artificial neural network. [13] Even 
nonlinearities can be applied to it. While starting, the system settings are not necessary. Even if inputs 
to the system are momentarily lost or faults are introduced, it can still operate. The controller keeps 
working in the event of any breakdown, minimizing the requirement for decision-making support 
software. Initially make the outputs and inputs initialized. Initialize the weight values and the values of 
bases using functions like tansig, trainlm, logsig, etc. Following the initialization of the maximum 
number of training epochs, the results are displayed at every iteration with the error training. Once the 
system has successfully trained, you may begin the process of concluding it by generating a trained 
simulation system. 

 

 



3.2.1 Test system of two area power system model using ANN algorithm 

Figure 2 shows the modelling of a load frequency control for test system. The specification values of 
every block in the system are taken from the base paper mentioned in [12]. Only the controller in area-
1 is trained by using ANN algorithm.  

3.2.3 Comparison of output results in a change in frequency 

 

 

    (a). Area-1 frequency variation      (b). Area-2 frequency variation        (c). Tie-line frequency variation 
Figure 4. (a), (b), (c) Characteristics of Test system  

The sub-figures mentioned in Fig 4 gives the characteristics of change in frequencies in both 
areas and tie lines of test system. For training of ANN controller initially we had done extensive 
simulation and the values for gain are taken as kp=1.400, ki=1.600, kd=1.400 for getting the input and 
output data. The output frequency characteristics are obtained for same values of ANN trained controller 
in area-1 and PID controller trained by extensive simulation in area-2 of power system for one percent 
variation in area-1. The drawback is that despite the load disruption, area-2 response still exhibits some 
inaccuracy with best settling time compared to DE algorithm. 

The figure 5 (a) is the ANN trained controller obtained as output and figure 5 (b) gives the 
inside view of ANN controller which contains input layer, output layer and hidden layers. The output 
trained ANN controller is given below: 

 
          (a)                                                      (b)                                                                                      

Figure 5. (a) ANN trained controller and (b) ANN trained neural network structure 

3.3. Particle Swarm Optimization (PSO) 

For optimization issues, Kennedy and Eberhart developed the PSO algorithm [14]. It is one of the 
algorithms that draw inspiration from nature and is based on a simulation of the flock's behaviour of 
birds. It is mostly population-based and has gained popularity as a global optimizer, especially for issues 
where the decision variables are actual numbers. Since it simply requires the objective function for 
optimization, it differs from other optimization techniques. The main points of Particle swarm 
optimization are given as: 

• Each particle in particle swarm optimization has an associated position, velocity, fitness value.  
• Each particle keeps track of the particle best Fitness value and particle best Fitness position 

(Pbest).  
• A record of global best Fitness position and global best Fitness value is maintained (Gbest) 

3.3.1 Test system of two area power system model using PSO algorithm 



Figure 2 shows the modelling of a load frequency control for test system. The specification 
values of every block in the system are taken from the base paper mentioned in [12].Only the controller 
is optimized by using the particle swarm optimization algorithm.  

 

3.3.2 Comparison of output results in a change in frequency 

 

 
(a). Area-1 frequency variation(b). Area-2 frequency variation(c). Tie-line frequency variation 

Figure 6. (a), (b), (c)  Characteristics of Test system 

The sub-figures mentioned in Fig 11 gives the characteristics of change in frequencies in both 
areas and tie lines of test system-1 and test system-2. The output frequency characteristics are improved 
for test system-2 as compared to the original test system-1 for same values of PSO optimized PID 
controllers in both areas of power system for one percent variation in area-1. Here we use Rosenbrock 
solver settings while simulation at a tolerance of 1e+6 and for optimisation. The values of kp, ki, kd are 
1.0e+03 * 0.8918, 1.0000, 0.2838 for best settling time. 

4. CONCLUSION 

In ANN optimized Algorithm, by comparative analysis, the output frequency characteristics 
are improved compared to DE for the same values of ANN trained controller in area-1 and PID 
controller trained by extensive simulation in area-2 of power system for 1% step change in area-1. But 
the disadvantage is that we can still see some error in the area-2 response which is not having the load 
disturbance. Even though it gives better settling time compared to DE-optimized results. 

In PSO optimized Algorithm, by comparative analysis, the output frequency characteristics are 
improved compared to ANN for the same values of PSO optimized PID controllers in both the areas of 
the power system for 1% step change disturbance in area-1. Here we use Rosenbrock solver settings 
while simulation at a tolerance of 1e+6 for optimization. 

Thus, by comparing all these algorithms, Particle swarm optimization (PSO) provides better 
optimization results when comparing all these techniques of two area-interconnected power systems, 
and the Test system-2 improves network performance when compared to the Test system-1 with the 
least settling time of change in frequency. 
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Abstract 
Cascaded boost and Lou converters will serve as the foundation for this project's 
integrated converter, which will be driven by fuel cells and have a single active 
switch. The fact that the suggested converter is capable of delivering high levels of 
efficiency as well as voltage gains qualifies it for use in applications involving fuel 
cells. This converter offers a number of benefits, including a higher voltage gain 
ratio with no deployment of a transformer, improved efficiency, continued flow of 
input current, and the use of a single power switch. These benefits are derived from 
the fact that the converter only uses a single switch. The mode of continuous 
conduction is going to be investigated. Under steady-state conditions, the 
performance of the proposed DC-DC converter is analyzed and assessed. This 
performance is tested using the MATLAB to validate the proposed converter's 
capabilities in steady-state circumstances. 

Keywords. DC-DC converter, fuel cell, high voltage gain, single switch integrated 
converter, continuous input current. 

1. INTRODUCTION 

The two basic categories of DC-DC topologies are isolated and non-isolated 
systems. Independent of the high value of the duty cycle, the turn ratio of the coils 
in the isolated topologies plays a crucial part in the rise in voltage gain. Sensitive 
loads are shielded from input source failures by the isolation that the high-frequency 
transformer's presence creates. The disadvantages of including a magnetic core 
include its increased bulk, weight, cost, and loss, notwithstanding the benefits 
described above. Additionally, the discontinuity in the input current and the 
presence of leaking inductors point to the need for snubber circuits, which raises the 
complexity and number of circuit components in the circuit. Therefore, when there 
is little justification for using an isolated circuit, it makes sense to use a non-isolated 
topology. The buck-boost and boost converters, which are among the classic non-
isolated configurations and include buck-boost, buck, and boost converters, may 
step increase the input source's voltage level. The primary drawbacks of buck-boost 
converters include the discontinuous input and output currents and the output 
voltage's negative polarity. Because of this, the buck-boost converter experiences a 
pass-through rather than a step-up [1-3]. The input voltage gain can be increased by 
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using a typical boost converter. Theoretically, more orders of voltage gain can be 
attained by boosting the duty cycle and its proximity to unity. The conduction time 
of the diode approaches zero as the duty cycle gets closer to unity, which 
complicates the diode's reverse recovery time [4]. 

VIN L1 L2D1

D2

D3

CoC1 RSw
VIN

L1

Sw

C1
Co R

D1 D2

 
(a)                                              (b)          

Figure1. (a) Boosting topology, and (b) Luo circuit. 

The aforementioned ideas provide the grounds for the birth of novel DC-DC 
converter topologies. The cascade of the boost converter is one of the provided 
structures and is shown in Figure 1a. Its topology, which was created by connecting 
two boost topologies, consisted of a switch and three diodes, as is clear [5]. When 
the duty-cycle gets closer to one in order to get more voltage gain, the number of 
parts can go up, which can have a big effect on efficiency. Figure 1b shows a Luo 
converter, which is another high step-up topology. The input current has a greater 
current ripple as compared to the boost topology, which raises the input DC-link 
capacitor's value. The diode is turned on because of the current created when the 
first capacitor and the source of power are connected in parallel. Additionally, a 
current ripple of this kind might shorten the capacitor's lifespan, which has an 
impact on the whole topology's longevity. Quadratic buck-boost topologies are 
introduced in [6]. The indicated converters of [6] had intermittent input currents; 
there were many inductors, and the voltage & current stress on the switching devices 
was substantial. The second sort of quadratic converter that has been recommended 
for fuel cell applications are the converters presented in [6]. A greater duty cycle 
value is necessary to obtain a significant voltage gain. 

In this study, a cascaded boost and a Luo converter-based architecture are 
given. In contrast to the recommended converters [6], the developed converter's 
boost topology implementation in the first stage. Additionally, the suggested 
converters, and Luo converters are successful in solving the excessive current ripple 
of the input current. In the recommended topologies of [4-6], different amounts of 
inductor current travel through the input source. The voltage and current stresses on 
semiconductor components in the converter have decreased to a low, reachable 
value that is lower than unity [7-9]. As a result, the operating point has increased by 
more than 90%, and the planned topology's efficiency has reached high values. 
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2. PROPOSED INTEGRATED TOPOLOGY 

Figure 2 illustrates the suggested topology's circuit diagram. The circuit first 
half employs the boost topology, results in a constant input current, which is the 
primary factor contributing to the developed converter's viability for usage in 
renewable energy applications. In the continuous conduction mode, the given 
architecture provides two operation modes (CCM). For analyzing, it is assumed that 
the converter is in steady-state. The first and third diodes are triggered in the first 
operating mode as a result the switch begins to conduct. The inductors are 
magnetised and have positive voltages at this time. Due to their respective negative 
currents, the converter's first and output capacitors have been discharged, while its 
second capacitor has been charged as a result of its positive current.  
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Figure 2. The proposed configuration. 
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Figure 3. (a) Equivalent circuit of ON mode; (b) Equivalent circuit of OFF mode. 

The 2ndand 4thdiodes, however, begin to pass the current. In this mode, a negative 
voltage is given to the inductors. The inductors have therefore become 
demagnetized. The first and output capacitor currents have turned positive and are 
now beginning to charge. The equations at the inductors and capacitors are: 

L1

diL1

dt
= vinD + (vin − vc1)(1 − D)                                  (1) 

L2

diL2

dt
= vc1D + (2vc1 − v0)(1 − D)                                     (2) 

C1

dvC1

dt
= −(iL1 + ic2)D + (iL1 − iL2)(1 − D)                          (3) 

C2

dvC2

dt
= ic2D − iL2(1 − D)                                          (4) 
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3. DEVICE STRESSES 

The voltage second balance is used to compute the inductor voltage and the current 
second balance is used to calculate the capacitor current. They can be given as: 

Vc1 =
Vin

1 − D
                                                                    (5) 

Vc2 =
Vin

1 − D
                                                                   (6) 

Vc0 =
(2 − D)Vin

(1 − D)2
                                                               (7) 

IL1 =
(2 − D)

(1 − D)
Io                                                               (8) 

IL2 =
1

1 − D
Io                                                              (9) 

Voltage/current stress on semiconductors is expressed using relationships such as 
duty cycle, input voltage, and output current. The difference between the highest 
and minimum inductor currents may be used to calculate the ripple inductor current. 
The difference between the highest and minimum capacitor voltages may also be 
used to compute the ripple in the capacitor voltage. 

ID2 =
(2 − D)Io

1 − D
                                                    (10) 

ID3 = ID4 = I0                                                     (11) 

VS1 = VD3 = VD4 =
Vin

(1 − D)2
                                          (12) 

VD2 =
Vin

1 − D
                                                          (13) 

4. RESULTS & DISCUSSION 

The projected converter is designed for an output power of 500W, with an output 
voltage of 200V. With the input voltage of 20V, the required output voltage with a 
gain of 10, can be produced at a duty ratio of 63%. To reduce the converter size, it 
is advisable to take higher switching frequencies (fs), however for the proposed 
simulation and design 50 kHz frequency is considered. With the considerable 
current and voltage ripples on the inductors and capacitors respectively, the energy 
component values are calculated and are observed in table 1. Figure 4 represents the 
input DC voltage waveform plotted using MATLAB simulation. A 20V DC input 
voltage is considered as the output of fuel cell to design the proposed converter. 
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Table 1 Simulation component values 

S. No Components Step up mode 

01) Input Voltage (Vin) 20 V 
02) Output Voltage (Vo) 200 V 
03) Output Power (Po) 500 W 
04) Switching Frequency (Fs) 50 KHz 
05) Output Load R 80 ohms 
06) M(D)=Vo/Vin 10 
07) Duty cycle D 0.63 
08) L1(Δ=1A) 63 μH 
09) L2(Δ=2A) 340.54 μH 
10) C1(Δ=2V) 42.57 μF 
11) C2(Δ=2V) 25 μF 
12) C3(Δ=5V) 504 μF 

 
The simulated voltage waveform of capacitor 1 (C1) is shown in fig. 5. From 

the previous discussion, the capacitor (C1) discharges the energy when the active 
switches are turned on, and charges when the switch is turned off. This phenomenon 
can be observed in the fig. 5, with a considerable peak ripple of 2V. Similarly, the 
simulated voltage waveform of capacitor 2 (C2) is shown in fig. 6.  

 
Figure 4. Simulated waveform of the input DC voltage  

 
Figure 5. Simulated waveform of the capacitor 1 voltage with a peak ripple of 2V 
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Figure 6. Simulated waveform of the capacitor 2 voltage with a peak ripple of 2V 

 
Figure 7. Inductor 1 (L1) current waveform with a peak-to-peak ripple of 4 A 

From the operation of the converter, the capacitor 2 (C2) charges its energy 
when the active switches are turned on, and discharges when the switch is turned 
off. This phenomenon can be observed in the fig. 6, with a considerable peak ripple 
of 2V. Figures 7&8 shows the simulated inductor current waveforms iL1& iL2 
respectively under steady state operation (for 10 cycles). From fig. 7 it can be noted 
that the inductor L1peak to peak ripple is approximately 4A. This value is exactly 
matches to the theoretical consideration of inductor L1 design.  

 
Figure 8. Inductor 2 (L2) current waveform with a peak-to-peak ripple of 2 A 
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From fig. 8 it can be noted that the inductor L2peak to peak ripple is 
approximately 2A which exactly matches to the theoretical consideration of 
inductor L2. Figure 9 shows the simulated output current waveform with negligible 
ripple. The simulated value is approximately 2.42A and is much closed to the 
computed theoretical value.  Figure 10 represents the simulated DC output voltage 
waveform with very low ripple (<0.5% approximately). The simulated value is 
approximately 194V and is much closed to the computed theoretical value. 

 
Figure 9. DC output current waveform of proposed topology 

 
Figure 10. Output DC voltage waveform of proposed topology 

5. CONCLUSION 

In the paper, the formation of a step-up configuration was facilitated by the 
cascading of boost and Luo converters. It owns a variety of advantageous qualities, 
such as a high voltage conversion ratio without the requirement for transformers, 
high efficiency, stability in the input current, and the utilization of just one power 
switch. The configurations of the circuits, their operating principles, and how they 
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function in the mode of continuous conduction have been given. Simulation and 
analysis of performance are carried out by making use of theoretical values. 
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Abstract 
The increased use of fossil fuel cars nowadays has increased the amount of CO2 in the 
atmosphere. Electric vehicles (EVs) provide a way to lessen negative consequences. Despite 
the fact that induction engines are often used for exercising, synchronous engines are more 
frequently used in electric cars (EVs). Since electric vehicle (EV) battery storage capacity 
is limited, energy efficiency is critical. When employed in EV applications at less than full 
capacity, these vehicles face the risk of poor performance and more energy consumption 
than is really necessary to keep them operating. PID controllers, FUZZY Logic Controllers 
(FLC), and Fractional Order PID(FOPID). controllers are used in induction cars to overcome 
these issues. The feedback loops on the PID and FUZZY controllers are more varied, and 
thus need more time to relay error indicators back to the input so that errors may be fixed. 
Therefore, it was suggested in this project that FOPID techniques be employed to improve 
the induction motor's overall performance. To save more electricity, FOPID might change 
the initial modern amplitude. The suggested version's performance was evaluated using the 
MATLAB/SIMULINK tool. 

Keywords. Electric Vehicle (EV), Induction Motor, PID, Fuzzy Logic Controller (FLC), 
Fractional Order PID(FOPID). 

1. INTRODUCTION 

As fossil fuel consumption has increased, CO2 levels in the atmosphere have risen, 
particularly in the last few decades. Worldwide carbon dioxide emission reduction efforts 
are urgently needed to address climate change and increasing sea levels. Increasing the 
efficiency of automobiles is essential due to the fact that transportation accounts for over 
20% of total carbon dioxide emissions [1]. The environmental benefits of electric cars (EVs) 
outweigh the drawbacks of gasoline-powered vehicles, as well as their quieter operation and 
reduced reliance on foreign oil. The efficiency and cost of a driving system are heavily 
influenced by the electrical equipment that power it. Even if a car is classified as an electric 
or a hybrid, it will not run without electric powertrain. There are two types of synchronous 
motors that can power electric vehicles: induction motors and synchronous motors (IMs). 
Propulsion for the EV-motor, according to [2], should include high torque density to deliver 
suitable driving force during start-up, ascending and accelerating; high efficiency to increase 
the driving distance; and flow regulation to widen the static power speed range. For electric 
vehicles (EVs), traction drives like the IM are becoming increasingly popular because of 
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their great durability, low cost, and low maintenance needs. As a result of higher losses, EV 
applications have a poorer machine efficiency. Low energy density, increased weight, longer 
charging times, and longer battery life [5] are the major obstacles to the widespread use of 
these vehicles in transportation. Energy efficiency must be maximized in order for an EV to 
work correctly [6]. It is typical practice for industrial drives to use proportional integral 
derivative (PID) controls because of their efficacy and ease of implementation. The most 
frequent type of controller in current control loops is the PID controller, which is widely 
utilized in industrial settings. For example, a shift in working conditions might cause 
significant performance loss [7]. [8] For example, a fuzzy logic controller (FLC) is an 
intelligent control method that can improve performance because it is difficult to accurately 
express the precise analytical model of a managed system. Several strategy principles are 
simplified by the usage of language tags in the FLC framework. As a result, other examples 
have employed another technique to manage EV energy demand. FLC is a model-free 
approach, hence a mathematical model of the system under control is not required. Adaptive 
FLC system controllers are needed if we are to improve EV traction in areas where there are 
fixed defects. Other FLC trends to consider include low steady-state error, low overshoot, 
and a rapid rise time. As a result, the fundamental goal of contemporary design methods is 
to reduce steady-state losses. Typical induction machines designed for high stability 
efficiency may suffer from significant and excessive current peak losses during transit with 
variable flow linkages. In light of the EV's traction motor drive cycle's dynamic character, 
the focus of this research is on the losses of transient machines. In the literature, a variety of 
control schemes have been presented for electric vehicle applications. Among the most 
common linear control methods are sliding mode control [11] and field-oriented control 
[12]. A technique called the "golden section" is used to reduce secondary winding harmonic 
losses by employing a model reference adaptive system with an optimized base power 
scheme. Use speed error change as an input to build frequency by employing an adaptive 
quadratic interpolation and slip control (SC) based on fuzzy controllers with nine rules [14]. 

2. PROPOSED SYSTEM DESCRIPTION 

The most prevalent kind of AC is a three-phase model. The gearbox and differential 
link the wheel hub to the gearbox and differential. Additionally, it has a DC/AC power 
converter and its own management system in addition to a chemical-based energy storage 
battery.  

 
Figure. 1 Schematic representation of an induction motor-powered electric car drive system. 
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Figure 1 depicts the three major parts of a battery-powered vehicle's electric motor 
system, which is generally only one electrical unit. Finally, the electric automobile uses a 
three-phase frequency and voltage control system to power it. The accelerator and brake 
pedals are linked to this system. A phase-locked loop and the DQZ conversion formulas are 
used to achieve the goal of synchronizing the utility current regulator. The phase currents' 
coordinates are shifted to fit within a d–q frame in order to convert a–b–c coordinates to d–
q coordinates. Conversions for the d–q components can be summarized as follows: A three-
phase electric machine is shown in Figure 1 as a means of generating power. The differential 
gear ratios on the left and right wheels enable for high-speed electric motor shaft adjustment 
at low speeds. When a DC battery supply is converted into three-phase AC voltage, the 
inverter regulates it. Component losses must be taken into consideration when calculating 
the power consumption of an electric car not linked to the grid. Our ultimate goal is to 
develop electric vehicle (EV) controllers that are as efficient as feasible. To compensate for 
the controller's lack of adaptability, flexibility, and power, FLC techniques for EV 
applications can be used. 

3. CONTROL STRATEGY 

As a general-purpose feedback control loop, PID controllers are commonly used in industrial 
control systems. When there is a disparity between a consistency process variable and the 
intended set point, the PID controller generates and executes corrective actions to correct it. 
PID controllers employ time constants that are both integral (Ki) and derivative (Kd) (Kd). 
These three variables make up the PID controller algorithm. The quantity of recent mistakes, 
the pace at which errors change, and the Integral all have an effect on error response. These 
three actions may be directed by the use of control devices such as a control valve or a 
heating element. Figure 2 depicts closed-loop control systems using a PID controller. 

 
Figure. 2   A closed-loop process control system based on FOPID controllers. 

4. SIMULATION RESULTS 

 
Figure.3 MATLAB/SIMULINK circuit diagram of the system 
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A) EXISITNG RESULTS 

 

Figure.4 (a)3-phase stator currents of PID and FLC models (b) Rotor speed of PID (red) 
and FLC (blue) When Nref 859 rpm (c) Torque response of PID (red) and FLC (blue) 

 

Figure.5 (a) Rotor speed comparison for PID (red) and FLC (blue) When Nref 1145rpm (b) 
Harmonic speed waveform 
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Figure.6 Rotor speed comparison for PID (red) and FLC (blue) When Nref 1432 rpm 
(b) Harmonic speed waveform 

B) EXTENSION RESULTS 

Various PID, FLC, and FOPID simulations were done to control the IM speed. Figures 4, 5, 
and 6 show the results of testing the control unit using a constant load torque. For multistep 
speed input, FOPID provides faster rise and fall times than PID. FLC outperformed FOPID 
when compared to PID. Three-phase IM, on the other hand, benefited from FOPID's more 
precise and quick response, as well as the absence of overshoot or steady-state error. 
Simulated EV applications were utilized to test the effects of PID, FLC, and FOPID on the 
speed of the internal combustion engine (IM). The simulations took into account a variety 
of operational variables, such as the reference speed and the applied load. PID, FLC, and 
FOPID performance was compared. 

 
Figure.7 Subsystem of FOPID controller  

Table 1. Comparison of the multistep speed response capabilities of FOPID, FLC and PID 
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Figure.8 (a)3-phase stator currents of PID and FLC models (b) Rotor speed of PID (red) 
and FLC (blue) When Nref 1432 rpm (c) Torque response of PID (red) and FLC (blue) 

 

 
Figure.9 Rotor speed when Nref is 859 rpm by using FOPID controller 

 
Figure.10 Rotor speed when Nref is 1145 rpm by using FOPID controller 
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Figure.11 Rotor speed when Nref is 1432 rpm by using FOPID controller 

5. CONCLUSION  

By employing FOPID at the beginning of the charging process, more energy may be 
conserved. When an error is detected, the FOPID controller acts swiftly to construct an equal 
controller term for use outside of the FOPID controller loop. A 50-horsepower electric car 
was simulated in this experiment. It's being studied if peak overshoot and steady-state 
inaccuracy may be used as indications. Researchers' findings reveal that despite the 
decreased amplitude, the suggested system's phase current has more loss components (less 
overall amplitude). In the steady condition, the average loss amplitudes of real torque 
diminish. Maintaining a constant torque optimizes performance. The suggested FOPID 
controller system outperformed traditional PID controllers and even fuzzier ones in terms of 
stability and performance.  
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Abstract  

Using LBS (Position Based Service) and GPS (Global Positioning System) location 
sensors, which allow the information of the Geofencing region to be properly 
located, security will be maintained by creating virtual boundaries of a certain zone. 
In this study, an effort is made to keep track of the items' whereabouts and to be 
able to sound an alert when they leave the Geofence zone. The true position of the 
object and its final destination, along with the precise borders it entered or left, were 
revealed by the results. This method can be used in classrooms to set virtual limits 
for students and in prisons to implement inmate security proposals. 

 
Keywords: Mobile APP, Raspberry Pi 3, Ublox, IoT, virtual boundaries. 

1. INTRODUCTION 

A technique called geofencing is primarily used to gather data and 
disseminate information inside a given geographic area. In mobile APPs, 
geofencing is a form of GPS tracking mechanism. It is a technique that enables the 
automatic detection and execution of pre-planned activities when a user device is 
present in a certain Geofenced region. The Google Android Geofencing platform 
has always been supported by this technology. This technique combines information 
from the cellular network, GPS, and IP addresses based. GPS is quite precise and 
can be used in Geofencing to determine the user's location. 

 
2. LITERATURE SURVEY 

Geofencing is the cutting-edge technology present ubiquitously in the 
world. In the organization employs a large number of people, making it impossible 
to track everyone's attendance using RFID and thumbprint technology. It will 
require lots of time., for this a geo-fenced mobile application is develop for the 
company's staff [1] Application Kit that aids people in preventing the spread of 
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COVID-19 This groundbreaking tool stops the spread of the coronavirus by 
combining geofencing and machine learning. The second feature is a powerful 
tracking system that monitors everyone who interacts with the user by using 
Geofencing technology [2-3].  

Ankle trackers powered by Arduino that use a GUI-based application to 
build geofencing and track people inside of quarantined homes. Within a geofence, 
a virtual boundary that is circular in shape, the ankle tracker serves as the trigger 
that is being monitored. With the use of Geofencing-based applications, a user in a 
smart city can discover the best services or shops nearby by using data from the 
GPS in his mobile service. [4]. The finest example of a geofencing scenario in a 
dairy farm is receiving feedback from wearable sensors like heat, drinking, and 
feeding from the cow. Farmers can simply obtain data about each cow from each 
place using IoT-based SMS technology, such as position, milk production, health, 
etc. [5].  

Geofencing for a certain region is required to approach close to the target 
in a precise manner for unmanned aerial vehicles utilizing GIS-based technology to 
locate objects on the side of the road. where Geofencing for a certain area is required 
to allow an unmanned vehicle to approach an object in close proximity and precisely 
[6]. Geofencing can be used to alert the naval officer when a ship approaches a 
specific underwater catastrophe region or to inform drivers on a highway about the 
construction of the road's operating condition when they enter that Geofencing-
based area in their car [7]. Finding a sea border is a challenging undertaking in the 
water. Using Geofencing technology, it is feasible to send alerts to fishermen when 
they cross an offensive border into another country [8]. In the event of child safety, 
wearable sensors such as temperature and pulse can provide information regarding 
the child's status as well as location, which can also be tracked by GPS, and alerts 
can be sent using GSM technology [9].  

A virtual barrier, such as Geofencing, can be used to regulate access to 
public spaces where smoking and drinking are prohibited. These sensors can detect 
intoxicated individuals and provide alert messages about the location [10]. If the 
peripheral of jail is trotted with a virtual boundary utilizing Geofencing method, 
without utilizing CCTV camera modules, then if any inmate tries to cross jail 
boundary, the jailer will receive an escape alert message [11].  

If a vehicle is being tracked, the owner must configure the geofencing 
graphical region in the mobile app so that, should the vehicle depart from the 
geofencing physical boundary for whatever reason, the owner will receive an SMS 
alert [12]. By measuring the precise distances between buildings, trees, and other 
obstacles, a drone would be provided a safe region in which to move [13]. 

 

 



 
3. GEOFENCING TECHNIQUES 

 This method allows for pre-programmed tracking of portable objects 
entering or leaving a Geofenced area. When distinct mobile devices enter or leave 
the limit, warnings are generated. The Geofence's shape can either be square or 
more amorphous, like a complicated polygon. At actuality, the Geofence is shaped 
like a circle, with the eye point in the centre. Given that it only requires two 
boundaries—the precise spot and an estimated range—this method is the simplest 
way to implement geofencing. The computation determines the distance between 
the circle's perimeter and centre. 

 
4. METHODOLOGY OF THE PROPOSED SYSTEM 

  A wearable physical sensor for gathering data from school students will 
transmit data to the next door and then be transferred to a data base station through 
the internet. The information is sent from the base station to the cloud, where it is 
analyzed using a variety of methods and strategies. The Google Map API and the 
Google Places API are two examples of how the Google API is used with mobile 
clients. Figures 1 and 2 display the proposed system's block diagram and hardware 
implementation. There are three modules in the complete framework.  
 

 

 

 

 

 

 

 

 

 

Fig. 1 Block Diagram Geofencing System using IoT 
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              Fig. 2 Hardware Implementation of IoT Based Geo-Fencing System 

5. GEOFENCE NODE SETTINGS IN NODE RED 

Geofence app must be successfully installed on a phone so that it may operate 
server-side. It comprises both mobile and labtop operations, such as continuous 
tracking of when a device enters or exits a geofence, such as a school fence. Node 
RED collects the data when we leave the location, translates it into human language, 
and then sends the SMS alert. It will only need to be set up once for every OS-
operated device.  

Every position reported into mosquito protocol for NodeRED includes a 
coordinate like longitude and latitude along with the device's tracker id thanks to a 
Geofence put up on the server side. This process offers pre-programmed inspection 
of mobile objects travelling through or inside a Geofenced area. The Raspberry Pi, 
GPS, micro-SD card and U BLOX and make up the module.  

The proposed system is being developed using a number of different pieces of 
software, including NOOBS OS, mobile applications, PHP, the MQTT Protocol, 
Python language, and Node RED technologies. The flowchart in Figure 3 provides 
an explanation of the Geofencing system's architecture. 

 

 



 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

Fig. 3 Flow Chart of Geo-fencing System 

6. RESULTS AND DISCUSSION 

 Any youngster, student, or anybody else can use this concept to check 
entering or exiting through Geofence borders for security reasons. It can be used in 
many different places, such as parking lots, jails for criminals, animal habitats, etc. 
A user can examine and monitor the person by connecting the IP address 

DATA COLLECT FROM GOOGLE API 
AND SERVER SIDE 

SET THE GEO FENCING CO –ORDINATE 
POINT IN A POLYGON SHAPE 

APP LOGIN PAGE  

START 

FIND THE LOCATION OF THE TARGET WITH COORDINATES 
POINT USING THE GPS 

NO, INSIDE 

SMS ALERT 

YES, 
OUTSIDE 

TRACK THE OBJECT 

STOP 

VERIFY THAT 
THE TARGET IS 

INSIDE /OUTSIDE 
OF THE 



192.168.201.34 with the port number 1880 in the Geofencing track in system. By 
supplying the specific latitude and longitude of that Geofencing position, which are 
given in IP (192.168.201.34), based on a user's Geofencing tracking in the Google 
Map VNC viewer, they can also receive a message alert if that person is beyond the 
virtual Geofence the user has set up. 

 

 

Fig. 4 The user using the remote sharing viewer in Google Maps displayed a 
geofencing map around a SAI INTERNATIONAL SCHOOL at IP (192.168.201.34) 

7. CONCLUSION 

 In this paper, an appropriate model is put forth that can be used to control 
Geofencing at schools. This model demonstrated the best results of maximum 
security by limiting student movement when they entered or left the virtual 
boundary area that was created by the user, in this case the user's parents. It can 
safeguard the criminal screen next to the school. 
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Abstract  

Environmental pollution is becoming worse, and the energy issue is getting worse. 
New electric vehicles (NEVs), on the other hand, are drawing steadily greater 
attention. DC – DC converters are therefore necessary in electric vehicle 
applications to obtain high voltage gain and improved power regulation. Therefore, 
investigation on high voltage gain DC – DC configurations is quite crucial. The 
study on double-boost DC – DC configuration with continuous input current and 
high gain is proposed in this project. The suggested converter also enhances 
efficiency while resolving switching stress and output voltage ripple issues. With 
fewer parts, a straightforward design, and the aforementioned benefits, the double 
boost converter will be a serious rival to existing high gain converters. Utilizing the 
MATLAB/SIMULINK software, a simulation design was created to demonstrate 
the viability of the suggested converter. To demonstrate the performance's 
robustness and functioning capacity, it is also evaluated under various duty ratios. 

 
Keywords. Double-boost, continuous input current, non-isolated, dc – dc 
configuration. 

1. INTRODUCTION 

New energy vehicles, sometimes referred to as NEVs, are garnering an 
increasing amount of interest as ecological contamination and the energy emergency 
continue to worsen. Ultra-gain DC-DC topologies may be split into several separate 
categories, each of which is defined by the topologies that they utilize and the 
applications that they are meant to fulfil. Ultra-gain DC-DC topologies can be found 
in a variety of different applications. Depending on whether or not a transformer is 
used in the design, they can either be nonisolated DC-DC configurations or isolated 
DC-DC configurations [1]. These converters fall into one of two categories. A 
nonisolated DC-DC converter provides a number of benefits, some of which include 
a high-power density, an uncomplicated design, and an easy-to-understand and 
straightforward control. Because of the transformer, the isolated converter suffers 
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from a variety of drawbacks, the most significant of which are its substantial bulk, 
its small power density, and its straightforward magnetic flux saturation. Because 
of these drawbacks, the implementation of isolated structures in electric vehicle 
(EV) applications can be restricted. So, nonisolated DC-DC configurations are 
recommended for the overhead applications to get the most power density and 
efficiency [2]. 

The vast majority of hybrid topologies in research on the topology of 
nonisolated DC-DC configurations use expansions of fundamental chopper circuits. 
These topologies are used because they are the most efficient. Cascaded topologies, 
topologies that are based on Z-source & quasi-Z-source, switched capacitor and 
switched inductor configurations are some examples of these types of topologies. 
There is a DC-DC converter with a high voltage gain that was derived from a Zeta 
converter. Even though there is only one primary switch in the design, utilizing a 
switching mode that has a low resistance can assist in decreasing switching loss in 
addition to voltage stress. This is because low resistance allows for a smoother 
transition between states. In [3], high voltage gain, a non-coupled inductor, SEPIC-
based DC-DC converter was demonstrated to the audience. This converter 
eliminates the need for an extra clamping circuit and reduces the amount of 
conductive loss that occurs as a result of its utilization of a switch that possesses 
lower levels of conductive resistance. This converter has several benefits, some of 
which include an output voltage that is in-phase, high efficiency, a high voltage 
gain, a stable input current, and reduced voltage stress. Other advantages include 
the same. A DC - DC converter with a large voltage gain is described. This converter 
combines the most useful aspects of a cuk converter and a secondary boost into a 
single piece of equipment for your convenience. This converter needs just one 
switch in order to accomplish the goals of having a high step-up ratio, having 
streamlined control, and having common ground on both the input and output sides. 

In the research described in reference number [4], a voltage multiplier 
converter was developed that made use of switched capacitors. This specific boost 
converter has a boost ratio that is twice as high as that of regular boost topologies, 
yet the voltage stress that it exerts on capacitors and diodes is only half as severe as 
the stress that is caused by the typical boost converters. Another issue is that there 
is a mismatch between the data that is being input and the data that is being 
produced. Cascade design may be utilized in a variety of applications, including fuel 
cells. The first stage of this design is made up of two boost converters that are 
staggered in different directions. The second step of this architecture is a three- level 
boost converter. Both the interleaved structure and the three-level design have the 
potential to lessen the ripple in the input current. However, only the three-level 
architecture can minimize switching loss and increase converter efficiency. It is 
feasible to enjoy both of these benefits at the same time. This is despite the fact that 
the voltage gain has not changed. An input that is made up of four parallel 



connections between inductors is included in a DC/DC converter that has four 
phases that interleave with each other. This helps to smooth out the waveforms. As 
a consequence, the total value of the ripple effect is diminished. Particle swarm 
optimization is an example of an optimization strategy. The system is optimized by 
the use of a particle swarm with this method. The results of the studies show that 
the suggested method of control is better in terms of both how well it works and 
how well it can be tracked and changed [5]. 

Particle swarm optimization and artificial physical optimization are used in 
the research work to achieve the goals of vector decoupling and parameter tweaking 
in the context of an electric car charging system. These goals were successfully 
attained. Validation of a system that uses tools that include hardware in the loop can 
be accomplished by using a boost converter that is of the standard bidirectional kind. 
The results of the experiment back up the idea that the suggested method is both 
reliable and effective. This strategy is proposed as a possible solution. The objective 
of this strategy is to modify the electric grid in such a way that it makes use of 
alternative and renewable forms of energy in order to facilitate the rapid recharging 
of electric cars. In the publication [6], the authors recommend the use of an endless 
series input boost converter that possesses a high fault tolerance for scenarios that 
involve vehicle-to-aid communication. The outcomes of a series of experiments that 
compared the performance. The results of this study were achieved through a 
process of experimental comparison. 

In conclusion, hybrid topologies are formed by employing fundamental 
DC-DC converters, which are then paired with switched inductors or switched 
capacitors [7,8]. In addition, hybrid topologies can also use switched resistors. 
Although this may combine the benefits of numerous distinct topologies, the 
negatives of each of the various topologies that it combines are still very important. 
This is the case even though Z-source converters have the potential to significantly 
increase the voltage gain. This paper is organised into four sections, Section II 
describes about the propose converter circuit configuration and its analysis in the 
CCM mode. In Section III the simulation block diagram and results are given a 
detailed discussion is done. Finally, conclusions are made in section IV. 

 
2. DOUBLE-BOOST CONFIGURATION 

Figure 1 depicts the proposed double-boost configuration. The 
configuration is comprised of 3 diodes D1, D2, & D3, 2 power switches Q1 & Q2, 
2 inductors L1 & L2, and a capacitor that acts as an output filter. Q1 & Q2 are the 
power switches. If the inductors L1 & L2 are the identical, then the enduring diodes 
and MOSFET switches will have the same characteristics. Figures 2 and 3 illustrate 
the two distinct ways in which the converter can perform its job. 



 
Figure 1. Double-boost circuit configuration 

 

 

 

 

 

Figure 2 Switch ON equivalent circuit 

Figure 3. Switch OFF equivalent circuit 

In the ON period, the power supply charges the inductors L1 and L2, and 
the inductors charges the energy; the C1 capacitor transfers the energy to the 
resistance. Indicating that the converter is in the ON state is the simultaneous 
activation of switches Q1 and Q2. Figure 2 depicts the operating mode that will be 
utilized by the proposed converter. During this time, the diode D1 is active while 
the diodes D2 and D3 are active with the voltage in the opposite direction. The first 
loop is produced when the input power Uin begins to charge the inductor L1, which 
does so by way of the switch Q1. The input power Uin is responsible for charging 
the inductor L2 via the switch Q2. The load gets power from the output capacitor 
C1. The equation (1) below demonstrates the amount of energy. 

WL = UinILDTS      (1) 

In this equation, WL stands for the amount of energy that is taken in by the 
inductor during the time that the switch is turned on. In the OFF state of the 
analogous circuit, when both switches Q1 and Q2 are closed, energy from the input 
power supply flows via L1 and L2 inductors and charges capacitor C1. Figure 3 
displays the converter's active mode. In this mode, the reverse voltage causes diodes 



D2 and D3 to switch off, while it causes diode D1 to turn on. The input energy 
supply Uin & the L1 and L2 inductors are joined in series with one another in order 
to give power to the resistance plus charges the filter capacitor C1. The amount of 
energy may be seen in equation 2. 

                       (2) 

where WL' is the amount of energy that is created by the inductor during the time 
that the switch is turned off and 1-D is the amount of time that the switch is turned 
on. The law of energy conservation may be used to derive the below equation, which 
can be constructed as Equation based on the rule (3). 

        (3) 

In accordance with Equations (1) through (3), the voltage conversion ratio G (D) of 
the given topology may be calculated in Equation (4). 

         (4) 

 
3. SIMULATION RESULTS 

 

 
Figure 4. Simulation model of Double Boost DC-DC Configuration 



Figure 5. Simulation waveform of input current 

A simulation platform, depicted in Fig. 4, was developed to validate its 
performance. The projected converter is designed for an output power of 200W, 
with an output voltage of 250V. With the input voltage of 50V, the required output 
can be produced at a duty ratio of 66.67%. The load is calculated as 312.5Ω. For 
the simulation 80 kHz frequency is considered. The waveform shown in the fig 5 
represents the change in input with respect to time. As the input current is 
continuous with an allowable ripple. Figure 6 represents the input DC voltage 
waveform plotted using MATLAB simulation. A 50V DC input voltage is 
considered as the input to design the proposed converter which can be observed in 
fig. 6. The output power and voltage are considered randomly for the design. 

 

 

 

 

 

 

 

 
Figure 6. Simulated waveform of input voltage 

The simulated output waveforms are shown in the figs. 7 & 8 of the 
proposed integrated converter. For a 200 W power, the integrated converter is 
designed with an output voltage of 250V. A load of 312.5Ω resistance is used at 
the output and hence the DC output current can be given as 0.8A theoretically. 



 

 

 

 

 

 
 

 

Figure 7. Simulation waveform of output current 

Figure 8. Simulation waveform of output voltage 

Figure 9. Simulation waveform of inductor current IL1. 

Figure 7 shows the simulated output current waveform with negligible 
ripple. The simulated value is approximately 0.75A and is much closed to the 
computed theoretical value. Figure 8 represents the simulated DC output voltage 
waveform with very low ripple (<0.5% approximately). The simulated value is 



approximately 247V and is much closed to the computed theoretical value. 
Figures 9 & 10 shows the simulated inductor current waveforms iL1& iL2 
respectively (for 16 cycles). From fig. 9 it can be noted that the inductor L1 peak to 
peak ripple approximately 2A. This value is exactly matches to the theoretical 
consideration of inductor L1 design. From fig. 10 it can be noted that the inductor 
L2 peak to peak ripple approximately 2A. This value is exactly matches to the 
theoretical consideration of inductor L2 design. For various duty ratios the 
proposed converter shows better performances with an efficiency greater than 90. 

 
Figure 10. Simulation waveform of inductor current IL2 

Figure 11. Plot of Switch voltage Vs1 

    The simulation waveform of switch voltage Vs1 is shown in fig. 11, during 
the time interval of 0.50002s. The waveform shows the switch voltage at 150V, 
with respect to time. The simulation waveform of switch current Is1 is shown in 
fig 4.12, during the time interval of 0.50002s. The waveform shows the switch 
current at 3.4 amps with respect to time. 

            



 

Figure 12. Plot of Switch current Is1 

Figure 13. Plot of Switch voltage Vs2 

The simulation waveform of switch voltage Vs2 is shown in fig.13, during the 
time interval of 0.50002s. The waveform shows the switch voltage at 245V, with 
respect to the time. The simulation waveform of switch current Is2 is shown in 
fig.14, during the time interval of 0.50002s. The waveform shows the switch current 
at 3.3 amps with respect to the time. 

 

Figure 14. Plot of Switch current Is2 



4. CONCLUSION 
From an investigation into the working principle of the proposed converter, 

as well as its modelling, the results of proposed DC-DC converters, which are 
frequently utilized in electric vehicles, one can derive the following conclusions: 
  

1. When compared to standard boost configurations the converter that was 
presented offers a number of advantages, particularly in terms of the voltage 
gain, the device stress, and the number of components. 

2. It may quicken the return of the output voltage to stability when there is a 
sudden change in the load and the input voltage. 

3. Under a wide range of conditions, the double converter that was 
recommended provides glaring benefits in terms of both the real voltage 
conversion ratio and the efficiency of the system. 

4. In addition, in contrast to the usual boost configuration, the double-boost 
network that was suggested has a lower ripple in output voltage. 
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Abstract  

One of the key drivers of the Indian economy is the agricultural industry. Due to the 
growing population, there is a constant growth in the demand for food production. 
This proposed work is a farm management system that uses information and 
technology to identify and analyse field variability through the use of crop 
production techniques. In order to simplify farming, machine learning and big data 
technologies have arisen. The results are obtained using techniques for data mining 
and data analysis. To increase yield, it is possible to forecast the ideal crop for a 
certain location and piece of land using IoT and machine learning algorithms. The 
economy of many developing nations is heavily dependent on agriculture. India still 
employs traditional agricultural methods despite being one of the world's top 
producers of diverse foods in large quantities. Farmers struggle to meet the 
increased expectations for high-quality food production in addition to dealing with 
the changing weather conditions. In order to produce high-quality crops, farmers 
actually need to be conscious of the shifting climatic circumstances. Smart 
agriculture powered by IoT and machine learning would assist farmers with crop 
and fertiliser suggestions in addition to real-time crop monitoring. This paper's main 
goal is to propose an Internet of Things (IoT)-based Smart Agriculture system that 
would give farmers advice based on a variety of variables, including soil type, 
region, crop kind, and rainfall. The system would also concentrate on 
recommending fertilisers to farmers based on elements like the soil's amounts of 
nitrogen, phosphorus, and potassium. The four problem statements covered in this 
essay are yield prediction, price prediction, soil health, and crop disease. So that it 
can be analysed and offer us approximative results, the useful information about the 
region, crop type, rainfall, soil type, etc. is provided. 

Keywords. Crop Prediction, Price Prediction, Soil health status, Disease detection, 
Internet of Things, Machine Learning. 

1. INTRODUCTION 

Agriculture is already starting to benefit significantly from machine 
learning (ML), which will increase its effectiveness and efficiency. In order to 
produce agricultural products more effectively, precision agriculture relies on the 
collection, processing, and analysis of data. With the aid of cutting-edge 
technology, data can be gathered on a contemporary farm. Agricultural ML is 
intended to gather particular data and employ particular algorithms to ascertain 
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anticipated results. It has the ability to sort through a lot of data.  
 

The Internet of Things (IoT) is utilized in smart farming to monitor the fields. 
It is employed for agricultural monitoring, climate condition monitoring, and 
other purposes. It helps in data collection. It raises standards while lowering 
dangers. Farmers can access current weather information, which aids in decision-
making. 

It requires manual monitoring. 
▪ Insufficient production. 
▪ Diseases of the crop may spread easily. 
▪ The life of top soil is killed. 
▪ Cannot predict the yield at all. 
▪ Weather conditions cannot be predicted.                
According to Gartner, Inc., there will be 4.9 billion linked items used in 2015, an 
increase of 30% over 2014, and there will be 25 billion used between now and 
2020. The Internet of Things (IoT) has become a powerful driver for enterprise 
change in all sectors of the economy and society. 

                             
                                    Fig.1 Issues of Traditional Systems in Agriculture [4] 
 
 
Four problem statements from our project are addressed by the suggested work. 
As follows: 
1) Yield prediction: 

Before harvesting, a job called yield prediction is carried out to estimate the 
yield that will be obtained. It takes a long time to complete. By using 
information on rainfall, crop type, geography, soil type, etc., our website 
makes it simpler to anticipate this yield. Using the Random Forest method, it 
analyses and forecasts the result. 



 3 

 
2) Price Prediction: 

Before deciding whether to farm a certain crop kind, an evaluation of the 
price is made. The price that farmers will eventually be paid for their crop is 
unknown. By analysing historical data, our website provides assistance with 
this price projection. 

 
3) Prediction of Soil Health: 

Knowing which crop to plant depends greatly on the health of the soil and the 
amount of nutrients present in it. Poor soil health has negative consequences 
on the crop. Our website provides the crop's N, P, and K values, making it 
much simpler to anticipate the soil's health. Farmers can choose which crop to 
cultivate based on those N-P-k levels. 

 
4) Disease Detection 

The greatest threat to the crop is crop diseases. It is exceedingly challenging to 
detect these disorders early. The development of these illnesses threatens to 
have severe effects on farmers who rely on these robust crops. Simply by 
categorizing photographs of the leaves of a certain crop, our website aids in the 
diagnosis of the illness and the provision of a remedy. 

2. RELATED WORK 

Numerous initiatives have been taken to stop crop loss brought on by illnesses. 
Integrated pest management (IPM) strategies have replaced historical methods of 
applying insecticides widely over the past ten years [2] (Ehler, 2006). Whatever 
the method, the first step in effective illness management is accurate disease 
identification when it first manifests. The computer power, high-resolution 
displays, and broad built-in accessory sets of smartphones in particular, including 
their high-definition HD cameras, provide very innovative techniques to assisting 
in the identification of diseases. By 2020, it is predicted that there will be between 
5 and 6 billion smartphones worldwide. Mobile broadband penetration reached 
47% in 2015, a 12-fold growth from 2007, and by the end of that year, 69 percent 
of the world's population had access to it [3] (ITU, 2015). When HD cameras, 
high-performance CPUs, and widespread smartphone use are coupled, it creates 
a situation where, if technically possible, disease diagnosis based on automatic 
picture identification can be made available on a never-before-seen scale. Here, 
we use 54,306 photos of 14 crop species with 26 illnesses (or healthy) made 
publicly available by the Plant Village project to show the technical viability of a 
deep learning strategy [4] (Hughes and Salath, 2015). 

 
The proposed work, which we found in the previous research papers is that 

everyone uses climatic factors like rainfall, sunlight and agricultural factors like 
soil type, nutrients possessed by the soil [5] (Nitrogen, Potassium, etc.) but the 
problem is we need to gather the data and then a third party does this prediction 
and then it is explained to the farmer and this takes a lot of effort for the farmer 
and he doesn’t understand the science behind these factors. To make it simple and 
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which can be directly used by the farmer this paper uses simple factors like which 
state and district is the farmer from, which crop and in what season [6-7] (as in 
Kharif, Rabi, etc.). In India, there are more than a hundred crops planted around 
the whole country. These crops are categorized for better understanding and 
visualization. The data for this research has been acquired from the Indian 
Government Repository [1]. The data consists of attributes – State, District, Crop, 
Season, Year, Area and Production with around 2.5 Lakh observations. 

3. NOVEL MACHINE LEARNING BASED PREDICTION 

TECHNIQUE FOR SMART FARMING 

In this paper, proposed method is about designing a website for making 
farming much better and effective. It deals with the 4 problem statements i.e., 
yield prediction, price prediction, soil health status and disease detection. The 
inputs are given to the website. The website classifies the data and gives the 
output with the help of Machine Learning algorithms Random Forest and Support 
Vector Machine it is shown in the figure2.Crop yield is the quantity of 
agricultural production harvested from a given area of land. Usually used for 
grains and cereals, the measurement is expressed in tones or pounds per acre. 
Amount of harvest per area is a measurement used by agricultural producers. On 
the basis of the crop's collected weight, the extrapolation for the entire farm is 
subsequently completed. Start-ups, governmental organizations, and academic 
institutions are leveraging Landsat and satellite imagery for data-driven decision-
making since crop production prediction is a key use case in spatial data science. 
Predictive algorithms are developed with the aid of satellite picture data. 

 

Fig.2 Architecture for different prediction 

Prediction of Crop Yield Using AI and ML 

Some of the reasons for the decreased rate of agricultural production include the 
climate and its unpredictability. Thus, accurate weather forecasting is crucial for 
better crop management. Other sectors that are connected to agriculture include 
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the sugar industry, which is dependent on sugarcane farmers. 

Therefore, agricultural production prediction using machine learning or AI also 
aids them in organising their business' logistics. As a result, there are many ways 
that AI and related IoT devices are used in agriculture. 

Let's examine the advantages of crop yield prediction using AI/ML. 

▪ Crop monitoring for better production 

▪ Resource and field mapping 

▪ Remote monitoring of farm regions and 

▪ Predictive analytics for data-driven decision-making 

Weather predictions 

When it comes to forecasting crop yields, there are many different factors. 
Studying weather information, satellite images, soil conditions, and potential pest 
attacks are a few of these. These factors come together to provide a 
comprehensive picture of the ideal window of time for crop production. To deal 
with any unforeseen issues, there are additional what-if scenarios and alternate 
action plans. 

Therefore, crop output forecasting is crucial to the global food production system. 
Making informed decisions is made feasible with greater data at hand. The 
information on crop yield forecast is also helpful to government organizations so 
they can plan for the security of the nation's food supply. 

▪ Yield prediction: We give inputs of crop, state, season, year, area and 
rainfall. It predicts the yield in Quintal. 

▪ Price prediction: We give the inputs of state, crop and year. It predicts the 
price. 

▪ Soil Health prediction: Inputs of crop, temperature, humidity, rainfall 
and pH are given. It gives optimal N- P-K values of the soil. 

▪ Disease detection: We give the images of the leaves. It detects the disease 
and gives the cure. 

Prediction of Soil Health 

The basic goal of soil management in farming is to increase crop productivity by 
enhancing and maintaining dynamic soil characteristics. Particularly in emerging 
nations like India, population pressure, land constraints, and the deterioration of 
traditional soil management techniques have resulted in a decline in soil fertility. 
Crop health is a crucial element in the high productivity agricultural methods used 
today.  

Crop Disease Prediction 

Plant disease is characterised as a condition of localised or systemic aberrant 
physiological functioning of a plant as a result of ongoing, protracted "irritation" 
brought on by organisms (infectious or biotic disease agents). Insects and 
parasitic plants, as well as harmful organisms like fungi, bacteria, viruses, and 
protozoa, are the principal causes of infectious plant illnesses.  
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4. CONCLUSION AND FUTURE ENHANCEMENTS 

One of the key industries in our nation's economic development is the agricultural 
industry. The issues with traditional farming techniques are eliminated by this 
strategy, which also improves and simplifies farming. The suggested approach 
uses ML techniques to enhance crop planning decisions utilising IoT and ML 
algorithms based on various metrics. Utilizing it is pretty simple. It gathers the 
data, examines it, and makes predictions. The farmers can make better decisions 
thanks to this system. It provides the output promptly. It lessens the issue of 
manual and ongoing farm monitoring. Farmers can greatly benefit from it by 
boosting their output, effectiveness, and crop quality. 

The future of urban farming must take into account a variety of elements, 
including the changing climate, natural disasters, community resilience, and 
socioeconomic aspects of farming, in addition to the projected trend of declining 
agricultural supplies. An indoor vertically scalable climate-controlled structure 
that integrates renewable energy, biodiversity, and resource management could 
be the face of farming in the future. This structure would also eliminate waste by 
turning waste into resources in a circular economy.  
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Abstract   
Due to the increasing dependence on renewable energy and related systems it is 
important to closely monitor and identify the governing parameters for efficiency 
with respect to environmental circumstances (temperature, irradiation. etc.). To 
maximise energy production, it is crucial to conduct in-depth analysis with an 
emphasis on the properties of photovoltaic devices. In-order to obtain the 
parameters like Power, Energy and Efficiency basic parameters are required such as 
voltage, current and system specific (inverters and converters) parameters like 
losses and efficiency. Manually, using analog measuring devices to measure voltage 
and current calculating and making a note of it and plotting a graph is an arduous 
and time-consuming task. So, to overcome this trying to develop an IOT enabled 
device which does all the above-mentioned work and makes the work easier permits 
monitoring the performance characteristics on mobile application with no extra 
work to be done by us. Using this device and inbuilt algorithms can introduce and 
keep a track of other related parameters like; power output, charge conditions, used 
power, temperature, irradiation, wind speed variation etc. The results can be readily 
printed using blue tooth from mobile/ transferred to other mediums. This whole 
process of sending the data after processing takes place on internet, thus no extra 
medium is required and only one thing that is to be ensured is that availability of 
Continuous power supply for the base monitoring station/ micro-controller. The 
system shall be developed in two parts: base monitoring and relaying and mobile 
application. 

Keywords. renewable energy, Internet of Things, Monitoring, micro controller, 
photovoltaic device. 

1. INTRODUCTION 

Renewable energy is the energy that is collected from the renewable 
resources or in other words energy collected from a source which is not exhausted 
when used. However, the amount of energy available per unit of time is limited. The 
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major types of renewable energy are solar energy, wind energy, hydro energy, 
biomass energy and geothermal energy [1]. So, humans are very dependent on these 
type of energies and related systems it is important to closely monitor the 
consumption and usage of these type of energies [2]. To monitor and optimize 
energy production, detail investigation should be carried out with an emphasis on 
photovoltaic device properties. So manually using analog measuring devices to 
measure voltage and current calculating them making note of them takes a bit lot of 
time. So, a IOT enabled device is developed in this project to do all above work and 
permits monitoring the performance characteristics. This project helps to monitor 
them through mobile application and values get updated in a excel sheet time to 
time. Monitoring them can be done from anywhere in the world by connecting to 
internet. IOT (Internet of Things) refers to the interconnection via internet of 
computing devices embedded in everyday objects, enabling them to send and 
receive data. In other way IOT enables the objects to be sensed, while also 
controlling it remotely, which enables better interaction of physical world to the 
computers. This would improve the accuracy, efficiency with limited human 
intervention. THINGS in IOT include HARDWARE + SOFTWARE + SERVICE. 
IOT is not just about getting devices connected. 

 
Figure 1. Block Diagram 

IoT is not just about getting devices connected. It is more about exchange 
of meaningful information from one device to another to get another meaningful 
accomplishment. IOT is not one technology, but it is a collection of technologies 
and domain knowledge and hence interpretation matters a lot, otherwise there are 
going to be a lot of misconceptions.[3] Apart from renewable energy monitoring 
there is also a need of a solution which can monitor and manage the existing source 
of energy present. This solution will closely monitor energy consumption of the 
home residents and help in reducing the energy cost and energy losses.[3] 
Electricity, like water and food, is a need in today’s world. We urgently require 
Electricity powers heating, lighting, refrigeration, public transportation, and all 
household appliances. The use of energy is increasing daily, but the availability of 
energy is decreasing. As a result of the constant decrease, various alternative energy 
sources are used to meet power needs and produce power. Non-renewable sources 
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are used in the other approach. One method employs renewable resources, while the 
other uses non-renewable resources. Non-renewable resources include solar, wind, 
and tidal energy. As a result, solar and wind energy are frequently referred to as a 
long-term power source. As a result, an IoT-based renewable energy monitoring 
system is being proposed to address the need for performance monitoring. 

2. METHODOLOGY 

First thing that needs to be done is, calibrating the voltage sensor. Here 
calibration of voltage means positioning the pin available on the sensor to provide 
an accurate sine-wave output. 

 
Figure 2. Voltage sensor 

Calibrating the module by its Potentiometer (Calibration pin), you wire the 
module, plug the Arduino and upload the code onto Arduino and do not forget to 
place the measuring probes to the power socket and you already know the voltage 
over. By running the code and positioning the pin available on the sensor it leads to 
the accurate sine wave output which is required here.  

The next step is to connect to google spread sheet by means of esp32 
module. Firstly, create a new spread sheet in google drive and note the id of that 
sheet and then using this id we would make request to add rows into google spread 
sheet we need to add a json file in the extension part of google spread sheet.  

                                   
                          Figure 3. Calibrated module sine wave output 

Here while connecting to Arduino IoT cloud, we need to first setup the 
device Esp32 At the end of setup you will be asked to enter a name for the board 
and then after entering, you will be provided with device id and secret Key. And it 
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is to be noted that secret key cannot be recovered after noting them done you need 
to click on continue. And you make your own thing and then a dashboard for it and 
enter the coding part for it and then by entering the Wi-Fi details and security key 
which is already available after device setup. And you will be also asked for device 
network name and password on which this device gets connected and will be 
available for us to monitor the data.  

While calculating current flow through the sensor we must know the 
maximum rating up-to which the sensor can measure. If it is a 5A current sensor, 
then it has different magnitude of voltage at the output for 1A of current flow 
through the sensor. The output voltage for different rated current sensors is provided 
by the manufacturer itself. For example, a 30A current sensor (ACS712 Hall effect 
Sensor) would result in 66mv/A.  

After calculating the values of current, voltage and power these values are 
updated on the mobile application through the help of Arduino IOT cloud which is 
connected to the mobile application and updated on the google spreadsheet which 
is connected to our Arduino. These are the two sources of applications to monitor 
on our mobile. In this project a relay is added to provide time delay function and to 
use it as a switching power source whenever needed. 

 
Figure 4. Methodology used 
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3. RESULTS 

According to the algorithm energy source that is being used is monitored in two 
different ways and this is achieved through IOT. The two different ways are 

• Monitoring the readings on google spread sheet.  

 
                                Figure 5. Readings in Google spread Sheet 

• Monitoring the readings on Mobile application. 

 
                                         Figure 6. Readings in Mobile application 

4. DISCUSSION 

Economic considerations are one of the key reasons businesses and 
governments are investigating IoT's potential for energy efficiency. Everyone in the 
supply chain benefits from improved spending and investment control, waste 
reduction, and real-time power usage monitoring thanks to smart metres and data-
driven predictions. To comply with new standards aimed at reducing emissions, the 
energy sector has experienced considerable changes. Companies are gradually 
incorporating IoT energy consumption and management software and other 
solutions into their operations in order to decrease their carbon footprint — optimise 
resource use, measure and analyse environmental impact, and establish long-term 
plans targeted at net-zero targets.  
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Companies utilise IoT not only to employ analytics tools to assess how 
effectively companies are complying with existing environmental standards, but 
also to manage energy in their everyday operations. Modern SaaS platforms include 
analytics capabilities that demonstrate if clients are eligible for incentives and 
industry certifications.  

Professionals in this industry, both downstream and upstream, recognise 
that a shift to green energy is unavoidable and are taking steps to incorporate clean 
energy strategies into their operations. By utilising energy monitoring sensors, 
performance, and power consumption data, utilities, for instance, can better 
understand how to maximise the use of renewables in their services and execute 
energy conservation efforts. 

5. CONCLUSION 

The IoT based Renewable Energy Monitoring System has been designed 
and implemented satisfactorily. The presence of each module has been carefully 
reasoned out of place adding to the optimal running of the unit. This Energy 
Monitoring System is designed to provide an easy to way to monitor the amount of 
energy being generated at every instant of time.  

Because of the growing reliance on renewable energy and related systems, 
it is critical to keep a careful eye on and establish the governing parameters for 
efficiency in relation to environmental circumstances. In order to optimise energy 
output, extensive study, focused on the features of photovoltaic devices, is critical. 
Manually measuring voltage and current with analogue measuring instruments, 
calculating and recording the data, and displaying a graph is a tedious and time-
consuming operation.  

So, to address this, we are aiming to design an IoT-enabled gadget that 
accomplishes all the above and makes the job easier by allowing us to monitor 
performance parameters on a mobile application without having to do any extra 
effort. The only thing that must be ensured is that the base monitoring station has a 
continuous power supply. 
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Abstract   
The notion behind this article is to develop a prototype which assures fully 
automated highly secured locker system for the user in commercial centers such as 
malls, airport, tourist spots, hospitals, education institutions, railway station etc. 
System assigned to manage an array of lockers which are locked with digital 
solenoid locks, interaction between user and system is established with key pad and 
LCD display. Access to the lockers is secured with the deployment of finger print 
sensor to authorize it. System is fully automated with Arduino controller to avoid 
manual labour for monitoring and fee collection, RFID based prepaid card are 
provided to do initial registration and auto detection of fee collection. For validation, 
system is tested in real time by considering a locker system with (two* three) array 
of lockers that is six lockers, in that three slots were left vacant for user and user is 
availing the slot for three hours at a tariff of 20 rupees per hour. The total time for 
new registration completes in 115 seconds which is comparatively less time 
compared to existing automatic locker system. System offers simple cost effective, 
fully automated and highly secured locker system for commercial centers; hence 
system will be fruitful for both the users as well as service providers.  

Keywords. RFID, Arduino, finger print Sensor, locker system, automatic, prepaid 
card. 

  

1. INTRODUCTION 

It seems to be hectic tasks for people wonder with their luggage’s in their 
travel. Hence it is necessary to provide a storage space for them to accommodate 
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their belongings safely. Not only for the traveller, even its required in places such 
as such as malls, tourist spot, education institutions, medical centres etc. it will 
greatly reduce burden of the people in carrying their belongings all the way they are 
roaming, this eases their work. 

At the same time storage space can’t be provided at free cost, in this world 
where even virtual cloud storages are in rent. But this process will require manual 
monitoring for allotment of lockers and payment collection. As manual labour 
seems to be more expensive, hence it is indispensable to automate the complete 
process. 

In this process, concern priorities on the security aspect in accessing the 
locker and simple user friendly to the users. In the point of storage space provider, 
the system to has to be economical and fully automated.  

2. LITERATURE REVIEW 

The concern of the article [1,6] was to assure the security in accessing the 
lockers, for this it has adopted face recognition technique for providing the required 
security, which seems to offers less degree of accuracy compared to finger print 
authorization. There were practical difficulties in revealing their facial details 
removing the mask in this COVID-19 pandemic situation. Moreover, it hasn’t 
concentrated on fee collection. 

Article [2,7] was deployed in rural area for logistic purpose, here process 
seems to be one way the, logistic will be placed by the service provider in one 
common point in rural area, reducing the delivery man work, the consignment 
details and secret code will be reaches the customer via mobile applications, here 
again security level and it cannot be used in other locations where user have to store 
their belongings.  

System [3,8] was developed keep students as the end user in education 
institution where they can store their material instead carry daily to institution, 
system was developed with IoT and Bluetooth platform which offers a remote-
control operation via mobile applications, again system was developed for a single 
specific user (students), under this condition payment collection was not mandatory 
in many institutions, so it hasn’t focused on fee collection from the user. 

Article’s [4,9] concern was only with assuring the at most security to the 
locker, it is provided with alert system if any one tries to open the lock in 
unauthorized manner, it will activate the alter system and it is provided with a 
camera to take stills of person who is mishandling the system, again this system also 
haven’t designed for fee calculation and collection. 

Paper [5,10] disclose the complete survey on smart locker, it has covered 
various technology used in designing a smart locker system, it also display the 
different applications where smart locker can be employed as it was portrait in figure 
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2.1. The finds its utility in wide applications such as health, education, commerce, 
banking, condominium etc. 

 
Figure. 2.1. Utilites of smart lockers. 

All the above author’s concern was to develop system keeping end user in mind and 
to offer them secured and user-friendly system. But system should have to be of 
mutual benefit to user as well as storage space provider. Hence it becomes 
indispensable to develop a system of high security, cost effective, fully automatic 
in monitoring and fee collection.   

Few existing system deployed in various different applications are 
showcased in figure 2.2 

 
Figure 2.2 a. Pharma collect b. lockers in hospital c. laundry lockers 

3. PROPOSED METHODOLOGY 

 Figure 3.1 showcase the pictorial representation of the system what 
proposed it house finger print sensor to provide high degree authorization to the 
user, key pad act as tool to simplify the interaction between user and system.  System 
holds an array of (2*3) solenoid digital lockers which open and close the individual 
locker units, controller interact with user via LCD display, it displays the necessary 
details to user and instruct the process to followed to move on to next stage. 
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  Batteries are provided to power the controller and solenoid lockers; 
Arduino Uno controller is being used to manage the entire process in and payment 
collection. RFID scanner and RFID prepaid cards are provided for each locker 
separately and are used for registration process and auto fee payment.   

 

Figure 3.1. Pictorial representation of Proposed Methodology 

The Figure 3.2 display the pictorial process flow image, the process house 
two parallel process of new registration and process involved with existing user for 
accessing the locker. Once the user pressed the enter key in the keypad, first query 
will be posted new registration if user enter “YES” then new registration process 
will be initiated, if user enter “NO” then another process to access the locker will 
be initiated. 

If new registration is initiated by the user, then user will be asked to scan 
the prepaid RFID card, when details are stored, tariff will be displayed via LCD 
display. If user accepts the tariff through key pad, available slots (lockers) will be 
displayed to user, so that they can select number lockers as per their requirement. 
Once slot is selected by the user, user will be asked to scan their finger print, finger 
print data will be mapped with the slot selected and if registration is completed it 
will move on to next level. 

Controller will actuate particular solenoid lock to open the locker, in case if 
“NO” was feed by the user at initialization it will process another parallel process 
for existing user. User will be asked to scan the finger print for authorization, if 
authorization was successful, it will retrieve details mapped with particular finger 
print and calculate the fee to be collected based the duration of hiring. After 
manipulation fee detail will be displayed to the user. Next user will be asked to scan 
the RFID prepaid card to initiate the payment process, in this process respective fee 
will be auto detected from the prepaid card and once the fee collection was 
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successful, it will display payment successful thankyou with that this process 
complete.  

Figure 3.2. Process flow chart of Proposed Methodology 

 Figure 3.3 - the hardware interface displays clearly specific pin which are 
initialized as input-ports and output –ports, nearly seven pins are set as output ports, 
among which six pins are deployed for controlling the six solenoid locks, one pin is 
assigned for LCD display through which controller interact with user. 

 

 

Figure 3.3. Hardware circuit interface 
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Three pins are configured as input-ports, among them one pin was assigned 
for keypad, via which user interact with the controller. One pin is configured for 
finger print sensor, through which finger print details are feed to the controllers. 
One pin is assigned for RFID reader which is used for initial registration and for fee 
collection. Power supply for controller is given at Vcc and Gnd of controller. Along 
with that power supply from battery has to be provided to solenoid lockers. 

4. RESULTS AND DISCUSSION 

For validation, system is tested in real time by considering three slots are 
vacant for user and user availing the slot for three hours at a tariff of 20 rupees per 
hour. Table 1 showcase the details displayed as per process flow in LCD display 
and its corresponding inferences    

 
Table 1: Outcomes and its inferences. 

LCD Display Inference 

 

After user feed as new registration via keypad 
system initiate the registration process by asking 
to scan the RFID card, details of card will be 
recorded future processes. 

 

Once the RFID card are registered tariff details 
will be displayed here, we have considered twenty 
rupees in Indian currency is charged for 1 hour 
and was fixed as the minimum base value to avail 
the lockers. Also based the duration of availing 
the locker the fee will be calculated. 

 

Next to tariff display if user accepts to pay via 
keypad available slots will be displayed, so that 
user can select the locker he wants via key pad. 

 

Once locker is selected finger print of user is 
registered with that particular locker, finger print 
offers unique authorization for user, thereby 
ensures the high security to the user and increase 
the reliability of the system.  
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If the finger print is feed via sensor got 
successfully registered with that particular 
selected locker, in LCD display following 
statement will be displayed “FINGER PRINT 
REG SUCESSFUL” 

 

If fee amount to be collected from the user if he 
select the option “NO” for new registration at the 
time starting, this process is initiated for user who 
have already registered and kept his belongings in 
the locker assign to user, it will first ask to enter 
the locker details, then it will ask for finger print 
authorization, if authorization was successful then 
it will ask to scan the RFID card. 

 

Once prepaid RFID card is scanned then based on 
the fee calculated, amount will be auto detected 
from the card. If the fee collection was successful 
then it will be displayed as “PAYMENT 
SUCCESS THANKYOU” entire process 
complete with this. 

5. CONCLUSION  

The System is validated to function in a secured way for a locker system 
with (two* three) array of lockers that is six lockers. Total new registration 
completes in 115 secs which is comparatively less time compared to existing 
automatic locker system. System seems to be user friendly in selecting lockers and 
payment processes. From the point of component selection and process involved 
system is economical, system also eliminate manual labour in managing the locker 
system and collection of payment.  
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Abstract   
The article was coined on objective of developing a fully automated sun drying 
system for various food grains. Hence food waste due to human error and manual 
monitoring can be reduced. Sun drying duration and temperature differs for various 
food grains, so it is necessary to adapt suitable drying duration for different grains, 
instead of having a common pre-set value. As the sun drying duration and 
temperature of grains have great impact on texture of grains which in turn are the 
deciding factors of quality grade of final product of grains. Another big issue is sun 
drying process is grains get wet due to unexpected rain which will delay the process 
or spoil the grains, creating huge loss. Hence a system is developed with Arduino 
and sensors to cover the grains immediately if rain is detected, monitor the 
temperature and drying duration.  For validating the outcomes of the system, wheat 
grains are taken for study; system threshold values are set accordingly. System is 
tested for four objectives; they are in case of rain, if temperature exceeds permissible 
value, if drying period exceed the required period and under normal condition. On 
the whole system seems to be user friendly in changing the pre-set value which 
varies for different grains.  

Keywords. Rain Sensor, Food Grains, Sun Drying, Arduino UNO, Temperature 
sensor, Automatic Protection.  

1. INTRODUCTION 

In 2017, according to New Delhi, around 57676 tons of food grains are 
wasted in the past five years, where the grains have got damaged, which were 
become useless, for the human consumption. Such a huge amount of food grains 
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could be able to feed around 1.15 crore people for a month. In the last few days, 
thousands of tonnes of wheat got spoiled and wasted due to unexpected rain, in 
Ambala. Apart from that, wheat which was brought to the grain market, got wet and 
spoiled. The agencies faced a huge loss, and are struggling to provide cover to 
farmers to protect food grains from getting wet. 

In 2016, the wastage of food grains has increased from 12 percent to 14 
percent. Which is a huge difference and huge amount. The heavy down pour of rain 
has created a huge problem and burden to the farmers, where the farmers are forced 
to work in a heavily pouring rain, to remove and cover the grains from getting wet. 
It is not possible for the farmers, of anyone to collect the food grains from heavy 
rain in a matter of seconds. The farmers have faced a huge loss in many places of 
India, where the prediction of rainfall is unexpected.  

 Table 1: Drying temperature and duration for various grains 

Grains Temperature in Celsius Duration hours 

Maize 41.1 - 58.9 2.6 

Wheat 35 - 40  2 

Millets 50 – 60 0.40 

Paddy 55 – 60 2 

Rice 25.8 - 29.27 2 

Beans 40-54 10 

Cow peas 70 7 

Copra 53 1 

 

2. LITERATURE REVIEW 

People are struggling when unexpected rain comes during cloth drying in 
the direct sun. So here is the simple and best invention of fully automated system 
for cloth drying under direct sun. The humidity sensors are used to monitor the 
humidity. It will detect the rainfall, by measuring the humidity. To measure and 
detect the average sun rays, PV sensors are used. AC motors are used for movement 
of cloths from one location to another location, with the help of microcontroller, 
when there is an unexpected rain. This automated system, is cheap, will reduce 
human effort [1-3]. 

The design of rain detector alarm consists of a switching unit, 
microcontroller, power supply and buzzer. Even if there is a smallest drop, the rain 
sensor can be able to sense the rain drop which is falling on the rain sensor. The 
power supply consists of 9V battery. IC has three modes called bi-mode, Mono 
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stable mode, A-stable mode. As this IC is A-stable mode, there is no stable level of 
output. The buzzer is used for alarm, which indicate the user, in the form of sound 
when there is an unexpected rain fall. Double sided copper board are used in the 
construction of rain sensor. The rain sensor works as a switching device, when there 
is rain fall which causes the transistors present in the circuit to turn ON. So, this 
project makes the user, the simplest project, which reduces the time and made the 
job done quickly before heavy rain come [4]. 

In India, cricket is one of the most popular games in the world. But the 
problem is that, the cricket match gets delayed or get cancelled due to unexpected 
rainfall. To overcome such a problem, rain detector with alarm with automatic 
roofing system are used for Cricket Stadiums. The auto roof covers the entire 
stadium. The setup consists of Arduino UNO, servo motor, LED, Buzzer, GSM, and 
rain sensor. When there is a rainfall, the rain sensor activates and give signal to 
Arduino uno and GSM, which will turn on the buzzer to make sound and the LED 
to indicate, and the servo motor will automatically close the roof, which will prevent 
the Cricket Stadium from rainfall. When the rainfall stops, the roof will 
automatically open. And hence all the messages are sent to our respective 
smartphone [5]. 

Floods are caused due to heavy rainfall. Therefore, some tools and systems 
are used to monitor the rainfall. The Arduino uno is interfaced with temperature 
sensor, humidity sensor, and rain sensor to monitor the weather conditions. The 
whole setup will provide warnings and reports on the rainfall level, which is very 
useful for minimizing the amount of flood before the rainfall. We can make some 
arrangements, before the rainfall, which reduces the flood. Analog data signal from 
Arduino uno are sent to fuzzy interface. Using fuzzy algorithm, the data are 
processed. The device provides estimate of weather, to remain rain level detection 
[6].  

3. PROPOSED METHODOLOGY 

Figure 3.1 display the block diagram of the proposed system, it consists of 
Arduino Uno, rain sensor, temperature sensor, LCD display, keypad, driver circuit, 
motor and screen. Humidity sensor are used as the rain detector which is deployed 
for detecting the rain, temperature sensor is employed to monitor the temperature at 
which grain are dried under sun, as it is important to maintain the texture of grains, 
Arduino controller plays the role of brain in the system, as it is receives the input 
values and holds all preset value, with what it provides the control action as per the 
preset program. Keypad is provided to make system user friendly in varying the 
preset value as the grains considered for drying.  
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Figure 3.1. Pictorial representation of Proposed Methodology 

The Figure 3.2 show case the process followed in the introduced system, as 
the Arduino controller has to process three parallel operations as the objective of 
the work demands monitoring of humidity, temperature and duration of drying. 
Humidity sensor continuously monitor the whether there is any rain fall or not. In 
case of rain fall sensor intimate the controller and controller will initiate the drive 
circuit to unwound the screen and entire grains will be covered. 

Figure 3.2. Process flow chart of Proposed Methodology 

 Another task which as to be processed in parallel are constantly monitoring 
the temperature of grains under sun drying as it is very important in maintain the 
texture in which grains are required in the market. Incase if temperature exceed the 
preset temperature value of any particular grain, then controller will unwound the 
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screen to cover the grains there by it will won’t allow the temperature to exceed 
beyond the preset value of that particular grain.  

The next objective which has to be monitored in parallel are duration for 
what the grains has to be dried under sun, for that controller will have the complete 
track record of duration for what the grains are dried under sun, which is very crucial 
deciding factor of the quality of the grains.  

In case if duration of sun drying exceed the pre-set value controller will 
unwound the screen to coverup the entire grains which will maintain the expose 
time of the grain within the pre-set value. 

Figure 3 display the hardware interface of proposed system hardware consist 
of input element as temperature sensor, humidity sensor and keypad. Temperature 
sensor continuously monitor the temperature of grains drying under the sun, 
humidity sensor will detect the rain. Key pad provides a flexibility to user to modify 
the threshold level based on grains dried under sun. 

 

Figure 3.3. Hardware circuit interface 

Here Arduino Uno is employed to control the entire system. Based on the 
condition as per the input what received controller provides the control signal to 
driver sytem system which covers the grains with screen and all actions will be 
displayed in LCD display [7-9]. 

4. RESULTS AND DISCUSSION 

For validation wheat grains taken for study and reference as threshold for 
system are set accordingly, figure 4.1 display the plot for a day of monitoring the 
temperature and rain while drying the wheat grain, drying period was restricted 
between morning 8:00 Am to evening 5:00 Pm with an overall time period of 8 hour 
a day, rest hours screen remains covered.  
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Here blue colour marks indicates that temperature is within the permissible 
level, while red colour marks the point where temperature crossed permissible level 
hence system automatically covers the grains with screen to avoid direct insolation 
of sun ray on grains. While the yellow colour marks are the point when sensor had 
detected rain, during this occasion also system automatically covers the grain. There 
by grains are protected from being get wet. 

 
Figure 4.1. A day graph of sun drying 

 
Table 2 show case the inference of the outcomes as per the conditions 

observed in the process of drying the wheat grains, all the four cases of study as per 
the objectives were evaluated. How the system reacted to following case are given 
in the table 2, first case under no rain and permissible temperature, second case if 
rain detected, third case if temperature exceed permissible temperature and fourth 
case if drying period exceed the required drying period.  

   
Table 2: Outcomes and its inferences 

LCD Display Inference 

 LCD shows that, the rain sensor has still not 
detected any rain, so it shows “NO Rain”. Hence 
when there is no rain drop on the rain sensor, the 
resistance value of the rain sensor is not less than 
the set value of resistance in the Arduino Uno 
code, the LCD display shows “NO Rain” screen 
remains uncovered allowing the grains to dry 
under sun. 
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 LCD shows that, the rain sensor has detected rain, 
so the LCD display shows “Rain Detected”. 
Hence when the rain drops fall on the rain sensor, 
the resistance value of the rain sensor is less than 
the set value of resistance in the Arduino Uno 
code, the LCD display shows “Rain Detected” 
immediately screen unwound and cover the entire 
grains protecting the grains from being get wet. 

 

LCD shows that, the time duration of the 
particular food grains, that we have kept for sun 
drying has completed. The time duration of 
particular food grains and specific allowable 
temperature is monitored. Once the drying 
duration completed screen unwound and cover the 
entire grain. 

 LCD displays the temperature at which the food 
grains are drying under sun. If it exceeds the 
temperature value set to the particular food grains, 
then the screen closes, which stops sun drying. At 
the same time, the LCD display shows that 
“temperature exceed present value”. As the 
temperature at which various grain to be dried 
differs, it becomes indispensable to monitor the 
temperature closely. 

5. CONCLUSION  

The reaction time of the proposed system is around 2 micro seconds to detect 
the rain hence it is able to protect the grains from rain, before it is being getting wet 
by rain which seems to be fruitful in reducing the drying time and preventing grains 
from getting spoiled. For validating the outcomes of the system, wheat grains are 
taken for study; system threshold values are set accordingly. System is tested for 
four objectives; they are in case of rain, if temperature exceeds permissible value, if 
drying period exceed the required period and under normal condition. The study 
was carried over a day in monitoring the temperature and rain while drying the 
wheat grain, drying period was restricted between morning 8:00 Am to evening 5:00 
Pm with an overall time period of 8 hour a day, rest hours screen remains covered, 
due to dew conditions. System proves to be most cost-effective solution to automate 
the drying process which demands constant manual monitoring. As the system is 
provided with additional features such as temperature and duration of drying 
monitoring helps in retaining the texture in which they are required to get the 
premium quality. System is also user friendly in varying the preset value as per 
various grains.  
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Abstract 

Renewable energy sources such as solar photovoltaics are numerous, making them 

an ideal alternative to conventional energy sources. Due to their natural and 

environment-friendly properties, they are also more efficient than conventional 

energy sources. One of the most critical factors that can affect the efficiency of a 

PV system is the PV power extraction due to the Partial shaded conditions. Although 

the performance of a PV system is generally improved by implementing a maximum 

power point tracking technique, this technique is not ideal for every type of system. 

The classical methods are usually preferred due to the only peak in the P-V curve. 

However, when it comes to the multiple peaks of the P-V curve, the conventional 

methods are not able to achieve the optimal performance. Hence in this paper a 

novel Slime Mould algorithm (SMA) is proposed and its effectiveness is evaluated 

in comparison with Particle swarm optimization algorithm. The proposed algorithm 

is implemented on a test case of 200 W PV system of 5 X 5 size with S-P and T-T 

configurations. Parameters such as PV mismatch losses, fill factor efficiency are 

evaluated. Proposed SMA MPPT algorithms exhibits the superior performance in 

comparison with PSO MPPT algorithm.     

Keywords. SMA, PSO, PSC, MPPT, S-P, T-T. 

1. INTRODUCTION 

Today, solar power is widely used in the world due to its high efficiency and 

cost-effectiveness. It is regarded as a promising renewable energy source. 

Compared with other sources such as fossil fuels and oil, it is very clean and has an 

abundance of environmental friendliness [1]-[3]. Due to the increasing concerns 

about the power generation efficiency of PV systems under different shading 

conditions, the need for more effective PV configurations has been increasing. 
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Hence in this paper optimal MPPT control technique is implemented considering 

the configurations under random PSC [4].  

A novel Slime Mould algorithm is proposed and its effectiveness is 

evaluated in comparison with Particle swarm optimization algorithm. The proposed 

algorithm is implemented on a test case of 200 W PV system of 5 X 5 size. 

Parameters such as PV mismatch losses, fill factor are evaluated. Proposed SMA 

MPPT algorithms exhibits the superior performance in comparison with PSO MPPT 

algorithm [5]. 

2. SLIME MOULD ALGORITHM 

The concept of the slime mould algorithm is based on the oscillation style of the 

mould in nature. It takes into account the various feedbacks generated by the 

mould's propagation wave and generates a dynamic structure that can be used to 

improve the efficiency of the system. The SMA approach is illustrated in Fig. 1. 

Mathematical model is illustrated in Fig. 2. [6] 

  

Fig. 1 SMA Approach Fig. 2 Mathematical Model 

3. PROPOSED SYSTEM 

In this paper SMA optimal MPPT control technique is implemented considering 
S-P and T-T configurations under random PSC. A test case of 54 cell, 200 W PV 
system with 5 X 5 configuration is considered as shown in Fig. 3. 

 

Fig. 3 Test Case Configuration 
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4. RESULTS AND DISCUSSION 

In this paper the proposed algorithm is implemented on a test case of 200 W PV 

system of 5 X 5 size with S-P and T-T configurations. Parameters such as PV 

mismatch losses, fill factor efficiency are evaluated under the following cases. 

• Performance Assessment Considering PSO Algorithm 

• Performance Assessment Considering SMA Algorithm 

4.1. Performance Assessment Considering PSO Algorithm 

In this case PSO algorithm is implemented on a test case of 200 W PV system 

with 5 X 5 S-P and T-T configuration under random PSC condition. In the random 

PSC condition, the solar irradiance varies from 200 W/m2 to 1000 W/m2 at 25oC 

temperature. Parameters such as PV mismatch losses, fill factor and efficiency are 

evaluated. 

1. Series Parallel (S-P) Configuration 

 In this case the PSO algorithm is implemented on S-P configuration. Under PSO 

algorithm, the Max. voltage is 111.100 V, Max current is 35.312 A, Max Power is 

3923.163 W. The O. C. voltage is 162.047 V, S. C. current is 41.101 A. The 

evaluation parameters are tabulated in Table 1. 

Table 1. Performance evaluation with S-P Configuration 

Type Fill Factor (%) 
PV Mismatch 

Losses (%) 
Efficiency (%) 

Conventional 

MPPT 
58.886 27.676 11.086 

PSO MPPT 58.904 27.546 11.098 

 From the above evaluation table, it is clear that PSO MPPT exhibits the best 

performance than the conventional MPPT controller.   

2. Triple Tie (T-T) Configuration 

 In this case the PSO algorithm is implemented on S-P configuration. The Max. 

voltage is 143.305 V, Max current is 31.399 A, Max Power is 4499.634 W. The O. 

C. voltage is 162.512 V, S. C. current is 41.101 A. The evaluation parameters are 

tabulated in Table 2. 

Table 2. Performance evaluation with T-T Configuration 

Type Fill Factor (%) 
PV Mismatch 

Losses (%) 
Efficiency (%) 

Conventional MPPT 67.460 11.429 12.703 

PSO MPPT 67.366 11.206 12.728 
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From the above evaluation table, it is clear that PSO MPPT exhibits the best 

performance than the conventional MPPT controller. 

4.2. Performance Assessment Considering SMA Algorithm 

In this case SMA algorithm is implemented on a test case of 200 W PV system 

with 5 X 5 S-P and T-T configuration under random PSC condition. In the random 

PSC condition, the solar irradiance varies from 200 W/m2 to 1000 W/m2 at 25oC 

temperature. Parameters such as PV mismatch losses, fill factor and efficiency are 

evaluated. 

1. Series Parallel (S-P) Configuration. 

 In this case the SMA algorithm is implemented on S-P configuration. Under the 

SMA algorithm, the Max. voltage is 112.320 V, Max current is 36.706 A, Max Power 

is 4122.818 W. The O. C. voltage is 163.010 V, S. C. current is 43.980 A. The 

evaluation parameters are tabulated in Table 1. 

Table 1. Performance evaluation with S-P Configuration 

Type Fill Factor (%) 
PV Mismatch 

Losses (%) 
Efficiency (%) 

Conventional MPPT 58.886 27.676 11.086 

SMA MPPT 57.508 21.370 11.662 

 From the above evaluation table, it is clear that SMA MPPT exhibits the best 

performance than the conventional MPPT controller.   

2. Triple Tie (T-T) Configuration 

 In this case the PSO algorithm is implemented on S-P configuration. The Max. 

voltage is 144.121 V, Max current is 32.411 A, Max Power is 4671.106 W. The O. 

C. voltage is 163.121 V, S. C. current is 44.012 A. The evaluation parameters are 

tabulated in Table 2. 

Table 2. Performance evaluation with T-T Configuration 

Type Fill Factor (%) 
PV Mismatch 

Losses (%) 
Efficiency (%) 

Conventional MPPT 67.460 11.429 12.703 

SMA MPPT 65.064 7.123 13.213 

From the above evaluation table, it is clear that SMA MPPT exhibits the best 

performance than the conventional MPPT controller. 

5. PERFORMANCE COMPARISON 

 In this paper the proposed algorithm is implemented on a test case of 200 W PV 

system of 5 X 5 size with S-P and T-T configurations. Parameters such as PV 

mismatch losses, fill factor efficiency are evaluated under S-P and T-T 

configurations. Comparison analysis under S-P Configuration is illustrated in Fig. 3. 
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Fig. 3 (a) Comparison  

of Fill Factor 

Fig. 3 (b) Comparison of  

PV Mismatch Losses 

Fig. 3 (c) Comparison of 

Efficiency (%) 

 

 In the S-P Configuration Fill Factor is reduced, PV mismatch losses are 

minimized and the Efficiency is improved. Comparison analysis under S-P 

Configuration is illustrated in Fig. 4. 

   

Fig. 4 (a) Comparison  

of Fill Factor 

Fig. 4 (b) Comparison of  

PV Mismatch Losses 

Fig. 4 (c) Comparison 

of Efficiency (%) 

 In the T-T Configuration Fill Factor is reduced, PV mismatch losses are 

minimized and the Efficiency is improved. Hence in all the cases the proposed 

algorithm exhibits the superior performance 

6. CONCLUSION  

In this paper a novel Slime Mould algorithm (SMA) is proposed and its 

effectiveness is evaluated in comparison with Particle swarm optimization 

algorithm. The proposed algorithm is implemented on a test case of 200 W PV 

system of 5 X 5 size with S-P and T-T configurations. Detailed literature review is 

presented. SMA algorithm approach si presented. Parameters such as PV mismatch 

losses, fill factor efficiency are evaluated considering conventional, PSO and 
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Proposed SMA algorithm. Proposed SMA MPPT algorithms exhibits the superior 

performance in comparison with PSO MPPT algorithm. In S-P configuration Fill 

Factor is reduced from 58.886 % to 57.508 %, PV mismatch losses are minimized 

from 27.676 % to 21.370 % and the Efficiency is improved from 11.086 % to 

11.662. Similarly in T-T configuration Fill Factor is reduced from 67.460 % to 

65.064 %, PV mismatch losses are minimized from 11.429 % to 7.123 % and the 

Efficiency is improved from 12.703 % to 13.213. 
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Abstract   
The working of solar photovoltaic (PV) system is disturbed due to changeable event 
of irradiance. Due to that, occurrence of mismatch losses happens and in turn 
reduces the power production of good PV panels in it. The aim of this work in this 
article is to extract the utmost power from each of the solar PV panel in the array by 
decreasing the losses because of mismatch. An innovative array reconfiguration 
method is projected in this article, which is the snake ladder pattern in the 
row/column formation. Each of the PV row/column is formation with different PV 
panels from the rows/column of the expected array reconfiguration. This developed 
project allows the PV system to function with lowest number of losses due to 
mismatch by uneven irradiance in the PV array. The production analysis is been 
checked and verified in the simulation of a 6 × 6 PV system in MATLAB. The 
developed array reconfiguration is around 39% more capable than the existing 
series-parallel connection and as well as superior than the TCT and sudoku puzzle 
pattern methods.  

Keywords. Solar PV, maximum efficiency, reconfiguration, snake and ladder. 

1. INTRODUCTION 
In some years, the reduction of fossil sources directs to the process of non-

conventional energy resources. Solar PV systems are the best power source between 
other non-conventional resources because of its advantages [1]. Various 
conservation parameters are inducing the drop of PV’s organized conversion 
efficiency. Among those parameters, uneven irradiance is one of the most important 
one in dropping the PV efficiency.  The conservative algorithms are united with soft 
computing methods like artificial-intelligence (AI), neural network (NN), Fuzzy 
Logic Control (FLC), and so on along with it. Though, during the uneven irradiance, 
the PV systems function with many local maximum power points (LMPP) and the 
maximum power point tracking (MPPT) algorithm unable to get the peak MPP 
(PMPP) amongst numerous LMPPs [2]. The drop in production power is based on 
the array connection and irradiance that happened in it. The series (Se) array 
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connection method has drawbacks on the uneven irradiance. Altered array 
reconfiguration techniques had been created such as series-parallel (Se-P), bridge-
linked (BL), honey-comb (HC), and sudoku-puzzle pattern (SPP) by the researchers 
to bound the effects of uneven irradiance [3]. The electrical array reconfiguration 
(EAR) schemes were proposed for the PV array in [4]. This EAR scheme reshuffles 
the PV panel’s inter-connection by using the switches like IGBTs and MOSFETs to 
produce more power even with the same uneven irradiance. A controller which will 
be controlling these switches according to the shading in the PV panels [5]. Except 
in the big PV power plants, the model of EAR is difficult to implement, because of 
this requirement of many controllers, switches, and sensors [6]. This article 
introduces a snake-ladder (SL) reconfiguration method with the enhancement 
ability of uneven irradiance dispersion. The faction of the dice is the fundamental 
ideas at the back this EAR scheme. The developed SL EAR is given with all 
necessary constraints. Many parameters are defined in the constraints, which satisfy 
the all supposition given in the snake-ladder pattern array reconfiguration. This 
developed SL EAR scheme has been tested in 6×6 PV arrays in MATLAB. The 
improved enhancement of the developed snake-ladder pattern array reconfiguration 
has been validated with different levels of irradiances and compared with various 
EAR scheme.  

This article ordered as given: the mathematical model of PV panel is given 
in Section 2 and the developed snake-ladder EAR is discussed in Section 3 along 
with results and validation using 6x6 PV array. Section 4 provides the suggestions 
and the merits of the developed method are given as conclusion. 

2. MATHEMATICAL MODEL OF PV PANEL 
A PV cell’s equivalent circuit is shown in Figure 2.1 and it is prepared using a 
current-source (Iph) connected to a shunt-resistance (Rsh). Similarly, n numbers of 
PV cells are connected in Se-P manner to develop a PV panel. The equation of the 
PV panel is given in the form of current,  

   1
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sh

V I RV I R
I I I exp
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Figure 2.1. Equivalent circuit of solar cell 

where, Im is the extreme producing current, Vm is the extreme producing voltage, Iph 
is photoelectric-current, saturation-current is given by Isat Boltzmann’s constant is K, 
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series resistance (Rs), shunt resistance (Rsh),  and temperature of PV panel is given by 
T. 

3. DEVELOPED ARRAY CONFIGURATION 
The planned electrical array reconfiguration (EAR) is executed with the help 

of the snake-ladder (SL) arrangement. This method will be selecting the PV panels 
from the old PV system with the optimized dissimilar PV system. A 6×6 PV array 
is taken in which all rows should have six number of PV panels. In the existing 
technique, the initial rows panels are P11, P12, P13, P14, P15, and P16, in the 
planned reconfiguration, the initial row have panels of all the rows like in the 
existing technique.   

 

Figure 3.2. (a) horizontal snake ladder formation (b) horizontal node formation (c) vertical 
snake ladder formation (d) vertical node formation 

The normal snake ladder formation and the node establishment from are 
given in the Figure 3.1. The snake-ladder formation can be developed into two ways 
like horizontal snake ladder (SL_H) and vertical snake ladder (SL_V) pattern. The 
horizontal snake ladder formation of array and the node establishment are depicted 
in Figure 3.1 (a) and (b). Similarly, the vertical array formation of array and the 
node establishment are depicted in Figure 3.1 (c) and (d). 

The formulation of the planned electrical array reconfiguration is shown in 
Figure 3.2. These are represented for the horizontal SL EAR and vertical SL EAR. 
In both of those, a classification is created depends on the column count. The PV 
system having the even count in columns as well as an odd count in columns have 
different equations. Row development for the horizontal snake ladder in an odd 
count in columns begins with (1)(i) and closes at (n)(i+((n+1)/2). Similarly, in the 
horizontal snake ladder with an even count in columns, the row development begins 
with (1)(i) and closes at (n)(i+((n+2)/2). In parallel, row creation to the vertical 
snake ladder with an odd count in columns begins with (i)(1) and closes at  
(i+((n+1)/2) (n). Similarly, in the vertical snake ladder with an even count in 
columns, the row development begins with (i)(1) and closes at (i+((n+2)/2) (n). The 
planned snake ladder electrical array reconfiguration is applicable to any size of 
rows and columns of PV system. Every row is developed just by interchanging the 
values of i and n. The count of i stand for the total count of rows, its formation of 
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the initial row, the count of i is 1, similarly for the 2nd row, the count of i is 2 and so 
on. To the m × n PV system, the count of i begins with1 to the last count of row m. 

 

 

Figure 3.2. Row formation of horizontal snake ladder array formation 

Consider this example, in the 6 × 6 PV system, row have 6 counts at the 
maximum. So, the initial row, i is 1, and 2nd row, the count of i is 2, and it go on till 
the 6th row. In horizontal SL formation, the row presents the outcome like P11, P26, 
P32, P45, P53, P64, the formation begins from the initial row and closes in 6th row. 
Except the 2nd row formation, it begins at second row and closes in first row and 
similarly in the 3rd row creation, it begins with third and closes in second row. It 
continues till the sixth-row creation, in that it begins in sixth row and closes in the 
fifth row. 

Table 3.1. Node formation of the initial row for vertical snake ladder  
Real Positions of PV 
panels Expression Location of PV panels in 

developed PV connection 
P11 = (1)( )i  P11 
P12 = (2)( ( 1))i n+ −   P25 
P13 = ( )(3) 1i +  P32 
P14 = ( )(4) ( 2)i n+ −  P44 
P15 = (5)( 2)i +  P53 
P16 = ( )(6) ( 3)i n+ −  P63 
To the row development of initial row I =1 and n = 6 

Equally the SL_H and SL_V reconfigurations are created in the 6×6 PV 
system. The results of developed and existing array reconfigurations were compared 
and explained. The power production of the developed and existing array 
reconfigurations is given in the Table 3.3. The power production and, efficiency 
during uneven irradiation conditions of Se-P, TCT, sudoku based reconfiguration, 
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horizontal snake ladder array reconfiguration (SL_H), and vertical snake ladder 
array reconfiguration (SL_V) were shown in the output results in Figure 3.3. 

Table 3.2. Node formation of the initial row for horizontal snake ladder  
Real Positions of 
PV panels Expression Location of PV panels in 

developed PV connection 
P11 = ( )(1)i  P11 
P12 = ( ( 1))(2)i n+ −   P62 
P13 = ( )1 (3)i +  P23 
P14 = ( )( 2) (4)i n+ −  P54 
P15 = ( 2)(5)i +  P35 
P16 = ( )( 3) (6)i n+ −  P46 
To the row development of initial row i=1 and n=6 

Table 3.3. Comparison of power outputs 

Sl. No Topology Efficiency 
Ƞ(%) 

1. Se-P  26.7% 
2. TCT 54.2% 
3. Sudoku 62.2% 
4. L-Shape [7] 60.7% 
5. Spiral-Pattern [8] 63.1% 
6. SL_H 67.8% 
7. SL_V 68.9% 

 

Figure 3.3. Power output comparison chart 

For random irradiance, SL_H technique produces 6.70A of Isc and 501W 
of Pm, similarly SL_V technique produces 6.65A of Isc and 469W of Pm. The 
developed SL_H and SL_V are improved than existing techniques of Se-P, TCT, 
and sudoku patterns. During these uneven irradiances, the power productions from 
existing techniques are 234W, 324W, 368W respectively from Se-P, TCT, and 
sudoku patterns. The developed SL_H organization produces power with the 
effectiveness of 58.9% with the 66% of offered irradiance. Likewise, the developed 
SL_V reconfiguration produces power with the effectiveness of 59.1% with the 66% 
of offered irradiance. Another pattern such as Se-P, TCT, and sudoku has the 
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effectiveness of 41.1%, 43.0%, and 58.8% respectively. The developed SL_H and 
SL_V have good P-V and I-V curves than the existing reconfiguration. The 
effectiveness of the developed scheme is compared to L-shape reconfiguration [7] 
and spiral-pattern reconfiguration [8] methods. The two articles were about the array 
reconfigurations for reducing the divergence losses similar to the developed 
technique. The comparisons of power outcome results are given in Table 3.3. and 
Figure 3.3. 

4. CONCLUSION 
In this article, a new electrical array reconfiguration technique of solar PV 

system is developed based on the snake-ladder movement. The snake-ladder 
formation can be developed into two ways like horizontal snake ladder (SL_H) and 
vertical snake ladder (SL_V) pattern. The developed SL_H and SL_V were 
validated in the MATLAB software. These SL_H and SL_V reconfigurations were 
validated with different 6 types of possible variable irradiance. The results of the 
developed technique are compared with the existing array reconfigurations. The 
existing techniques are performing fine in few irradiance levels and performing bad 
in few irradiance levels. But the developed SL_H and SL_V array reconfiguration 
are performing well in all levels of irradiances. The performance of the PV system 
in different irradiances levels were improved using the developed SL_H and SL_V 
array reconfigurations. 
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Abstract  

Android Based Campus Solution for Department Management is an app that helps 
manage and monitor the progress of students in a college or university. It can be 
used to track the performance of departments and to identify areas for improvement. 
The app can also be used to communicate with students and staff. The app allows 
departments to create and store student records, as well as track and manage student 
attendance, grades, and other data. The app is designed to work with the college’s 
existing database, making it easy for departments to keep track of their student's 
data. The app is also integrated with Firebase, making it easy for departments to 
push updates and information to their students. The app also enables the 
management of departmental data, such as departmental budgets and staff. 
Additionally, the app can also help manage communication between departments. 
 

Keywords. College Android App, Department App, Student data management, 
Education Management System, Information Retrieval   

1. INTRODUCTION 

A fast dissemination of information is essential considering the 
technological advancement and time. This is because there are now more 
advantages to automatic machines than there were in the past. This means that a lot 
of the work that was done by humans is now done by machines. These days, there 
is a need for machines that can do the work of humans in educational settings, like 
schools and colleges [1][2]. Students can consolidate their files and information 
thanks to advancements in computer technology that leverage the databases and 
apps in their information systems. An key part of this procedure involves Android. 
It results in the development of fresh methods for handling conventional 
transactional systems. The advancements in computer technology allow students to 
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consolidate their files and information by using databases and the information 
system's utility. Android is crucial to the processing of traditional transactional 
systems and contributes to its innovation [3][4]. The paper is discussing how 
technology has changed the way information is disseminated, and how this has 
changed the way educational institution function. It cites the example of the 
Department of Management at a school, which has switched from paper-based 
systems to mobile computing [5]. This has made it easier for students to access 
information and stay up-to-date on announcements and events. The essay concludes 
by discussing how the Android-based app "Act" has helped to resolve some of the 
issues associated with these changes. 

With the increasing use of smartphones in recent years, many colleges and 
universities are now turning to Android-based solutions to help manage their 
departments and students [6]. Android apps offer a number of advantages over 
traditional desktop-based solutions, including the ability to manage student data on 
the go, keep track of departmental events and deadlines, and connect with other 
students and faculty members. The Android-based Campus Solution for Department 
Management is a comprehensive app that helps college and university 
administrators to manage their departments more effectively. The app provides a 
central database for storing student data, which can be accessed by departmental 
staff from anywhere. The app also includes a number of features for managing 
departmental events and deadlines, and for connecting with other students and 
faculty members.  

The Android-based Campus Solution for Department Management is an 
essential tool for any college or university administrator looking to improve the 
efficiency of their department. The app’s central database and easy-to-use interface 
make it simple to keep track of student data, departmental events, and deadlines, 
and to connect with other students and faculty members. The purpose of this 
research is to create and implement an Android-based Campus Solution for 
Department Management. The Android app was developed using Java and the 
Firebase database. The app was designed to help manage student data and 
department data. The app was tested on a group of students and faculty. The results 
showed that the app was able to manage student data and department data. The app 
was also able to help manage the education system. An application that allows the 
management of college departments and student data is called Android Based 
Campus Solution for Department Management. It uses a MySQL database and was 
created with Android Studio and Firebase. The software enables the insertion and 
removal of students from departments as well as the establishment and deletion of 
departments, as well as the maintenance of student data. 

2. EXISTING SOLUTION 

There is no application for students to download their study material and 
notes of the previous semester. The students are instructed to get the copy of their 
certificate from the College management. Students need to get the letter from the 



 3 

department to get the copy of the certificate [2][6]. It leads to wastage of time to the 
students [5][6]. All the updates and announcements are circulated through paper 
form; it may or may not reach the students. The details of the students are recorded 
in the paper form it may lead to the loss of record. By using the existing system all 
the processes of the department may take lots of time to complete. The existing 
system doesn’t have any module to get details about the students (resume, 
certificates, marksheets) for placement purposes [7]. In the past the working model 
didn’t have study materials for arrear students [8]. In the existing system it does not 
contain an inbuilt chat system to communicate with staff of the department. On other 
hand the system does not hold any certificates, marksheet for future use of the 
students. 

3. PROPOSED SYSTEM  

For this investigation, both primary and secondary data were employed. For 
primary data collection, interviews were conducted with the professors and 
department heads of different colleges. This helped in understanding the 
requirements of the app and the way it should be developed. For secondary data 
collection, various articles, journals and websites were referred to get an 
understanding of the existing education management system and the way Android 
apps are developed. Both qualitative and quantitative methodologies were used to 
assess the data that was gathered. Both the quantitative and qualitative data were 
examined using descriptive statistics and content analysis, respectively. The 
Android app was developed using the Android Studio IDE. Firebase was used as 
the database for the app. The proposed system will be developed using the Android 
SDK. The app will be developed using the Java programming language. The app 
will use the Firebase database for storing the data. The data will be stored in the 
form of JSON objects.  

The department heads will be able to view the data, add new students and 
staff, and edit the data. The first step is to create the project in Android Studio and 
add the required dependencies. Then, the Firebase database is set up and the 
necessary fields are created. The next step is to create the activities required for the 
app. The login page, the home page, the add student page, the view student page, 
the edit student page, and the delete student page are all included in the activities. 
The login page will be used to verify the user's identity. To access the other 
activities, utilise the home page as a navigational tool. New students will be added 
to the database via the add student page. The view student page will be used to view 
the details of the students. The edit student page will be used to edit the details of 
the students. The delete student page will be used to delete the students from the 
database. The system will be tested by adding, editing and deleting the students from 
the database. The results will be verified by checking the database. The system 
would be secure, using the Data Encryption Standard (DES) algorithm to encrypt 
data. Students would be able to view their attendance, class timetable, and 
department announcements. Staff would be able to manage student details, 
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add/delete student information, and call students and parents. The proposed system 
will be developed using the Android SDK. The app will be developed using the Java 
programming language. The app will use the Firebase database for storing the data. 
The data will be stored in the form of JSON objects. The department heads will be 
able to view the data, add new students and staff, and edit the data. The results of 
the study showed that the Android app developed was helpful for the departments 
to manage the students’ data and the education system in a better way. The app was 
easy to use and had all the required features. 

3.1 Proposed System Architecture 

 
Fig 3.1. Proposed System Architecture 

The architecture diagram in figure 3.1 represents the project module which is 
designed using hardware and software, which is useful for students.  

3.2 Module Description 

3.2.1 User Module 

By giving an email address and password, we are authenticating users in this 
module. They will be directed to their screens if their email address and password 
are genuine. We use a distinctive email from an Android smartphone along with the 
information kept in the database to identify users. The system examines the status 
of that session and transfers control to the appropriate user-interface when they are 
matched up in the database. 
3.2.2 Admin Module 

By giving an email address and password, we are authenticating the HOD and 
employees in this module. They will be directed to their screens if their email 
address and password are genuine. The super admin of the system will create and 
update unique login credentials for each member of the departmental staff. The 
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admin homepage now has tools for taking attendance, uploading notes, the syllabus, 
and results, as well as sending notifications to students, which HOD or staff can 
access. The attendance recorded and uploaded outcomes of the students inside the 
module are also viewable by staff or HOD. 

3.2.3 Login and Signup Module 

The proposed work contains a login and signup screen for both the user and admin 
app. For user app users (Students) need to create an account by entering details like 
Register Number, Name, Academic Year, Department, Phone Number, Parents 
Phone Number, email all the data are stored in Firebase real time database. By 
using the login screen, the user (Student) is able to login to the app. For Admin app 
already login credentials for each individual staff created by the Super admin of 
the app. 
3.2.4 Home Module 

After successful login users and staff are redirected to the respected home page of 
the user and admin app. Both Apps which use the same Firebase database are 
interconnected. The Home page of the user will showcase the feature of the app 
(main features) and the admin app contains details of the department. 
3.2.5 Time Table Module 

The user of the app (Students) will be able to know their Academic Class Time 
Table within the app. The Time table of the academic year is uploaded by the Staff 
or admin from the admin app in the format of PDF. The PDF format is stored in 
Firebase Database & Firebase Storage as well. The Time Table for each Academic 
Semester will be uploaded separately. 
3.2.6 Student Details Module 

The main aim of the proposed system is to make the student details record in 
paperless mode. The admin or staff is able to view the details of each individual 
student of the department. These details of the students are uploaded by students 
while creating an account in the app and stored in firebase real-time database. In 
the student details module, the staff is able to call the student within the app and 
parents as well. These details are also helpful for placement purposes. 

3.2.7 Attendance Module 

Students' attendance can be taken by teaching staff at the beginning of the day, or 
throughout that time. The admin app's staff generates and sends QR codes, and the 
user has an attendance module with a scanner. When a student scans the attendance 
QR code, the information is saved in the Firebase database along with the user's 
location and time stamp. Users with college geolocation are only able to scan QR 
codes; otherwise, the system won't recognise the student's attendance for the 
specified day. He or she is not permitted to take attendance at any other time.  



 6 

3.2.8 Announcement Module 

The primary aim of the proposed system is for students to know the current updates, 
news and announcements of the department within the app via the Notification. By 
using the Firebase Push Notification, the feature is possible. When the Admin or 
staff update the announcement or news from the admin app it will be stored in 
Firebase real-time database and send it to the Firebase Push Notification It will send 
the notification to the user of the app (students). By this feature all the activities of 
the department are known by each individual student of the department. 

3.2.9 Notice Board Module 

The main aim of this module is for students to know the daily updates of the 
department within the app. When the Admin or staff update the daily data or news 
of the department like placement updates, events updates and achievement of the 
students from the admin app it will stored in Firebase real-time database. Both the 
user and admin app use the same Firebase database the stored data is reflected in 
the notice board module in the user app. By this feature daily activities of the 
department are known by each individual student of the department. 

3.2.10 Notes and Syllabus Module 

The main aim of this module is for students to get the syllabus and study material 
within the app. When the Admin or staff update the syllabus and Notes for each 
semester of the academic year from the admin app it will stored in Firebase real-
time database and Firebase storage. Both the user and admin app use the same 
Firebase database the stored data is reflected in the Notes and syllabus module in 
the user app. Users are able to search by subject code to get the Notes or Study 
material for all the semester within the app. It will be more helpful to students to get 
the study materials for the arrear examination. Students are able to view and 
download the Syllabus and notes. 

4. TAL RESULT 

The Results of the Proposed System will be displayed shown in figure 4.1 -
4.9 and it will be tested with the android version of ANDROID 8 / ANDROID 9 / 
ANDROID 10 and ANDROID 11. The proposed system is compared in various 
android platforms and it performs better in the latest versions compared with the 
previous versions. The information retrieval speed is higher in ANDRIOD 11 
compared with ANDRIOD 10. The request rate and error rate per client is also 
better in the updated versions. 
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5. CONCLUSION 

The Android-Based Campus Solution for Department Management is a 
great tool for managing student data. It is flexible and has a lot of features that make 
it a great choice for managing student data. It helps in the easy and efficient 
management of student data and departmental information. The use of Firebase as 
the database for this system makes it very convenient to use. The Android-based 
Campus Management System is a great tool for managing college. The app is very 
user-friendly and is very helpful for managing education systems. It is easy to use 
and has numerous features that make it very useful for college administrators. The 
app is also very affordable, which makes it a great option for colleges and 
departments that are on a budget. Overall, the Android Based Campus Solution for 
Department Management is a great choice for managing student data. The proposed 
system is an Android application for managing departments in a college. The app 
will be used by the department heads to manage the students and staff in their 
department.  
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Abstract  
Recently, there has been a lot of concern about Alzheimer's. Around 45 million people 
around the world are affected by this illness. Alzheimer's is a degenerative mental condition 
with no recognized early stages that typically affects elderly people. It took away people's 
capacity for thought, reading, and a wide range of other activities. The sickness is identified, 
but only at an advanced stage. Therefore, if the condition is identified earlier, its symptoms 
may be slowed. Neuroimaging methods including CT, MRI, PET, and EEG are also 
indicated for people who also experience additional symptoms like behavioural and 
psychological problems, as well as cognitive mental impairments like confusion and 
amnesia. Traditional procedures for diagnosing Alzheimer's disease (AD) are time-
consuming, and learning and practising them requires a significant amount of effort. The 
major goal is to identify individuals who are showing early signs of Alzheimer's disease. So, 
we use CDR and SMMSE tests online before moving on to MRI or CT scans, and then 
follow them up with machine learning algorithms to evaluate the data along with test results. 
With the aid of these tests, it will be possible to identify Alzheimer's disease in its early 
stages. An ML framework can help resolve this issue by diagnosing the disorder. The 
outcomes and examination of numerous machine learning models aimed at dementia 
diagnosis are presented in this work. The most precise variables for Alzheimer's disease 
prediction have been discovered using a range of techniques, including Decision Tree, 
Random Forest, Support Vector Machine, and K Nearest Neighbour classifiers. Predictions 
for Alzheimer's disease are made using the Open Access Series of Imaging Studies (OASIS) 
data, and the effectiveness of ML models is evaluated using metrics including Precision, 
Recall, Accuracy, and F1-score. Despite the dataset's limited size, some important numbers 
are included. Two machine learning models were utilized to analyze the data. Following 
system development, findings demonstrate that SVM performs better than other models. 
Based on metrics, we can say that SVM gives the best results. The method is simple and can 
assist people in identifying dementia promptly. 

Keywords. Stages in Alzheimer's disease, Support Vector Machine, Logistic Regression, 
Decision Tree Classifier, K-Nearest neighbour. 

1. INTRODUCTION 
Originally, Technology that imitates and exhibits "human" cognitive abilities 

connected to the human mind, such as "learning" and "problem-solving," is referred to as 
"artificial intelligence." Major AI researchers are increasingly describing AI in terms of 
reason and behaving rationally [1]. They reject this notion and do away with all restrictions 
on what constitutes intelligence. 
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TABLE-I ALZHEIMER STAGES AND SYMPTOMS 
S.NO STAGE OF ALZHEIMERS SYMPTOMS INCLUDES 

1 Early stage 

❖ Misplacing the items unknowingly 
❖ Losing track of place and thing  

names 
❖ Repeating themselves frequently, for 

as by repeatedly posing the same query 
becoming hesitant 
 

2 Moderate stage 

❖ Confusion and disorientation are 
 getting worse 

❖ Impulsive, obsessive, or repeated 
 behaviour 

❖ Delusions (believing things that are 
 untrue) 

❖ Issues with language or speech 
 (aphasia) 

❖ Sleep disturbances 
❖ Mood fluctuations that are regular or 

 that cause you to feel angry, nervous, or 
frustrated 

❖ Poor judgement and poor decision 
 making 
 

3 Advanced stage  

❖ Difficulty moving or changing  
positions without assistance 

❖ Significant weight reduction 
❖ Speech short-term and long-term  

memory gradually decline 

Robots can display artificial intelligence (AI), which is intelligence, in contrast to 
the Animals, including humans, have innate intellect. The learning of intelligent agents, or 
any system that senses its environment and acts to increase its chances of success, is called 
artificial intelligence (AI). People are unable to interpret, assess, and make judgments using 
even a small percentage of the vast amount of data that exists in today's society [13]. To 
make such complex decisions, higher cognitively capable entities than humans are required. 

A subfield of computer science and artificial intelligence (AI) called "machine 
learning" aims to mimic human learning by using data and algorithms to gradually increase 
a system's accuracy. This area of research focuses on comprehending and developing 
"learning" strategies, or methods that employ data to enhance performance on a certain set 
of tasks. Without being expressly instructed to do so, machine learning algorithms create a 
model from sample data, commonly referred to as training data, to generate predictions or 
judgments. Machine learning techniques are used in a variety of domains, such as speech 
recognition, email filtering, computer vision, and many more, when utilising standard 
algorithms is either impossible or impractical [3]. 

Support Vector Machine (SVM), one of the most popular supervised learning 
techniques, is applied to classification and regression problems.  
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2. ALZHEIMERS DISEASE AND STAGE PREDICTION 
Alzheimer's sickness is a neurological disorder that causes mind atrophy and cell death, 

which impairs memory and cognitive function. Alzheimer's illness, the furthermost 
prevalent type of dementia, impairs a person's capacity for independent living and is 
categorised by a stable decline in social, interactive, and cognitive skills. The main symbol 
of Alzheimer's illness is memory loss. one of the original signs is having trouble recalling 
previous conversations or events. As the condition worsens, memory issues get worse, and 
new symptoms start to show up. Alzheimer’s disease-related brain modifications result in 
increasing problems with: 

• Memory 
• Reasoning and Thinking 
• Making judgements and decisions 
• Making similar plans and carrying them out  
• Changes in personality and behaviour 
• Maintained expertise 

3. RELATED WORK 
[1] In this study, the rapid shift clustering technique is used to partition the dataset 

into smaller groups in the embedded space. The experiments employing the recommended 
approaches show incredibly strong performance for clustering images into AD and normal 
ageing using the Clinical Dementia Rating (CDR) scale as a benchmark. [2] In this work, 
three biomarker modalities—MRI, FDG-PET, and CSF biomarkers—were integrated using 
a kernel combination approach with a 93% accuracy rate to distinguish between AD and 
healthy controls. [3] Outlined a novel method for automatically differentiating between older 
controls and based on a comprehensive classification of hippocampus shape parameters, 
patients with Alzheimer's disease (AD) or mild cognitive impairment (MCI). [4] This study 
proposes a fully automated system for categorising patients with Alzheimer's disease (AD) 
and elderly control participants based on diffusion tensor imaging (DTI) and anatomical 
magnetic resonance imaging (MRI).  

[5] The proposed methodology is based on the 95% accurate selection of voxels that 
show Welch's t-test results over a specified threshold between the two groups, normal and 
Alzheimer images. Study [6] discusses how structural magnetic resonance imaging can be 
used to diagnose Alzheimer's disease by estimating the three-dimensional displacement 
field. The methods [7-9] employ conventional computer vision methods. [10] This study 
briefly describes the classification of Alzheimer’s illness founded on the structural MR 
images using Neural networks whereas [11] study shows the results in classification between 
having Alzheimer’s or not based on Convolutional Neural Networks. Approaches [12–13] 
use deep CNN to forecast the disease. [14] In this study, the disease is classified based on 
the automated MR images with the help of Deep learning model. [15] This approach 
describes the classification of the disease based on the Deep Learning based CNN approach 
on MR images. [16] Study helps to classify the type of disease with the help of Deep 
Learning algorithms. The results in classification between having Alzheimer’s or not based 
on Convolutional Neural Networks.  
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4. ATTRIBUTES APPLIED IN CLASSIFICATION SYSTEM 
4.1.  Socioeconomic Status (SES) 

The term "socioeconomic status" refers to a person or group's social standing or class. 
Utilizing a combination of work, money, and education is a common method of assessment. 
The analysis of socioeconomic statuses frequently uncovers differences in resource access 
as well as issues with privilege, power, and control. 

4.2.  Total Intracranial Volume Assumed (TIVA) 
Total intracranial volume (TIV/ICV), which can serve as a stand-in for maximum premorbid 
brain capacity, is a vital covariate for volumetric assessments of the intelligence and 
different intelligence areas, predominantly in the learning of neurodegenerative illnesses. 
The gold-standard method for manually outlining brain images demands meticulous labour 
from knowledgeable operators. 

4.3.  Standard Mini Mental State Examination (SMMSE) 
The Standard Mini-Mental State Inspection, often recognised as the Folstein test, is a 30-
item survey that is widely applied in clinical and research contexts to evaluate intellectual 
impairment. In medicine and allied health, dementia screening is a common practise. It is a 
helpful instrument for recording a patient's response to therapy since it is also used to follow 
the progression of a person's cognitive changes over time and assess the severity and 
development of cognitive impairment. 

4.4.  Clinical Dementia Rating (CDR) 

The CDR is calculated using a semi-structured interview with the subject and the caregiver 
(informant), as well as the clinician's clinical judgement. The CDR is determined by 
evaluating six different cognitive and behavioural domains on a scale of 0 to 5, including 
memory, orientation, judgement, and problem-solving, as well as community affairs, home 
and hobby performance, and personal care performance. 

TABLE-II ALZHEIMER STAGES AND SYMPTOMS  

 No dementia Early Stage Moderate 
Stage 

Advanced 
stage Maximum Score 

SMMSE 24 - 30 19 - 24 10 - 19 0 - 9 30 

CDR 0 – 0.5 0.5 - 1.0 1.0 - 2 3 - 5 5 

4.5. Normalised Whole Brain Volume (NWBV) 

Among the most well-researched techniques for calculating the progression of 
neurodegeneration in MS are measurements of changes in normalized brain volume and 
brain parenchymal fraction (BPF) across time.  
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5. IMPLEMENTATION 
5.1 Logistic Regression  

 Logistic regression is one of the most well-liked machine learning methods that falls under 
supervised learning. A set of independent variables is used to predict the category dependent 
variable.  

 5.2 Decision Tree Classifier  

 Classification and regression issues can be resolved using the supervised learning technique 
known as a decision tree, however this approach is frequently preferred.  

5.3 K Nearest Neighbours  

K-Nearest Neighbour, which employs the supervised learning approach, is one of the 
simplest and most fundamental machine learning algorithms. A new data point is classified 
based on similarity, and all previously saved data is also stored.  

6. RESULTS AND ANALYSIS 
Accuracy is defined as the number of events that were accurately predicted. It falls 

under a specific label for classification. It is a frequently used presentation measuring 
criterion in a wide range of applications. It is the best production measurement criterion for 
datasets with an equal number of false positives and false negatives, or symmetric datasets. 
It is specified as: 

True Positive=TP   False Positive=FP 

True Negative=TN   False Negative=FN 

Accuracy=(TP+TN) / (TP+TN+FP+FN) 

TABLE III ACCURACY COMPARISON  

Algorithms used Accuracy F1 Score Recall Precision 

K-Nearest Neighbour 87.33 85.46 84.74 86.33 

Support Vector Machine 96.00 95.65 91.67 94.86 

Decision Tree Classifier 93.33 92.96 94.44 97.06 

Logistic Regression 94.67 94.29 91.67 97.06 

7. CONCLUSION AND FUTURE ENHANCEMENT 
There is a chance that disease detection will get more precise. It is possible to create 

multi-model frameworks to have a more precise detection system. The data that is widely 
used in the diagnosis of neurological illnesses is OASIS data. It will be helpful to have a 
framework for sifting through numerous data sources and extracting information that can be 
used to diagnose Alzheimer's. Our system will be more accurate if we combine these to more 
sources. We employ numerical data that is processed using machine learning algorithms in 
order to identify subjects with Alzheimer's disease and examine data relating to brain regions 
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affected by the disease. Compared to other techniques, Support Vector Machine performs 

much more accurately. 
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Abstract  
 

The system integration of an advanced, integrated solid-state transformer (SST) 
micro-grid system is examined and, for the first time, used in this project. A power 
management strategy is required for this system in order to allow operating in 
islanding mode operation, SST-enabled operations, as well as the smooth switching 
between two modes. The recommended power management technique includes 
three levels of control: First control is for the local controller, second control for 
recovering the bus voltage of the dc micro grid, and third control for controlling 
battery state of charge. 

This project delves into the proposed system design and control methodologies, as 
well as constructing a micro grid simulation to test the system's performance. All 
three regulating processes are controlled using the fuzzy logic technique in this 
project. For all three controlling operations in this project, the fuzzy logic control 
technique is applied. This project delves into the proposed system design and 
control methodologies, as well as constructing a micro grid simulation to test the 
system's performance. For all three controlling operations in this project, the fuzzy 
logic control technique is applied. This project delves into the proposed system 
design and control methodologies, as well as constructing a micro grid simulation 
to test the system's performance. All three of the above are controlled in this project 
using fuzzy logic control.    

Keywords. Power management, fuzzy logic controller, solid state transformer 
(SST), Dc-microgrid. 

1. INTRODUCTION 

Distributed generation (DG) is becoming more and more popular as a result 
of the decade-long rapid advancement of renewable energy technology [1]. Offering 
a continuous and stable supply of energy is difficult since the output power of 
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distributed renewable resources (DRER) electricity depends on a number of 
uncontrollable natural elements, such as solar irradiance and wind speed. 

Finding qualified DG electricity is a major problem for engineers, and micro grids 
seem to be a workable solution. The micro grid is composed of power 
electronic- based distributed renewable energy resources [DRER] and distributed 
energy storage devices [DESD], which can operate in island mode in rural regions 
and offer reliable and adaptable power to the conventional grid. Based on its 
architecture, micro grids fall into two kinds [2]. The a.c micro grid is the first, while 
the D.C micro grid is the second. 

The dc micro grid does have the following benefits over the ac micro grid: 

1. Hybrid systems that feed into a micro grid from a variety of power sources 
are simpler to build and may be expanded as needed. 

2. They are more efficient since many power conversion steps are eliminated 
and filter requirements are reduced. 

3. Renewable resources are easy to incorporate, particularly for Photovoltaic 
cell, fuel cell, battery, super capacitors, and so on. 

4. They will be able to directly send power dc loads such as projectors, LEDs, 
and electric vehicles. 

The present dc micro grid, on the other hand, can only connect to the distribution 
system via a big and bulky line frequency transformer and rectifier, which takes up 
too much space.  Furthermore, grid support features such as harmonic filtering, 
VAR compensation and other grid support functions may not be available when 
passive transformer interfaces with the distribution system. A research focus is 
maintained on designing a much smaller and active grid interconnect to allow a 
more efficient dc micro grid system. The dc micro grid additionally encounters 
various issues in terms of power management, to name a few: 

1. How to provide the loads or the utility with long-term and stable power. 

2. How to regulate every element with in micro grid system intelligently; and 

3. How to make the most of distributed renewable energy resources (DRER) 
and distributed energy storage system devices (DESD) in light of their 
character peculiarities. 

• In this study, SST [3] is combined with a fuzzy logic controller to maintain a steady 
voltage profile and increase system stability. 

To regulate the micro grid, a combination of multiple techniques has been devised. 
Artificial intelligence (AI) has also been used by certain researchers as a major or 
secondary tool to operate and manage micro grids. Fuzzy logic-based control is the 
most common application of all AI systems, notably among power system engineers 
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and the industrial electronics application industry. In many areas of science and 
engineering, fuzzy logic is a simple and useful tool rather than classical Boolean 
logic. The researchers favor a fuzzy logic-based control approach [4,5]. 

 Because it has various advantages such as dependability, precision, simplicity, and 
ease of implementation. It is also utilized as a trustworthy tool for power system 
management, motor speed control, aeronautical control, power conversion control, 
and photovoltaic systems (PV) system, Maximum Power Point Tracking (MPPT) 
algorithm, among other things [6,7].  Particle swarm optimization (PSO) technique, 
multi-agent-based control, modified hill-climbing, fuzzy logic control, methods, 
and other current noteworthy research tactics in micro grid control include. 

Using simulation and case studies, a fuzzy logic-based management and control 
system for a hybrid power system is devised and confirmed in this work [7,8].  

The following are the major control objectives: 

• To manage overall power generation in a micro grid while taking into 
account load variations. 

• Managing the power needed for the storage system while taking into 
consideration both load changing and charge storing system. 

• To avoid using diesel generators to power the storage system. 

• To avoid the generators and storage system from supplying electricity when 
an external load is required. 

2.  SYSTEM DESCRIPTION  

 A 380V dc bus bar is enabled 
by the solid-state transformer (SST) 
in the Upcoming Renewable 
Electric Energy Delivery and 
Management System, essentially 
producing an SST enabled dc micro 
grid, as shown in Figure 1. The SST 
transports power between both the 
distribution network and the low-
voltage dc system, allowing real 
power monitoring of the dc micro 
grid, which includes DRER, DESD, 
and loads (380 V). Dc/dc converters 
link these devices to a common 380 
V bus. The SST-enabled dc micro grid, in comparison to the traditional transformers plus 
rectifier architecture, not only acts as an active grid interface, needing less size and space 
but it may also effectively supply reactive power, balance harmonic currents, and so on. 

Figure 1. Block Diagram 
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It also serves as an interface to the distribution network for both ac and dc home grids. 
Whenever the dc micro grid goes offline from the SST in a system, the islanded mode is 
defined. The SST-enabled mode is defined because when the dc micro grid is 
interconnected to the SST. This study makes a significant contribution by demonstrating 
the simulation integration of SST with dc micro grid for the first time to illustrate the 
practicality of this innovative concept. A power control strategy is also required to ensure 
the efficient and optimum operation of the micro grid under various operating situations. 

3. SST INTRODUCTION 

It is also clear from the SST's design that 
it may be possible to obtain some 
additional potential features not 
available with regular transformers. 
First, solid-state semiconductor 
device and circuits, similar to Facts 
controllers, allows for both current and 
voltage regulation. This offers 
prospective benefits including power 
flow management. Fault 
current limiting, voltage sag 
compensation, and other features that 
standard transformers cannot provide. 
The SST can thus improve the electricity 
distribution grid's stability and 
controllability. Second, voltage source 
converters linked to the SST's secondary 
terminal could easily support a regulated 
dc bus that could be attached to the dc 
micro grid, allowing the new micro - 
grid design to be implemented-. The 
SST architecture used in this research 
is seen in Figure 2, with the font-end being a cascaded seven-level rectifier. The floating dc 
links of the rectifier are connected to three dual active bridge (DAB) converters, with the 
secondary connected in parallel. As a result, a lower voltage bus is created. A lower voltage 
a.c terminal can be generated using a single-phase inverter. provide detailed details on this 
simulation and control mechanism. 

4. SOLAR CELL 

Sun-based cells, as their name implies, are designed to convert (at least a part of) 
available light into electrical energy. This is performed without using synthetic processes or 
moving parts. The sun-based cell, that is mostly constructed of PV wafers, produces power 
without using an electrolytic effect by directly converting the energy from the sun from sun-
oriented illumination into the voltages and flows for load. The solar-powered cell is 

Figure 2. Topology of Presented SST 
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sometimes referred to as a PV cell because the electrical energy is obtained directly from 
the semiconductor's PN junction [9]. The similar circuit of a solar-powered cell is shown in 
Figure 3. 

 

The newest source the photo - 
voltaic current with in cell is 
controlled by Iph, the nonlinear 
obstacle at the p-n junction is 
controlled by Rj, and the 
conventional series and shunt 
safeties are controlled by Rs and 
Rsh, respectively. Normally, Rsh has 

a very high value while Rs has a very low value. Therefore, in order to improve the research, 
both of them might be disregarded. Photovoltaic cells arranged in larger clusters are what 
make up PV modules. By joining devices in a series-equal mix, PV clusters can likewise be 
created. The numerical approach used to create the PV display handles the condition. Where 
ns is just the number of series cells, np is the number of equal cells, q is the charge of an 
electrons, and K is the Boltzmann steady, I is the PV cluster producing current, V is the PV 
exhibit yield voltage, and ns, np, and q are all numerical values. An, T, and Irs all address the 
p-n intersection ideality factor, cell temperature, and invert immersion current, respectively. 

5. FUZZY LOGIC CONTROLLER 

Fuzzy logic is used successfully in a variety of control applications. Almost every 
item purchased has some form of fuzzy control. Controlling the temperature of the room 
with a forced-air system, anti-lock brakes in automobiles, clothes washers, traffic signal 
control, massive financial frameworks, and so on are just a few examples. A control device 
is a collection of real-world components that are used to alter the behavior of another real-
world structure so that it exhibits the desired characteristics [10].  

The following are among some of the reasons why fuzzy logic is used in charge frameworks. 

• It's vital to fully know the concept and the objective rationale while using regular 
control. This makes it difficult to apply in some circumstances. 

• By using fluffy logic for control, we can use human knowledge and experience to 
construct a regulator. 

• The fantastic designing a control framework is the fuzzy control principles or IF-
THEN standards. The significant segments of the FLC, as seen in the above image, 
are as follows: 

Figure 3. Equivalent Circuit of PV Array 
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6. SIMULATION RESULTS 

             At initial stage the 120 v AC input voltage (as shown in Figure 5) is given to SST, 
SST converts the 120 v AC to 380 v DC at the final stage of the SST output, and the output 
is fed to the DC micro grid. The operation of the proposed system flows by taking input at 
SST from an AC source and processes the voltage through AC/DC converter and MVDC 
link, which undergoes different stages of operations and system tries to maintain a constant 
output voltage. 

 

 

 

 

                  

 

 

                

 

Figure 5. A.C Input Voltage   Figure 6. PV Panel Irradiance 

Figure 7. PV Panel Voltage             Figure 8. PV System Final Stage Output Voltage         

Figure 4: Membership Functions of Fuzzy Inputs 
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The fuzzy logic controller based on the errors in the system inputs , it generates the switching 
pulses for maintaining the constant output voltage at 380 v , the fuzzy controller also 
provides inputs to the battery and the PV system which do not have a constant output due to 
change in irradiance conditions(as shown in Figure 6) ,the switching inputs are given such 
that the both systems will maintain the output which will match the SST output(as shown in 
Figure 8,Figure 9), by maintaining all the voltages at a proper level, the micro grid will have 
a balanced voltage (as shown in Figure 10)to supply the loads, from Figure 11 we can 
observe that AC load connected to it have a consistent load voltage of 300 v. 

7. CONCLUSION 

In this study, a hybrid micro grid power regulation system based on fuzzy logic is 
developed. An active grid interface which is more compact and lightweight than previous 
micro grid architectures is used by the presented micro grid system to communicate with the 
distribution network. The proposed micro grid is really a significantly smaller system as a 
result. The dc micro grid can operate more reliably in islanding mode by employing primary 
control, and it can quickly switch between islanding operation mode and SST-enabled 
operating mode by using secondary control. The paper's main contribution is the 
incorporation of battery state - of - charge (SOC) inside tertiary control for battery storage 
management via regulated charging and discharge. To further verify that the system stays 
reliable, more PV panels will also be connected to the dc bus. 

   Figure 9. Battery System Output  Voltage Figure 10. D.C Micro Grid Voltage 

 

Figure 11. A.C Load Voltage Response 
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Abstract  
This research concentrates on the hardware design of a photovoltaic grass cutter, 
which is used to cut various grasses for various uses. A solar panel with a battery 
system will provide the supply for the DC motor with cutting blades assembly. The 
paper focuses on using digital technology where a robot vehicle can cut the grass 
on a lawn, small farm, etc. The system will be totally automated. Obstacles in the 
path are detected with the help of an ultrasonic sensor. This structure uses four 
motors, two of which are used for grass cutting (high-speed DC motors) purposes, 
and the other two are utilized for vehicle movement. For power saving and 
automation purposes, the system is developed with a solar panel and battery. 
     

Keywords. Solar pv panel, Mower vehicle, Ultrasonic sensor, Motor, Battery. 

1. INTRODUCTION 

In general, the wide grasslands in various places of institutions, green 
spaces, and nature reserves are maintained by garden labour with his hand and 
scissors.  However, it is not uniform, and completing the assignment within the time 
limit is not a simple task and requires a significant amount of human work. The only 
viable answer is automation, which has decreased both time and labour 
requirements [1-2]. Today's globe is experiencing a shortage of electricity and all 
other quasi energy sources, and these resources could eventually run out [3]. 
Therefore, we focused on environmentally friendly renewable energy sources like 
the sun's electricity. 

The photovoltaic-powered mowing robot is a completely automated 
machine that uses little energy and needs few workers to cut the grass [4-6]. It also 
identifies obstructions in the way and adjusts the movement direction accordingly. 
There is no need for human interaction.  

If something gets in the way of the grass cutter, the proximity sensor detects 
it and sends a signal to the microcontroller to adjust the direction [7]. The sensors 
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function as an automated machine's eyes. A blade is attached to the automated 
equipment that cuts the grass swiftly and at a high RPM [8]. 

2. WORKING OF SOLAR MOWER VEHICLE 

It is equipped with photovoltaic panels that are set up so that it is simple to 
take in the sun's intense solar radiation. Solar photovoltaic structures instantly 
transform light energy from the sun into electricity. Using a solar charger, this 
electrical energy is now stored in the battery. When the battery storage system is 
charging, the solar controller's sole role is to enhance the current generated by the 
solar photovoltaic system. Additionally, it unplugs the solar photovoltaic system 
from the battery energy storage device when it is completely packed and hooks up 
again whenever the pack is running short on electricity. Through connecting wires, 
the motor is connected to the battery. A 555 timer is used as part of the control 
circuit. A photo-electric proximity sensor is also included for obstacle avoidance. 
The 555 timer's pin-2 is triggered when an impediment is identified, causing the 
required delay. As a result, the relay activates and cuts the supply to the right-hand 
motor, causing the car to spin and continue moving. The blades are powered by a 
high-speed motor that is connected directly to the battery. 

 
Figure 1. Schematic representation of the suggested system 

3. HARDWARE PARTS 

3.1. Solar PV Panel 

Sun photovoltaic cells are energy-converting devices that convert solar light into 
electricity in a solar panel [9-11]. A PV system with a 5-watt power output and 
voltages of 21.6 volts at no load and 17 volts at full load. A charge controller, which 
regulates the voltage and current of the battery's charging, links the photovoltaic 
panels to the battery. 

 



 3 

Solar Panel Specifications 

▪ Rated Power (Pmax)                  : 5W 

▪ Electric potential in open circuit (Eoc)         : 21.6V 

▪ Current during short circuit condition (Isc)   : 0.33A 

▪ Specified Potential (Vmp)                              : 17.0V 

▪ Specified Current (Imp)                                 : 0.30A 

▪ Power Tolerance                                           : ± 3% 

▪ Specifications are at STC                              : 1000W/m2 

▪ Insolation AM 1.5, Cell Temp 25OC 

3.2. Charge Controllers for Solar Panel 

The power charge manager, also referred to as a battery charger, is situated 
somewhere in between the battery bank, the equipment, and the applications [12]. 
Regulators used in solar applications should be connected in series to minimize 
overcharge and over discharge by monitoring the voltage of the battery. Gadgets are 
linked and disconnected using switches, which can be solid state or electromagnetic 
types of relays. 

 It is never a good idea to connect solar chargers in series. The switch opens 
the charging circuit when the battery's voltage exceeds the high voltage disconnect 
(HVD) or cut-off break point, preserving the battery against overheating. By cutting 
the load, the low voltage disconnect (LVD) prevents the battery from being 
overcharged. The PV panels can be automatically unplugged by sophisticated 
controllers to prevent the battery from being discharged at night. Additionally, to 
increase the storage battery's lifespan, they can periodically discharge it by 
employing a process known as the pulse width modulation (PWM) technique. The 
PV panel charger features three LED displays. As soon as the battery packs receive 
a solar charge, the first LED flashes. The very next light turns on when the battery 
performance of the device is low. The Final LED bulb turns on when the batteries 
have been charged completely and a further load has been applied to them. 

Solar Panel Specifications 

▪ Specified power capacity (Pmax)                                                     : 5W 

▪ Potential across the circuit during open circuit open circuit (Voc) : 21.6V 

▪ Current in the line during short circuit condition (Isc)                     : 0.33A 

▪ Specified potential (Vmp)                                                                 : 17.0V  

3.3. 555 IC 

A semiconductor called the 555 Integrated circuit (IC) can be used to make 
oscillators, signal makers, and repeaters. 25 transistors, 2 diodes, and 15 resistors 
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are contained inside this basic 555 semiconductor IC chip, which has an 8-pin dual-
in-line package (DIP-8). 

 

Figure 2. Pin diagram of 555 Timer 

The voltage divider circuit, which typically consists of three 5k resistors linked in 
series, provides trigger values that really are one-third of VCC (VCC/3) as well as 
two-thirds (2/3) of the threshold voltage. Whenever necessary, the control voltage 
terminal (Pin 5) can be used to change the trigger and threshold settings. The 
requirements are adjusted by varying the control voltage at Pin 5, which also alters 
the trigger level and threshold voltage. 

3.4. Photo-electric Proximity Sensor 

It is an infrared sensor with an NPN output and a detection range of up to 30 cm. It 
is being used to detect obstacles in autonomous machines and mobile robots. It is, 
indeed, a scan that requires no interaction. Modulated IR signal implementations 
protect the sensor from interference induced by regular light from a light bulb or 
sunlight. 

The sensor distance can be manually changed. It includes all sensors that detect 
objects without physically contacting them, as contrast to sensors, such threshold 
breakers, which sense the environment through manually touching them. The 
information regarding an element's motion or existence is transformed into an 
electrical signal using motion detectors. 

Three different kinds of detection systems are employed to perform this 
transformation: one which employs magnetic fields to create eddy currents in 
metallic sensing objects; one that detects modifications in electrical characteristics 
as they get near to the detecting object; and the last one, which uses electromagnets 
and switching devices. 

3.5. Voltage Regulators 

Voltage regulators are meant to keep voltages consistent in the event of a power 
outage. The voltage regulator LM7805 is utilized. It belongs to the 78xx family of 
constant voltage regulator integrated circuits. It is impossible to deliver a constant 
output voltage since voltages in networks might oscillate. The terminal voltage is 
maintained steady by the voltage regulator IC. The LM7805 is a regulated power 
supply with a voltage of +5V. Capacitors are placed at the input and output levels 
based on the operating voltage. 
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The input voltage pin (PIN 1) has an operating voltage range of 5 to 16 volts. PIN 
2 stands for the Ground PIN, and PIN 3 is the controlled output PIN with a 5 V 
voltage (in the voltage range of 4.8 V to 5.2 V). 

3.6. Relays 

The majority of supervisory apparatus or systems utilizes relays both as changeover 
and principal security features. Any relay can release or close associates or networks 
by reacting to one or more electrical qualities like voltage or current. A relay 
functions as a switching device by isolating or changing the state of an electrical 
circuits from one state to another. 

Requirements for a relay 

• Typical changeover currents of 7 A and 10 A 

• Peak controlling voltage: 28 volts DC or 250 volts AC 

• Dielectric strength Vrms: 750 V AC between open contacts and 1000 V AC 
seen between coil and the junctions 

• the ambient 1000 V AC is present between the contacts; -40 to +85 °C is 
the ambient temperature is -40 to +85 °C and 10/8 ms is the 
operation/release time; and 10A 125V and 7A 250V are the contact 
capacities. 

3.7. Battery 

Two power supplies are required to control the grass cutter. One to power the control 
circuit and the other to power the motors. The battery's voltage rating and capacity 
must be chosen correctly. For ease of maintenance, both power supplies must be 
rechargeable. Due to the intended use of the batteries, sealed lead batteries with 
recharging capabilities were chosen. The motors are powered by a 12V battery. 
Because one battery is insufficient to drive the motors, it is more practical to use 
two parallel batteries. 

Solar energy storage requires a battery with the following specific combination of 
qualities to be economically viable: 

▪ Cheap price and high durability  

▪ Relatively high efficiency and dependability 

Battery packs details 

▪ Model: AT12-1.3 (12 V 1.3 AH/20 Hr) 

▪ Cycle use is 14.4–15.0 volts, while standby use is 13.5–13.8 volts. 

▪ Preliminary current: under 0.39 A 
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3.8. Motor 

The vehicle is primarily powered by three DC motors. Two of them are utilized for 
motion, while the other is used to cut the grass. As a result, the vehicle will be able 
to chop grass while running around the field. A DC motor with a rating of 300 W 
and 12 V is used in this experiment.  

4. HARDWARE IMPLEMENTATION 

4.1. Hardware Implementation 

 
Figure 3. Control Circuit  

The hardware is made up of two circuits. The first circuit is the timer circuit, 
which gives the necessary timing delay. The delay time is determined by the RC 
time constant. As a result, the capacitor and resistor values are chosen suitably. For 
the time delay in this circuit, 10K resistance and 1000μF capacitance are selected. 
Another circuit is the supply circuit, which provides power to allow the batteries to 
be recharged via the solar panel. 

A photoelectric proximity sensor is used for obstacle detection. Through the 
battery, it receives 12V from the voltage regulator. It is made up of three wires, two 
of which are connected to the supply, and the other two to the regulator. The third 
wire is connected to the 555 timer's pin-2. When an impediment is recognized, pin 
2 is lifted high, causing the relay to activate.  

           
Figure 4 (a). Wheels for the robotic vehicle               Figure (b). Blade assembly  

For forward motion, the entire assembly is mounted on a robotic vehicle 
with wheels. The motor shaft is connected to the wheels, which are powered by the 
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batteries. A blade is coupled to a high-speed motor that is used to cut the grass. As 
soon as the motor is switched on, the blades begin moving rapidly, cutting the lawn. 

4.2. Torque Calculations and Hardware Output 

     Power P = 2πNT/60 

     Where N = Motor speed in RPM and T = Torque of the motor (N-m)   

  (i) Torque measurement in the absence of a load 

     Power (P) =12 volts × 25.2 Amps = 302.4 Watts, find torque     

                302.4 = (2×π×800×T)/60,            T = 3.61 N-m 

(ii) Torque measurement in loaded conditions 

        P = V × I = 12 × 28 = 336 W,  

        find torque, 336 = (2×π×620×T)/60,      T = 5.17 N-m 

In this work, three motors are used to power the vehicle. Two motors are 
employed to move things around, while the third one is used to mow the lawn. As a 
result, when running around the field, the vehicle will be able to chop grass. The 
automobile makes the turn when it detects an impediment using a proximity sensor. 
The solar panel charges the vehicle, which is then stored in a battery. The task was 
done satisfactorily. 

 
Figure 5. Prototype of fully automated solar grass cutter 

5. CONCLUSION 

The major goal of this work is to create a PV system-based automatic robotic 
lawn mower system that will assist in mowing the lawn in various designs while 
requiring less human labour. The system's benefits include the inexpensive cost of 
the components used. Because there is no need for fuel, this solar-powered lawn 
cutter will meet the demands of environmental protection and cheap operating costs. 
For use by homes and companies with lawns that cannot be mowed with tractor-
driven mowers, a PV system based automatic mower vehicles has indeed been 
developed. The capacity of the machine is sufficient for its intended use. The 
machine has been shown to be a viable alternative to fuel-powered lawn mowers. A 
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succinct synopsis of the results and a precise description of the system represents 
advanced contribution in that field.    
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Abstract 
Application of Phase Change Material (PCM) in micro form increases more latent heat 
energy compare to macro form. This paper focuses on the microencapsulation of Beeswax 
PCM as core material and Urea-formaldehyde as shell material for utilizing them in thermal 
management applications using their latent heat storage. The in-situ polymerization method 
was adopted for microencapsulation Beeswax to obtain better surface morphology and 
minimum size. The microencapsulated Beeswax was characterized Scanning Electron 
Microscope (SEM), and Fourier infrared spectroscopy (FTIR). The thermal stability was 
evaluated using a Thermogravimetric analyzer (TGA). From the SEM analysis average 
diametrical size for the microcapsules was 0.23 µm. Chemical availability  Beeswax core 
material and urea formaldehyde shell material was verified from absorption peaks in FTIR 
test. The maximum temperature of microencapsulated Beeswax was 210℃. The dynamic 
temperature was verified using Differential scanning calorimetry (DSC), the maximum 
temperature in the microcapsule was 62.5 ℃, the cooling temperature was 59.7 ℃. 

 
Keywords. Beeswax, In-situ polymerization, Latent heat storage, Microencapsulation, 
Thermal management. 

1. INTRODUCTION 
The conservation of energy can be accomplished in two ways:  by judicially 

using all the electrical equipment and disconnecting devices on idle condition from 
the power supply. Generally, PCMs are fatty acids or wax material. These materials 
are highly capable of storing a large amount of thermal energy. However, most of 
the PCM are less thermally conductive. In order to improve the thermal 
conductivity, the surface area of PCMs needs to be improved. There are several 
other chemical methods to microencapsulate the PCMs [1], namely the sol-gel 
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method, in situ polymerization, interfacial polymerization, suspension 
polymerization, complex coacervation, emulsion polymerization [2]. 

In the previous researches, many attempts done with Beeswax to use for 
latent heat storage by means of raw Beeswax in pouches and balls, Beeswax 
emulsion form, Beeswax with graphite, copper and silver nano particles for 
increasing thermal conductivity. The novelty of the present work is 
microencapsulated Beeswax using urea-formaldehyde as shell material. Since the 
previous researches reported that urea formaldehyde shell gives self-healing 
qualities to microcapsule while heating and also it improves encapsulation of the 
polymer shell [3]. 

In this paper, the in-situ polymerization method of microencapsulation is 
investigated for Beeswax. It is expected that the microcapsules obtained from this 
method will have better bonding strength [4]. The microencapsulated product is 
characterized for surface morphological analysis, functional group, and thermal 
behaviour. 

2. MATERIALS AND METHODS 

Beeswax (C15H31COOC30H61; melting temperature 64℃ and boiling 
temperature 85℃) was the PCM used in the study. Urea(CH4N2O – 99%) and 
formaldehyde (CH2O – 37.4% w/v) were used as shell materials, as urea-
formaldehyde rendered the shell with better thermal conductivity, i.e.,0.433 w/m℃ 
[5]next to water (kwater 0.599 w/m℃. Ammonium chloride was used as a nucleating 
agent, while sodium hydroxide (NaOH) and deionized water were used as general 
laboratory reagents. Hydrochloric acid (HCl) was used as an acidic liquid, and 
sodium hydroxide (NaOH) was used as a basic buffer for maintaining the pH level 
close to 5. Resorcinol (C6H4(OH)2) was used as the crosslinking agent of 
microcapsules.  

2.1. Extraction of Beeswax Phase-Changing Materials 

 Beeswax is extracted from a natural honeycomb. Initially, the honeycomb 
was collected and dried after removing the honey inside the individual holes. The 
powdered honeycomb was poured into the water, boiled at 100°C. For getting 100 
g of Beeswax, 250g of honeycomb needs to be used. The water was maintained in 
the boiling state for 30 minutes. Then the melted wax started to float on the surface 
of boiling water. Once the liquid wax formed, it changed to a white or whitish-
yellow colour, and the liquid was taken and filtered using a pure cotton cloth. Thus, 
the unwanted dust particles settled above the cloth. The water and melted wax were 
poured into the glass jar for cooling. The process flow chart for extracting Beeswax 
is shown in Figure.1. 
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Figure.1 Stages of manufacturing Beeswax or Beeswax Phase-Changing Materials. 

2.2.  Selection of Chemical Polymerization method 

The in-situ polymerization method was recommended for improved 
bonding and tightness. In-situ polymerization method, which uses water-oil 
emulsion of shell material, and covers the core material after certain chemical 
processes. If larger particles are made into a smaller particle by stirring operation, 
the smaller amount of core material will be covered by shell material, which will 
create new microencapsulated particles; this process is known as 
microencapsulation [6].  

2.3. Emulsification process 

2.5 wt. % of Ethylene malic anhydride emulsifier was prepared for 10g of 
PCM. About 250 ml of Ethylene maleic anhydride was used for preparing the 
emulsion, wherein it was poured into 250 ml of water and stirred at 500 rpm using 
a magnetic stirrer. Another container of 200 ml capacity was filled with distilled 
water, and 0.5 g of resorcinol, 0.5g of ammonium chloride, and 5g of Urea were 
added. Then, 10 ml of Ethylene maleic anhydride solution was taken, added to the 
mixture, and stirred at 500 rpm. Hydrochloric acid and sodium hydroxide solutions 
were added dropwise for maintaining the pH level of the solution at 5. 

2.4. Formation of Microcapsules 

The prepared emulsion solution was heated to 70 ℃ because the Beeswax 
melting temperature was 64℃. 10g of Beeswax was added to the solution, followed 
by 10ml of formaldehyde solution, while the pH was maintained between 5-7 by 
adding one or two drops of sodium hydroxide solution and hydrochloric solution, 
as per the requirement. The stirring speed was increased to 1000 rpm and maintained 
for 5 hours at a constant temperature of 70℃. A smooth surface finish and smaller 
size can be obtained by maintaining constant stirring speed [7]. The chemical 
operation of the process is given below in Eq.1. 

       C15H31COOC30H61 +NH4Cl +C6H4(OH)2 +CH4N2O +HCHO  

         →(CH3NH)2CO +NH4Cl +C6H4(OH)2 +C15H31COOC30H61          (1) 

3. RESULTS AND DISCUSSION 
An examination and understanding of the characteristics of 

microencapsulated PCMs, such as shape, size, surface morphology is essential to 

Filtering 
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cooling 

 Honey comb Boiling 

Drying Cleaning in 
water 
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determine their applicability. [9]. The SEM is used to observe the surface 
morphology, shape, and size; this will give the primary evidence of the formation 
of microcapsules. FTIR test was used to observe the functional groups of the 
chemical compounds formed in the microparticles. To assess the microcapsule's 
temperature stability, Thermogravimetric analysis (TGA) of the microcapsules was 
conducted [8]. 

3.1. SEM Analysis and FT-IR analysis for microencapsulated PCM 

 
       Fig. 2 (a)                         Fig. 2 (b)                                      Fig. 2 (c) 

Fig. 2 (a) and (b) SEM analysis 2 (c) FT-IR (Core, Shell, and microcapsule) 

SEM test was done using ZEISS microscope. The fibrils were scanned for 
the different wavelength of the electron with different magnification varied from 
100 X to 500 X, with the accelerated voltage of 20 KV. The images observed in the 
SEM are shown in Figs. 2 (a) and (b). From the SEM analysis, the shape of the 
microcapsules is spherical, as in-situ polymerization was used for 
microencapsulation. The maximum size observed in the microcapsule was 299.45 
nm, while the minimum size of microcapsules measured in the image was 176.53 
nm. The average diametrical size of the microcapsule was 0.23µm. The 
microcapsule surface had no dimples or depressions and exhibited a smooth texture. 

FTIR test was done using SHIMADZU- instrument model (IR TRACER 100). 
The absorption peaks of Urea and the microcapsules were observed at 1020 cm-1 to 
1250 cm1 attributed to the stretching vibration of the C-N group. Similarly, the 
absorption peaks of formaldehyde measure from 1685 cm-1 to 1710 cm-1, which are 
observed as stretching bands of C=O bonds. Also, the peaks corresponding to the 
core material can be observed between 2500 cm-1 to 3000 cm-1. This result shows 
the presence of Beeswax, urea, and formaldehyde in microcapsules.  

3.2. Thermogravimetric analysis and Differential Scanning 

Calorimeter (DSC) 

A Thermogravimetric analyzer (TGA 4000, Pyris 6 machine) was used for this study. 
In this test, the temperature was increased, and the weight loss of the sample over the heating, 
holding, and cooling time was monitored. Fig. 4 a shows the TGA graph, where in the weight 
loss was gradual between 0 - 200 °C. At 210°C, there is a slight steep fall in the mass of the 
sample. Again, the mass loss was quite notable between 230°C and 350°C. Thus, the 
material began to decompose at 210°C. So, the maximum temperature the 
microencapsulated Beeswax can withstand without decomposition is 210 °C. Hence, the 
material can be operated within the regime of 0-200°C.  
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Figure. 4a TGA of microencapsulated Beeswax, Fig. 4b Heating and Cooling curve by DSC 

test. 

In the DSC analysis the temperature was raised by about 10 ℃ until 350 °C 
cooled down to the initial temperature in the same manner. Fig. 4b shows the heat 
flow in the system during the heating-cooling of the microcapsule. The DSC results 
shows that the maximum heating temperature reached 65.2℃ and enthalpy verified 
about 0.9597 mW/mg and the cooling temperature peak attained 59.7℃ and 
enthalpy reaches 0.5451 mW/mg. So, the results revealed that usage of PCM for 
electronic component cooling can comfortly be done instead of air cooling done by 
fan.  

4. Conclusion 
  Beeswax was successfully obtained from the honeycomb, and 
microencapsulation was done through the in-situ polymerization method. The 
microencapsulated Beeswax was spherical, smooth and the average size was 
between 0.2µm to 0.3µm. Chemical characterization of the encapsulated PCMs was 
conducted using FTIR spectroscopy to confirm the presence of PCMs in the 
Beeswax core material and Urea formaldehyde shell material. FTIR analyses 
confirmed the presence of Urea, formaldehyde, and the core materials with the 
peaks corresponding to their functional groups at 1020 cm-1 to 1250 cm-1,1685 cm-

1 to 1710 cm-1, and 2500 cm-1 to 3000 cm-1. The maximum temperature of 
microencapsulated Beeswax before decomposition was 210 ℃. The cooling and 
heating curves of microencapsulated Beeswax were observed at 59 ℃, and 65.2 ℃. 
The microencapsulated Beeswax is used for latent heat storage systems for 
operating temperatures below 65 ℃. The future work is plan to do the nano 
encapsulated PCM. 
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Abstract 

 
For photovoltaic-based systems, this study suggests a quadratic buck-boost 
converter with two active switches. The reduced redundant power processing (R2P2) 
concept serves as the foundation for the suggested converter. To achieve quadratic 
voltage gain, conventional boost and buck-boost cells are arranged in a non-
cascading fashion. In order to obtain a high voltage conversion ratio and a low 
component count, the two active switches of the proposed converter operate 
concurrently. The effect on converter performance is also evaluated once the 
converter has been tested with varied sources and loads. Here, the voltage 
conversion ratio and semiconductor stresses of the proposed converter are described. 
Under steady-state conditions, the proposed converter's precise performance is 
assessed. With the help of MATLAB/SIMULINK, the suggested converter is 
evaluated. 

Keywords. Two switch, PV, buck-boost, non-inverting, dc-dc converter. 
 
 

1. INTRODUCTION 

The proliferation of mobile systems and equipment over the past several decades 
has spurred innovation in portable power supply systems. This includes anything 
from powering IoT devices to overseeing renewable energy production. Increases in 
efficiency, conversion ratios, and power density are only some of the additional 
requirements placed on power electronics systems as a result of the industry's 
present direction. Because of its ability to process energy with the help of 
appropriate control schemes, the switching converter is essential to any 
contemporary power supply system [1].  
 



 

In this regard, the design of novel switching converter topologies, as well as novel 
converter connectivity architectures and/or methods, is of interest. Similarly, low-
voltage and/or low current semiconductor components are of relevance for this use. 
Numerous high transformation-ratio topologies based on isolated and nonisolated 
techniques have been devised recently, with implementation depending largely on 
the desired use case. Total harmonic distortion (THD) reduction, power factor 
improvement, output voltage control, and energy efficiency are some of the primary 
goals of switching converter-based AC power supply system’s [2]. For these uses, 
it is preferable that the converter's output and input power supplies be completely 
isolated from one another. The first is the increasing need for DC power systems to 
serve portable and electronic devices, and the second is the development of DC 
power systems. Subsequently the voltage levels produced by fuel cells, solar 
systems, and/or batteries are just a few tens of volts, switching converters need to 
have high conversion ratios [3]. The ability to process energy at hundreds of volts, 
with or without galvanic separation, is necessary for this state to exist. 

Recently, there has been a rise in interest for switching converters that can regulate 
the input voltage to meet the needs of certain devices. With the goal of achieving a 
low output voltage and a high-power factor. After introducing the quadratic buck & 
simple boost configurations [4], synthesized a switching converter that could be 
used in a solar system to modify the energy being fed into an inverter. As switching 
converter technology has advanced, converters with floating loads have emerged, 
limiting their usefulness. As an added bonus, certain circuit synthesis topologies 
merge the characteristics of quadratic converters with those of fundamental 
topologies [5]. Emergent topologies are being developed to solve real-world 
problems encountered by power supply for renewable energies systems [6]. This 
work introduces a non-cascade architecture for connecting basic converters as a 
switching converter configuration, based on the reduced redundant power 
processing approach. The output voltage is both multiplicatively increased and 
decreased, defining the achieved conversion ratio. The suggested converter has a low 
number of parts, produces a noninverting voltage at its output, shares a node with its 
input, and can accept a constant current input. The effect of the PV system on the 
converter's functioning is also studied by analyzing it with various source and load 
configurations. 

2. PROPOSED NON-INVERTED BUCK-BOOST CIRCUIT 

Block A's boost network with reversed output polarities is seen in Figure 
1.a. This boost network causes storage element C1's voltage polarity to be reversed, 
which results in a negative voltage at block B's input port. The output port of the 
I-IIA structure is then supplied with a positive voltage by a buck-boost 



 

 
 
 

network, as seen in Figure 1.b. Furthermore, E denotes the voltage source, while R 
denotes the load. 

Figure 1. Basic switching cells that are not isolated: (A) buck-boost; (B) boost 
 

Figure 2. Proposed wide range buck–boost network 

As previously mentioned, this kind of non-cascaded construction has been 
utilized to create various high-gain or secondary voltage conversion ratio devices 
topologies for PV applications. Nonetheless, there are several methods for designing 
topologies with specific high voltage gains. The planned converter steady-state 
analysis is expanded in this section by connecting the converter's input port to a 
voltage source. The contributions of PV modules and converters are discussed in the 
following subsections. The states of the active switches define the converter's 
operating modes, and these assumptions are made: 

• The converter is running continuously (CCM). 

• To achieve high voltage gain, active switches S1 and S3 operate 
synchronously. 

• The switching function q describes the mode of operation of active 
switches. An equation provides them (1). 

𝑞 = { 
1 → 0 < 𝑡 ≤ 𝑡𝑜𝑛 

0 → 𝑡𝑜𝑛 < 𝑡 ≤ 𝑇𝑠, 
𝑞 = { 

0 → 0 < 𝑡 ≤ 𝑡𝑜𝑛 

1 → 𝑡𝑜𝑛 < 𝑡 ≤ 𝑇𝑠, 

 

(1) 

Ts denote the switching period, and Tone denotes the active switch 
conducting time. The converter's operating modes are indicated by the on- and off 
states of the active switches. In this situation, capacitor C1 powers load R while 
capacitor C2 powers inductor L2. The differential equations characterize the 
system's behaviour in this mode of operation: 

diL1 
L1 = E, (2) 

dt 



 

 
 
 

diL2 

L2   dt   
= VC1 − E (3) 

dvC1 

C1  dt   
= −iL2 

 (4) 
 

C 
dvC2 

= − 
VC2 

 (5) 
2   dt R 

 

Inductor L1 delivers energy to capacitor C1 via diode S2, and inductor L2 
sends energy to the capacitors R-C2 via diode S4 while the switches are off (Figure 
3b). The relevant differential equations are as follows: 

diL1 

L1   dt   
= E − VC1 (6) 

diL2 

L2   dt   
= VC2, (7) 

dvC1 

C1  dt   
= −iL1 (8) 

 

dvC2 

C2    dt 
= iL2 − 

VC2 
 (9) 

R 

 
 

 
 

Figure 3. The proposed converter has 2 operating modes: q equals 1 in (a) and 0 in (b). 

During one switching period, the voltages at the inductors' terminals and 
currents through the capacitors are defined by Equations (2) and (3). Equations (4) 
and (5) describe the converter's steady-state operation using the concepts of volt 
second and charge balances are applied to these voltages and currents (5). 
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ED3 
IL1 = 

(1 − D)4R
 (12) 



 

 
 
 

ED2 
IL2 = 

(1 − D)3R
 (13) 

 

E 
VC1 = 

(1 − D)
, (14) 

ED2 
VC2 = 

(1 − D)2  (15) 

 
Where D is the converter's nominal duty ratio, the converter's voltage gain 

becomes quadratic with respect to duty ratio at that point, indicating a wide range of 
output step-up or step-down voltage conversion characteristics. Equation represents 
the voltage gain as a result (10). The steady-state operating condition and the voltage 
conversion ratio are the only applicable when the converter is in CCM mode. The 
conversion ratio is also positive, and the ports for input and output are both 
grounded. 

M = 
V𝖢2  = 

D2

 , (16) 
E (1−D)2 

 

3. RESULTS 

Finally, simulation of the converter in MATLAB/Simulink is done to 
obtain the response. 

Table 1 Simulation values 
Parameters or components values 

Input voltage (Vin) 24v 

Output voltage (Vo) 200v 

Output power (Po) 200W 

Switching frequency (Fs) 80 KHz 

Load resistance 200Ω 

Duty ratio 0.7426 

M(D) 8.32 

L1(α=0.5A) 29.55 µH 

L2(α=0.5A) 331.2 µH 

C1(Δ=2V) 4.64 µF 

C2(Δ=2V) 4.64 µF 



 

 
 
 

 
Figure 4. Simulation model 
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(b) 

Figure 5. Input voltage and current 
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(b) 

Figure 6. Switching voltages 
 

Figure 7. Capacitor voltage 



 

 
 
 
 

 
(a) 

 

(c) 

Figure 8. Switching currents 
 

9. Inductor currents 
 
 
 
 
 
 
 
 
 
 
 

 
 

                                                                             Figure 9. Inductor currents 
 

 



 

 
 
 

 
(a) 

 

(b) Output current 

Figure 10. Output voltage and current 

Global solar radiation varies greatly depending on fog. This is especially 
relevant to the amperage and power produced. The complexity of the P&O 
calculation will change the voltage at the PV module's terminals in tests; efficacy 
was greater than 80%. Using large components like SiC semiconductors and 
techniques like cooperative correction, in particular, will boost the effect. 
Nevertheless, replication evaluations were performed in this work to support 
hypothetical results regarding conversion rates, behavior, and potential use in PV 
applications. The mimicked response clearly predicted a strong response from the 
model converter and confirmed the correctness of the generated model. 

 
4. CONCLUSION 

 

In this article, a quadratic buck-boost converter that is based on the connection of 
two fundamental switch cells in an uncascaded design. Because the converter 
correctly connects PV devices to DC system connections, this is suitable for PV 
applications. PV applications behave differently than voltage source applications, 

 
 
 
 
 
 
 
 
 
 



 

 
 
 

according to steady-state analysis. The voltage stress on the semiconductor is further 
greater in PV applications, but the current stress is lower. The simulation results 
show that the converter behaves properly under real-world conditions, with the duty 
cycle controlling the voltage at the PV module terminals and regulating the power 
produced. The converter has a high voltage conversion ratio, which enables it to 
handle wide input voltage swings while keeping the output voltage clamped 
Inverters are suitable for grid-connected or micro-grid applications. 
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Abstract 
Energy needs are increased day to day, as the world is developing in all the sectors 
of energy. So, it is one of the vital factors for all the purposes of daily works and 
boundless demand for precise energy forecasting. It is to be provided for lower cost 
and also it should be stable, this will become the most challenging task for the 
energy service providers. Energy forecasting is typically available only for bigger 
regions. In this paper, we propose the hybrid Cat Swarm Optimization (CSO) with 
Long Short-Term Memory (LSTM) model for finding energy consumption to India 
by 2027. The proposed CSO-LSTM is designed by integrating with metaheuristic 
swarm-based optimization algorithm is applied on the dataset of Central electricity 
authority, Government of India. This approach is implemented in pycharm, colab 
software with the given time series data. Here, the optimal feature extractions are 
trained using LSTM model. Proposed method achieved best performance which can 
be understood from the metrics of Mean Square Error (MSE) reduced by 0.015 and 
Root Mean Square Error (RMSE). From the results that the implemented model 
CSO-LSTM is produced the best energy efficiency when compared with existing 
models. 
 
 Keywords: Energy Forecasting, Robustness, Scalability, CSO, LSTM  

1. INTRODUCTION 

Energy needs are increasing day by day, as the world is developing in all the sectors 
energy is one of the vital factors for all the purposes of daily works and boundless 
demand for precise energy forecasting. The proposed CSO-LSTM is designed by 
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integrating with meta heuristic swarm-based optimization. This algorithm is used to 
forecast the energy consumption in future with the growth dataset of Central 
electricity authority, Government of India. A hybrid strategy is effective for 
maximising the deep long-term memory approach, which results in a faster rate of 
convergence throughout the training phase and permits the development of small-
scale decentralised systems. Time-series data can be handled well by deep learning 
methods like Long Short Term Memory (LSTM) and its variations. 

2. RELATED WORKS 

An in-depth analysis algorithm of the cat swarm optimization (CSO) which was 
motivated by the regular behaviour of cats. CSO is a strong and effective swarm-
based metaheuristic optimization method that has gotten a lot of positive comments. 
The CSO algorithm is still a contender in the space [1]. The demand for energy and 
resources has grown more significantly as a result of the growing population and 
rising standard of living. The precise assessment of rising electricity energy demand 
is a requirement to planning tactics, boosting profits, avoiding electricity waste, and 
ensuring the energy demand management system runs steadily [2]. 

Created the cutting-edge, unique power demand forecasting system based on the 
LSTM Deep-Learning technique with relation to current power demand patterns. 
Residential facilities, which are impacted by the weather, had a higher forecasting 
error rate than other facilities when using power demand data as input [3]. In order 
to predict and forecast the variable energy demand in decentralised power systems 
in overall and houses in specific and proposed idea to do the implementation with 
the feature selection. Improved forecasting of electricity demand with more 
predictors that is a greater risk of over-fitting in prediction models [4]. 

The system is made up of the two processes of extracting the highest peaks and load 
forecasting. It provides long-term forecasting, and the model is trained using data 
from prior years and serves an output. Reduce the requirement for last-minute non-
renewable energy generation [5]. In order to develop the power generator sector and 
get ready for routine operations, anticipating electricity demand is crucial. Due to 
the intricacy of the available demand patterns, predicting future electricity demand 
can be difficult [6]. 

The main goals of implementing renewable energy in India are to encourage trade 
and industry development, improve energy security, and grow then trance to energy. 
It has also been determined what challenges the renewable sector is currently facing. 
The recommendations based on the review's findings give entrepreneurs, investors, 
industries, departments, researchers, and scientists vital information. Renewable 
technology uptake is hampered by a lack of thorough regulations and regulatory 
frameworks [7]. The straightforward defence system to guard against pollution and 
resource depletion in the environment. Using a photovoltaic (PV) system, solar 
energy is a renewable resource that may be transformed into electricity [8]. 
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In order to address the unfavourable convergence behaviour of the optimization 
methods that is used to static sized windows of previous gradients to measure the 
gradient apprises to increase the performance [9]. 

3. PROPOSED METHODOLOGY 

The proposed system is used to predict the energy consumption in the next 
5 years using CSO with LSTM. In order to improve accuracy, it uses the dataset that 
was gathered at Central Electricity Authority (CEA), India to identify the best 
attributes. 

 
Figure 3.1.Architecture Diagram for Proposed Energy Forecasting System 

Proposed schematic diagram for energy forecasting using CSO with LSTM shown 
in Figure 3.1. It is used in Pycharm, Jupiter, and Colab, and real-time data were used 
in the study. Deep LSTM model with CSO is used to train the ideal features. The 
findings of the proposed model are compared to those of the existing models in 
terms of set up capacity forecast, village electrification, hydro, coal, diesel, nuclear 
prediction, etc. The suggested model improves mean squared error (MSE) and root 
mean square error (RMSE) for LSTM by a percentage. Energy consumption is 
projected with a point of interval of 5 years’ head using time series data sets from 
several utilities that have been educated using a hybrid model. 

3.1 Data Pre-processing: The real-world datasets gathered may contain errors 
because to inconsistency of data. In order to prepare the data for future analysis, it 
is essential of the numerous pre-processing methods for handling unclean data. 

3.2 Data Cleaning and Data Transformation: Data transformation is used to scale 
the properties. Redundancy data are eliminated and then number of attributes is 
decreased using data reduction procedures. Data should be standardized using the 
Min-Max scaler to prevent bias throughout the training phase. The data 
transformation phase is applied to the input values of time series data. 
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Figure 3.2. Data Flow Diagram 

3.3 Data Extraction and Selection: 

The output of data transformation procedure is subsequently sent into the extraction 
step of the technical indicators. In order to get the best forecast outcomes for 
electricity generation, technical indicators like the Simple Moving Average (SMA) 
and Exponential Moving Average (EMA) are successfully retrieved the efficient 
feature extraction and selection parameters. 

3.4 Comparison of Energy Forecasting: Based on an LSTM classifier, the chosen 
feature N is utilised to forecast electricity demand or generation. However, the 
proposed CSO is used to carry out the LSTM training procedure. Figure 3.2 diagram 
shows the data flow of the proposed idea. Here, first the data is taken from growth 
dataset from Central Electricity Board India. The training and testing the data is 
done by applying the Deep learning techniques then condition is checked if 
condition gets satisfied then the output is displayed i.e prediction of energy 
consumption. 

4. IMPLEMENTATION AND RESULTS 

4.1 CSO with LSTM Algorithm 

CSO with LSTM is a deep learning algorithm used to predict the energy 
consumption in next years. CSO is used to predict the best accurate values whereas 
the LSTM is used to take the data set and pre-process it. 

4.2 Input and Output 

Every year electricity board of India releases energy consumption dataset as a 
growth book [10]. The data contains the power consumption which has yearly power 
consumption, monthly power consumption, weekly power consumption and daily 
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power consumption. Taking that data as a data set and passing that data into CSO-
LSTM deep learning algorithms to predict the amount of energy consumed in the 
future years. Forecasting of power consumption shown in Figure 4.1 and so 
proposed hybrid model achieved higher performance results for energy 
consumption is calculated to the next five years. 

 
Figure 4.1 Forecasting of power consumption 

5. CONCLUSION AND FUTURE WORKS 

In this paper the four processes of the suggested approaches such as data 
transformation, technical indicators, feature extraction and selection, and power 
consumption of the predicted energy demands. A LSTM classifier that had been 
trained using the suggested CSO technique was used to anticipate the demand for 
electricity. Energy demand data is used to forecast future energy consumption using 
combined the CSO with LSTM deep learning algorithm by 2027.This strategy will 
reduce errors, result in a procedure that is cost-effective, and have a faster 
convergence rate, which will cut down on training time and increased accuracy. In 
future, the energy demand will be replaced with the various kind of renewable 
energy sources and also the long-term forecasting that will be possible to increase 
the arrangement of future energy demand, energy generation and consumption. 
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Abstract   
The overwhelming and massive augmentations in population procreate despondent 
all over the map in present day. Waste management is hulking ultimatum 
subsequently. An appropriate waste management structure is imperative to abstain 
from the prolonging diseases. In this system the ingenious dustbin is ubiquitously 
installed in the road side of the smart city. All tracked ingenious dustbin are 
carefully monitored and appropriate arbitration are considered as per the status of 
the bin through the IoT technology. The projected system will forewarn the real 
time status of individual dustbin to the concern authority of a particular region. The 
collection agency will have to send a vehicle only when the bins are full. This 
service will curtail the fuel cost as the route of the vehicle is determined from the 
Google map where red marks are showing full of the dustbin, yellow marks are 
going to full and green marks are empty dustbin. The works include, Raspberry Pi, 
Arduino Uno, Servo Motor, Ultrasonic Sensor, IR Sensor and Solar Panel. An 
internet connection is enabled through a WSN based modem. All the received 
distinctive sensor data of the different dustbin are figured out and processed in the 
cloud database. A pertinent web application as well as GUI is responsible for 
displaying status of the garbage inside the dustbin.  

Keywords. Raspberry Pi, Arduino Uno, Servo motor, Ultrasonic Sensor, IR Sensor 
and Solar panel, Python programming language, Mobile APP. 

 

1. INTRODUCTION 

The staggering and gigantic growths in populace reproduce discouraged 
everywhere in show day. Squander administration is bulky final offer accordingly. 
A fitting waste administration structure is basic to go without drawing out infections 
[1], [2], [3] and [4]. In this proposed framework the brilliant dustbins are watch out 
for and the choices are taken according to the status of containers. Through a WSN 
IoT based web association, information is gotten, dissected and prepared in the 
cloud that shows the garbage status in the waste canister on the GUI on the internet 
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browser [5]. Data is collected from different sensor and stored in cloud [6]. A cloud-
based analysis will take care. If the data are above the threshold level, then SMS 
will be sent to the concerned authority of Municipality Corporation and necessary 
action will be initiated. The analysis will be done in real time [7] [8]. A Mobile APP 
will be developed for the society people as well as to the concerned authority. They 
can control the respond from anywhere and anytime remotely [9]. 

 The framework would manage two kinds of clients, i.e an 
official/administrator/overseer with special rights and community with constrained 
rights. The client’s solitary method to collaborate with the framework is the web-
based interface. An administrator client may have rights like checking status all bins 
then sending vehicles in the right time to right place and creating information for 
analysis report. While a native may just have the privilege to check the receptacle 
status of his region and enrol a protestation if any related with to the framework. 
Our proposed work can be actualized in our savvy city which is sufficiently 
enormous to tackle the issues with respect to waste management administration. 

2. PROBLEM IN THE EXISTING TECHNOLOGY 
Lack of data about the gathering time and region. and Lack of appropriate 
framework for checking, following the trucks and waste container that have been 
gathered continuously. There is no estimation to the measure of strong waste present 
inside the canister and the encompassing region because of the diffusing of waste. 
Lack of fast reaction to dire cases like truck mischance, breakdown and long time 
lingering. Odour issues and spoils the excellence of the city as well as Bad 
accumulation framework i.e., junk gathering vehicle is been sent to the territory 
every day twice or thrice relying on the separate populace here and there and there 
the dustbins may not be full. 

3. SOLUTION TO THE PROBLEM 

To plan a model which is a shrewd ready framework for savvy dustbin in the keen 
city and to incorporate diverse detecting and correspondence advancements 
utilizing IoT, constant strong waste container observing framework. When the 
dustbin is full then it naturally sends SMS to the concerning expert. It will likewise 
take care the filled level of dustbins. The primary objective in this proposed item is 
to decrease in cost, asset enhancement and compelling use of shrewd dustbins can 
be accomplished by actualizing this proposed framework. This will limit fuel cost 
as the path of the vehicle is as of now chosen. The concerned expert should send the 
trash gathering vehicle just when the dustbins are full. 

4. PROPOSED SCHEME  
A prototype model will be designed for Municipality Corporation and proficient 
enough and can be implemented in various street of the Bhubaneswar Smart City. 
A SMS signal will be given to the municipality authority so that they will be alerted 
and will send dustbin collection vehicle. The prototype model will be designed so 
that the authority as well as the society people can easily operate with the Mobile 
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App with a minor training. All the sensors will be interfaced with high performance 
Raspberry Pi development board. All the sensors’ data will be uploaded to IoT 
Platform where cloud analysis will be carried out. In this proposed prototype model 
low power Raspberry Pi based embedded system will be used, so the power 
consumption will be greatly reduced. The block diagram of proposed prototype 
model is shown in Fig .1 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Fig.1 Block diagram of the proposed prototype model 

5. METHODOLOGY 

The ultrasonic sensors will be used to identify the person with garbage to be put in 
the dustbin. If the garbage level will be below the threshold level inside the dustbin, 
then the bin will be uncovered by a Servo Motor which will be connected through 
Raspberry Pi interface with the Arduino. The sensor output is fed to the input to 
Raspberry pi which will be programmed with NODE Red software in which 
algorithm will be designed for threshold levels for smart dustbin. The monitoring of 
bin will be shown in computer as well as a separate mobile application will be 
designed. The status of the dustbin will be hosted in cloud. If the dustbin level is 
more than the threshold level then a SMS will be sent to the BMC authority. Steps 
involved in designing the prototype model  
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Step-1 All the sensors i.e Ultrasonic and IR sensor will be interfaced with the analog 
to digital converter pins and then connected to Raspberry Pi.  

Step-2 The prototype model will be designed in which the sensors will be exposed 
towards the inside of the bin. The signs created from the sensor will distinguish the 
level of the trash inside the dustbin. For the different concentrations of garbage, the 
corresponding values will be noted. The threshold level for bin to protect the 
overflow will be observed and will be written in the logical statements of the 
program.  

Step-3 The WSN based embedded system will be interfaced with the IoT platform 
through which all the sensor data will be stored in cloud. The bin will be uncovered 
by a Servo Motor which will be connected through Raspberry Pi interface with the 
Arduino Uno, If the levels of garbage is above the threshold level, then an SMS 
signal will be generated and sent to the authority.  

Step-4 An API will be designed for the mobile application. This portable 
application will be utilized by the administrator client who has rights to check the 
status of everything being equal and convey gathering vehicles and creates 
information examination report. In addition, a client may just have the privilege to 
check the canister status of his territory and enrol a protest. An SMS will be sent to 
the officer concerned, if the garbage levels are above the threshold level. Real Time 
field testing of the developed prototype model will be done which is shown in Fig.2. 

 
Fig 2. Interfacing the sensor module with Arduino and Raspberry Pi for Smart Dustbin 

6. MODEL WITH CIRCUIT IMPLEMENTATION 

The proposed work is done by utilizing Raspberry Pi for the WSN Technology for 
garbage monitoring using IoT. The garbage bin has sensors which check the level 
of garbage in the bin and informs the person about the status. All the sensors will 
be interfaced with the analog to digital converter pins and then connected to 
Raspberry Pi. The signals generated from the sensor will detect the level of the 
garbage inside the dustbin. The bin will be uncovered by a Servo Motor which will 
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be connected through Raspberry Pi interface with the Arduino. If the levels of 
garbage are above the threshold level, then an SMS signal will be generated and 
sent to the person concerned. An API will be designed for the mobile application. 
This mobile application will be used by the operator user who has rights to check 
the status of all bins.  

                                            
Fig. 3 Prototype Model Side View                                   Fig. 4. Prototype Model Top View 

 

FLOW CHART: The total strategy for module is clarified by a Flow Chart as appeared in 
fig 5. 

 
Fig. 5   Project implementation Flow Chart 

 

7.  RESULT 

To evacuate the issues, numerous frameworks has been created. But IoT based smart 
dustbin has not introduce in the municipality corporation in the state of Odisha.  
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Through this mobile app we can monitor and control of smart waste bin in smart 
city. 

 
Fig.6 Mobile APP of the proposed prototype model for opening and closing the lid 
of the bin. 

 

Fig. 7 This QR Barcode for the Application based URL (192.168.246.34:1880/UI) where 
the authority can send the alert message to the driver people. 

 

8. CONCLUSION 

A neoteric approach for checking out the Smart Dustbin system in the smart city 
using IoT is presented in this paper. This broadly impacts on the broader scientific 
community in terms of benefits to society along with the smart city application. 
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Abstract.  
Converter is an important electronic component and plays a vital role in working of 
electric vehicle. Among all the converters Single-Ended Primary-Inductor 
Converter (SEPIC) has a unique feature that is, it gives constant output voltage 
irrespective of the varying input voltage because of this it is used for LED lightening 
system in electric vehicle. It also provides better voltage control, provides low input 
current ripple because of which harmonics can be reduced and large capacitor 
design is not required, it also has lesser electrical stress when compared with any 
other converter. This paper presents the design and implement of SEPIC converter 
for LED lightening system of electric vehicle by simulating it using MATLAB 
software. The proposed design technique is effectively validated using 
MATLAB/Simulink and implemented in hardware.  

Keywords. SEPIC converter, PI controller, Electric vehicle. 

1. INTRODUCTION 

Converters are mostly used to enhance or buck voltage in response to demand. The 
resultant output voltage falls within the input voltage range of the SEPIC Converter. 
A converter that alters voltage is appropriate in this situation. Since buck-boost 
converters only need one inductor and one capacitor, they are less costly [1]. These 
converters do, however, contain a considerable amount of input current ripple. In 
many buck-boost converter applications, these ripples produce harmonics. A big 
capacitor LC filter is used to filter out these harmonics from the converter. However, 
this results in the converter becoming costly or ineffective. The fact that the output 
voltage is inverted by the buck boost converter complicates the use of the device 
further. The Cuk converter, however, overcomes these issues by including an extra 
capacitor and inductor. Cuk and buck-boost converter operation, however, put a lot 
of electrical strain on the parts, which might cause failure or overheating of the 
device. Both of these problems are addressed by SEPIC converters. 

2. SYSTEM CONFIGURATION 

Figure 2.1 depicts a simple SEPIC's schematic design. By stepping up or down the 
input voltage in accordance with the demand, a SEPIC converter takes a variable 
input and produces a constant output voltage. The amount of energy transported is 

mailto:sunilkumar.ch@bvrithyderabad.edu.in
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controlled by switch Q1, which is frequently a transistor like a MOSFET [2]. 
Compared to bipolar junction transistors (BJTs), MOSFETs have a substantially 
higher input impedance and a smaller voltage drop. Additionally, they do not need 
biassing resistors since, unlike BJTs, the switching of MOSFETs is controlled by a 
voltage difference rather than a current difference. 

 
Figure 2.1. Schematic of SEPIC Converter 

The converter shown in figure 2.2 contains an input capacitor, output capacitor, two 
inductors, a coupling capacitor, a control switch (MOSFET is considered here), an 
uncontrolled (Diode is considered here). The input terminal of SEPIC is connected 
to one terminal of the first inductor another terminal of L1A is connected to capacitor 
Cp and drain of Q1. Second terminal Cp is connected to second inductor and anode 
of diode D1.Here L1A is the first inductor and Cp is the coupling capacitor. The 
cathode of diode D1 is connected to the output capacitor. A PWM signal is given to 
gate of the Q1 and remaining terminals of the components are grounded as shown 
in figure 2.2. 

 
Figure 2.2. Schematic of SEPIC Converter with feedback. 

3. ANALYSIS OF SEPIC DESIGN 

Input Voltage consideration [3, 4, 8] 
VIN =VL1 + VC1 + VL2        (3.1) 
Where VL1 is the voltage across first inductor. 
Inductor Selection 

A good general rule of thumb for calculating inductance is to allow the peak-to-peak 
ripple current to be around 40% of the highest input current at the lowest input 

Q1 
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voltage. Given by: The ripple current passing through inductors L1 and L2 of equal 
amplitude. 
ΔIL = IIN × 40% = IOUT × 

VOUT

VIN(min)
 × 40%     (3.2) 

The inductor value is computed as follows: 
L1 = L2 = L =

VIN(min)

ΔIIN ×fsw 
× Dmax       (3.3) 

The switching frequency is fsw, and the duty cycle at the minimumVin is Dmax. To 
guarantee that the inductor does not saturate, the peak current is provided by: 
IL1 (peak) = IOUT  ×  

VOUT + VD

VIN(min)
× {1 +  

40% 

2 
}     (3.4) 

IL2 (peak) = IOUT  ×  {1 +  
40% 

2 
}      (3.5) 

 
Coupling Capacitor Selection 

The SEPIC capacitor, Cs, is chosen based on the RMS current, which is provided 
by: 

ICs (rms) = IOUT  x √
VOUT +  VD  

VIN(min)
       (3.6) 

The peak-to-peak ripple voltage on Cs: 
ΔVCs =  

IOUT × Dmax

Cs×fsw 
       (3.7) 

4. CONTROL STRATEGY 

To regulate the SEPIC voltage, a control strategy for regulating the switch S1. 
Closed loop control is achieved with PI controllers. The following are the steps 
involved in tuning PI controllers: 

1) Linearizing the plant  
2) Identifying the new plant 
3) Simulate data 
4) Plant identification. 

 

 
Figure 4.1. (a) Block diagram of PV system 
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Figure 4.1. (b) Control diagram.  

The control strategy for closed loop SEPIC converter is shown in figure4.1. (a) & 
(b)In this configuration PI (Proportional Integrator) Controller is used to compare 
the output voltage with the required voltage. In closed loop configuration some part 
of the output is taken from the output and is given to a comparator. Reference signal 
as reference voltage is also given to comparator. The output of comparator is given 
to PI controller. The output of SEPIC is obtained by tuning the PI Controller (using 
plant identification method). According to the required output we get the output 
voltage. 

5. SIMULATION RESULTS 

The findings of the SEPIC converter employing the PI control scheme are shown in 
this part for two test scenarios. Table.1 shows the nominal parameters for the 
simulation research. MATLAB is used to implement the complete model. The 
following sections illustrate the two operational situations for a step change in source 
and load [5]. 

Table 1: Nominal Parameters for Simulation study 
S. No Parameters Value 

1 Input Voltage (Vin) 20 V 
2 Inductance (L1& L2) 1.43mH 
3 Capacitance (C1& C2) 150 µF 
4 Resistance (R) 6.5 Ω 

 

A. Source Voltage Step Change: 

The simulation results for step change in source voltage for PI control schemes are 
shown in Fig. At t=0.2sec, source voltage increases from 10V to 20V and bring back 
to 10V at t=0.6sec. Due to sudden increase in source voltage results surge in load 
voltage. The load voltage is regulated in 3msec and 10msec at 0.2sec and 0.6sec 
respectively. 
 



 

 
Figure 5.1. Results of simulation for a step change in source voltage 

 

 
Figure 5.2. Simulation results for a load step change



 

B. Simulation results for step change in load: 

The simulation results for PI control methods for a step change in load are shown in 
Fig. At t=0.2sec, load current increases from 1A to 2A and bring back to 1A at 
t=0.6sec. Due to sudden increase in load demand results surge in load voltage. The 
load voltage is regulated 6.5V.  

6. HARDWARE IMPLEMENTATION 

The TMS320F28069 controller board has been used in the development of the 
suggested method. The method is created in MATLAB with Simulink blocks. For 
the creation of high-speed, multi-variable digital controllers and real-time 
simulations in a variety of sectors, the TMS320F28069 controller board was created 
particularly. It is a whole real-time control system powered by a 250MHz, 603 
PowerPC floating point processor. A/D and D/A converters are also available to 
handle analogue feedback signals. Users may debug the application, adjust settings, 
and track execution outcomes in real-time depending on the PC and DSP's 
connection capabilities. 
There are two cases in the hardware output of SEPIC Converter they are: 

i)When the headlight of electric vehicle glows with a bright light 

The figure 6.1 shows the headlight that is used in the electric vehicles glowing with 
a bright light because of the output obtained from the closed loop SEPIC Converter 
which has a duty ratio of 0.4 with input voltage as 20 volts and output voltage of 12 
volts using LAUNCHXL- F28069M board and subsequently firing pulses are 
generated [6, 7].The pulses generated are given to MOSFET in the hardware circuit 
built. The constant output voltage obtained from the hardware circuit is given to 
headlight of electric vehicle. 
 

 
Figure 6.1. Hardware setup for bright light 

ii) When the headlight of electric vehicle glows with a dim light 

The figure 6.2 shows the headlight that is used in the electric vehicles glowing with 
a dim light because of the output obtained from the closed loop SEPIC Converter 
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which has a duty ratio of 0.1 with input voltage as 20 volts and output voltage of 8 
volts.  

 

Figure 6.2. Hardware setup for dim light 
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Figure 6.3 (a) Source side disturbances 
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Figure 6.3(b) Source side disturbances 
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Figure 6.4 Load Side disturbances 



 

The constant output voltage obtained from the hardware circuit is given to headlight 
of electric vehicle. Figure 6.3(a,b) and 6.4 shows the source and load disturbances. 

7. CONCLUSION  

The SEPIC may operate with input voltages that are more or lower than the output 
voltage's regulation. The SEPIC design has minimal active components, a 
straightforward controller, and clamped switching waveforms for low noise 
operation in addition to being able to function as both a buck and a boost. The 
simulation results for closed loop control show that the duty cycle may be adjusted 
to regulate DC output voltage as necessary. For the hardware implementation of the 
SEPIC Converter for the electrical vehicle lighting application from TEXAS 
instruments, the Simulink model of the SEPIC Converter with closed loop and open 
loop is completed and the results are seen. 
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Abstract:  

This project aims to automate the process of validation of miniature gears such as 
gears that are used in watches, clocks, etc., by using machine learning algorithms. 
These processes are carried out manually and hence the production speed is heavily 
dependent on the speed of validation of humans. This project aims to withdraw 
human support in this area by the use of machine learning. The gears are examined 
by using high-resolution cameras. The output of the camera is processed using NI 
LabVIEW’s Vision Assistant which is pre-trained using ideal and defective gears. 
If the input gears are in coherency with those trained ‘Ideal gears’, such gears are 
sent for assembly. If the gears are defective, a signal is sent to an actuator (say a 
robot) to dispose of this defective gear for recycling. This way, the project when 
made as an industrial machine, could increase production and decrease the Cost-to-
the-Company. 

Keywords: Defect detection, image processing, computer vision. 

1. INTRODUCTION 

All manufacturing businesses try to create a variety of competitive products. 
The key determinants of competitiveness improvement are the productivity and 
quality of each industry's products. In this industry, defective items have resulted in 
numerous losses. Human inspection still detects the majority of faults that occur 
during the manufacturing process. Inspectors' work is arduous and time-consuming. 
Approximately 70% of defects can be identified manually. Furthermore, once a 
person becomes tired, the effectiveness of visual inspection decreases significantly. 
Because the bulk 2 of the gears are within a tenth of a millimetre of the specified 
size. Gear samples are increasingly being subjected to digital image processing 
techniques for product examination [1]. As technology advances, more and more 
products are being made with metals, particularly in robotics, which requires ultra-
lightweight and modular components such as gears. Gears are composed of plastic 
material High-density polyethylene (HDPE) and other metals, according to industry 
statistics, which are prone to various sorts of defects (flash, warping, bubbles, empty 
portions, sink marks, ejector marks, and so on) when created using image processing 
[2]. As a result, we propose that a fully robust system based on image processing 
techniques (such as image segmentation and non-smooth corner detection) be 
investigated in order to develop a cost-effective solution for providing Total Quality 
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Management in manufacturing units, allowing for a continuous monitoring and 
improvement eco-system while lowering costs [3]. 

                        
Fig 1.1 – Clock Gears 

A gear is a rotating circular machine element with carved or inserted teeth 
(called cogs) which meshes with another (suitable) toothed part to transfer (convert) 
torque and speed. In terms of the underlying notion, gear action is analogous to lever 
action. Different-sized gears create a mechanical advantage by generating a 
difference in torque owing to their gear ratio, and so may be regarded a fundamental 
machine [9,10]. Two meshing gears have different rotational 3 speeds and torques 
in proportion to their diameters. Both meshing gears have the same tooth shapes. 
The escapement, or wheelwork, of a clock is a set of turning wheels (gears) that 
transport motion from a weight or spring to the minute and hour hands. The accuracy 
of the wheels and pinions, as well as the tooth form, are critical for transferring 
power as consistently as feasible [11].  

                                 
Fig 1.2 – A weight-driven clock featuring a pendulum's main components. 

Encyclopaedia Britannica, Inc. 

Before proceeding any further, let’s have a quick glance at the common 
defects present in plastic materials like gears which is of course our material of 
interest [9]. The following are some examples of plastic gear faults that can be 
identified using image processing:  

1. Flash: Excess moulding material that penetrates mould gaps, such as 
sliding push-out faces, inserts, and so on, is referred to as this fault. 
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 2. Distortion: When the degree of shrinkage differs at different points inside 
the moulded component, this flaw causes deformation.  

3. Bubbles: A manufacturing flaw has trapped an air bubble-like substance 
inside plastic gear.  

4. Unfilled sections: This problem develops when injection moulding does 
not reach particular spots on the inside side of the die before solidifying. 

 5. Sink marks: On the outside surfaces of moulded components, they are 
markings or irregular patches on the surface. 

 6. Ejector marks: Flow markings are patterns left on the surface of moulded 
products by the flow tracks of molten plastic [4].  

7. Missing Tooth: This fault refers to missing teeth/tooth in a plastic gear. 

2. EXISTING METHODOLOGY 

The existing methodology consists of examining and recording the 
condition of the functioning surfaces of gear teeth and bearings. Next, the gears are 
washed with solvents after the initial examination. The gears are again examined 
for defects. Because it is frequently the most essential aspect of the inquiry and may 
reveal vital information, this inspection is made as comprehensive as possible. For 
this investigation, a low-power magnifying lens and a pocket microscope are used.   

A failure analysis report is made including all pertinent information 
discovered during the investigation, as well as inspections and testing, evidence 
weighing, findings, and suggestions. The information is thus documented in a 
concise manner, ideally in tables. The report normally includes suggestions for 
fixing the equipment or altering its design or operation to prevent future failures 
[5,6]. 

 
Fig 2 - Manual gear validation 

However, the above-mentioned methodology suffers from various drawbacks such 
as 
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1. To make a written account of any significant observations, including 
drawings and pictures as appropriate.  

2. To clearly identify and designate each component (including gear teeth and 
bearing rollers) in the textual description, drawings, and images. 

3. The speed of production is purely dependent on the validation speed of 
employed humans. 

4. The Cost-to-the-Company in case of human is far greater in comparison to 
a well-maintained machine. 

5. As humans are liable to errors but machines, the end product will be more 
reliable and the defective pieces to ideal pieces’ ratio will be very low 

Considering the above drawbacks, an automated methodology using image 
processing is proposed to simplify, increase and modernize the process of validation 
and production [7]. 

3 PROPOSED METHODOLOGY 

The proposed methodology consists of a High-Resolution Camera along 
with LabVIEW’s Machine Vision Module to automate the whole process of 
validation of the gears before assembly [8]. As soon as the process starts, the gears 
are passed on to the validation stage via the conveyor. The gears are then examined 
by the camera (A phone camera in our case). The resolution of the camera is 108MP. 
The description of the apparatus used is depicted below. 

 
Fig 3.1 - Block Diagram of smart anomaly detection and classification for 

validation process of watch gears using LabVIEW 
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In order to decrease any noise, the camera is used under a dark environment. A flash 
is used to facilitate the imaging process. The image from the phone is telecasted to 
a Personal Computer with LabVIEW Software for further processing. 

3.1 LabVIEW 

The MAX and VISA toolsets include built-in support for NI hardware platforms 
including as Compact DAQ and Compact RIO. LabVIEW (Laboratory Virtual 
Instrumentation Engineering Workbench) is a platform and development 
environment for a visual programming language developed by National 
Instruments. 

3.2 NI Vision Assistant 

Vision Assistant is an image processing prototyping and testing tool. To design an 
image processing application, use the Vision Assistant scripting feature to create 
custom algorithms. The scripting feature records each stage of processing algorithm. 
The algorithm is saved as a script file that includes the processing functions and 
important parameters for the method you prototyped in Vision Assistant. 

3.3 NI VISA 

VISA is an application programming interface (API) that allows a programme to 
communicate with GPIB, VXI, GPIB-VXI, and serial interfaces in a consistent 
manner. The VISA API can be used instead of having distinct APIs for each 
interface. This enables the programmer to create code that can easily be converted 
to various interfaces [16]. 

3.4 Data-set Collection 

The Data-set for training our model is made ready by capturing the images of both 
ideal and defective gears. A few of the captured images are presented below: 

    

Defective 

(Damaged at the centre) 

Defective 

(Damaged at the 
curvature) 

 

Ideal 

(No Defects) 



 6 

 
  

Ideal 

(No Defects) 

Defective 

(Damaged at the centre 
and missing teeth) 

Ideal 

(No Defects) 

Fig 3.2 – Gears Classification 

The gears used for training model have their radii ranging from 1 cm to 1.75 cm. 
However, gears or parts of any dimensions can be trained effectively, as long as 
they are observable by the camera.  

The defects which are currently observable by this project are missing teeth, dents, 
cracks, broken shaft and broken curvature. 

The Work-Flow Diagram is presented below: 

 
Fig 3.3 – Work flow chart of smart anomaly detection and classification for 

validation process of watch gears using LabVIEW. 

 The conveyor is loaded with the gears sequentially – one at a time. When 
the gear reaches the dark environment which can be focussed better by the camera, 
the proximity sensor outputs a signal to the controller which then stops the 
conveyor. The camera then live telecasts the gear to the LabVIEW using IMAQ 
module. This module grabs a frame from the live telecast and converts it into a 
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binary image by extracting the luminance features present in the image. This 
extracted feature is sent to the Vision Assistant which is preloaded with the trained 
images of both damaged and ideal gears. The Vision Assistant then clusters the input 
data with the trained models and outputs a signal depicting whether the gear is ideal 
or damaged. If the gear is devoid of damages, it can be sent for further processing. 
If the gear is found to be defective, a signal is sent to the external actuator (say a 
pick and place robot) to remove the defective gear.  

4 RESULTS AND DISCUSSION 

 The above proposed method is implemented in the Robotics Automation 
Laboratory in our institution viz. Sri Krishna College of Engineering and 
Technology and the results are obtained. The gear models are trained using K-
Nearest Neighbour clustering algorithm.  

 
Fig 4.1 – Model Training 

In Fig 4.1, the gear models used for training are depicted. For improving accuracy, 
one can train more models and classify them accordingly. Before training a picture, 
one has to choose the area of focus.  

 
Fig 4.2 - LabVIEW Block Diagram 
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This can be done easily by adjusting the image histogram to select a particular 
feature such as luminance and omitting the others. The LabVIEW Block Diagram 
presented in Fig 4.2 has a NI IMAQ’s Session in module via which the input camera 
which are connected to the PC can be selected. In our case, as we are using Droid 
Cam Client to telecast our phone camera to our PC. This telecasted phone camera 
is referred to as an external camera by the PC. 

The next step which initializes the camera and grabs an image from the telecast, 
forwards the acquired image to the Vision Assistant Module. The forwarded image 
is visible to the user in the front panel. The image processed by the Vision Assistant 
is also visible to the user. These are shown in Fig 4.3. 

 
Fig 4.3 – LabVIEW Front Panel 

The processed image is then classified based on the trained models and as seen from 
Fig 4.3, the Class (Particle Classification 1) string output shows “Ok Bin” meaning 
that the gear is free from defects.  

 
Fig 4.4 Shows the Lab setup consisting of a conveyor, a ABB Robotic Arm, PLC 

and Servo Controllers and a PC with LabVIEW. 
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Let's have a look at the project's algorithm: One of the most essential Machine 
Learning algorithms is the K-Nearest Neighbour technique, which is based 
on Supervised Learning. When data has a high SNR, KNN is preferable to linear 
regression. The KNN method assumes that the new case/data and past cases are 
similar, and it allocates the new case to the category that is the most similar to the 
previous categories. The K-NN algorithm stores all available data and categorises 
incoming data points based on their similarity to existing data. This means that new 
data can be quickly sorted into well-defined categories using the KNN technique. 

Assume there are two categories: A and B, and you receive a new data item x1. This 
data point belongs in which of the following categories? 

This type of challenge necessitates the use of a K-NN algorithm. 

We can simply determine the category or class of a dataset with the help of K-NN 
[12]. 

 
Fig 4.5 – K-NN 

5 CONCLUSION 

We can detect damaged gears with a number of teeth ranging from 64 to 
120 using this proposed Methodology. The gear is declared defective and sent for 
recycling if the number of teeth is twisted, exceeds, or falls below the prescribed 
number. Second, using a range bound threshold that works on both colour and 
greyscale photos of the gears, we were able to identify some surface imperfections. 
This liberal technique can greatly limit the number of damaged gears transported to 
the assembly room by accident. Future approaches for improving the detection 
systems' performance include applying more complicated machine learning 
algorithms to identify problematic sections as they appear over time. The accuracy 
of the scenario machine techniques like as Support Vector Machine and neural 
network improves as a result of the adjusted parameter configuration. Thus, by 
automating a manually performed operation in an enterprise, the quality and 
quantity of output can be greatly enhanced. 

 



 10 

6  FUTURE SCOPE 

In future, the shaft radius and the gear radius can be included to the train 
model. If any part with radii different from that of the trained model is found, it 
would be classified as defective. 

Currently, we were able to detect the defective gears with a specified 
number of teeth as mentioned above in this article. If the number of teeth is 
malformed or the gear is classified as defective by any means after processing by 
our system, a signal is sent to the robotic arm in the validation unit's conveyor in the 
future. The robotic arm is programmed to select and remove the faulty equipment 
based on the inputs given by LabVIEW [13].  

For this purpose, we have planned to implement the above-mentioned 
process in the ABB Robotic Arm available in our institution’s Robotics Automation 
Lab in Mechatronics Department. The image of the same is mentioned above: Fig 
4.4.  

If a defective part is found, reports can be generated automatically [14]. The 
report can withhold all the required information regarding the defective part such as 
defect classification, causes of the particular defect, number of defective parts with 
the same defect recognised so far etc. This information can be supervised by a 
manager which could facilitate improvising design and production methodologies 
to avoid faulty parts. 
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Abstract 
 
This paper details a quick DC-type battery charger for electric vehicles, with 
reduced switching losses. A discontinuous PWM(DPWM) control is used, each 
phase-leg of a typical 3-phase, 2-level voltage source configuration with poor 
storage of capacitive energy switches off for 240 degrees of the grid essential 
duration, resulting in just one phase-leg switching every 60 degrees. Therefore, a 
buck-model DC-DC configuration is used in cascaded connection with the aim of 
supply current restriction and voltage control for the electric car charging process 
because the AC-DC network lacks the DC-link voltage controllability. While 
thinking about charging a Nissan Leaf, we simulated the provided circuit to various 
options for a built 50 kW battery charger power capability. The data demonstrates 
that the investigated technology is extremely power efficient. 

Keywords. Electric vehicle, charging, battery, boost-buck. 

1. INTRODUCTION 

The charging market of electric vehicle (EV) is extremely fluid. Companies and 
organisations engaged in investigation and improvement of in these fields have 
greatly reduced his charging time for electric vehicles, making it the same as the 
time users spend charging an internal combustion engine vehicle (ICEV) at a gas 
station. Currently, most 50kW 400V electric vehicles comply with "CCS - up to 
80kW" and "CHAdeMO - around 50kW" fast charging standards Rechargeable. 
New electric vehicles, alternatively, are built to withstand higher charging powers. 
As a result, scalability of output power using power electronics building blocks 
(PEBB) is an important feature of the EV charging system. 

By using a parallel connection, total power can be scaled. This translates 
into manufacturing benefits because a single circuit package design can be used 
meet multiple companies and many charging standards. Connecting to the AC grid 
at medium voltage (MV) levels is becoming economically viable for EV chargers 
with 100s of kW capacity, as the 380V to 480V grid is most commonly used today. 
Where high-capacity chargers are installed, Battery banks and other local energy 
storage systems can be used to diminish power instabilities and AC grid quality 
problems. Native renewable power production organisations can also be utilised to 
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reduce power mandate and grid ingesting. In reality, the use of photovoltaic (PV) 
power generation has great potential. This is because the available area of EV 
charging station roofs and his buildings in the neighbourhood can exceed 1000 m2. 
It is also possible to integrate both the battery and the PV array as proposed in [1], 
into the charger itself. 

Figure 1 depicts a bidirectional PEBB configuration suitable for connecting 
a huge power EV charger using DC type to an MV grid through a 50 Hz transformer. 
Battery chargers have the advantage of being fully equipped with half-span power 
modules making them accessible to countless manufacturers with little current 
rating or interference voltage. A closer look at the circuit in Figure 1 reveals a nice 
framework of two-stage power conversion. A DC circuit plus a three-stage AC-DC 
converter A three-channel PWM interleaved DC buck converter is implemented in 
the circuitry at the rear end. Instead of focusing on similarities with semiconductors, 
these highlights improved loss sharing between semiconductors or better current 
distribution amongst the same circuits. 

This leads to absolute leadership potential and improved misfortune 
exchange. Furthermore, the symmetrical PWM interleaving activity compensates 
for the high repetitive noise compared to the amount of identical circuitry used In 
the two voltages and flows, the RMS currents in the DC capacitors Cf and Co are 
reduced. To accomplish zero-voltage switching of the dynamic switch turn-on and 
low reverse recovery of the anti-DC diode, this component may be utilised to 
lengthen the duration waveform in each stage leg of the back-end circuit. Low-
complexity and low-cost voltage source rectifier (2L-VSR) with 3-level, 3-wire, 2-
level, and 6-level inputs is included into the front-end converter. If the voltage 
change rate between the AC grid and the EV battery is sufficient, the sustained 
pressure in the front-end and back-end circuits is enhanced. 

Figure 1. Concept of an EV charger with PWM interleaved buck converter for back-end 
power modification and a 6-switch two-stage bi-directional voltage source rectifier for 

front-end power modification. It's worth noting that the scaffolds are linked by low-energy 
DC connections. 

This gives the advantage of assembly. In this document, front-end and Back-
end circuits are purposefully linked by DC connections using capacitors with low 
energy storage. Capabilities, such as DC connections without electrolytic 
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capacitors. This deeply couples the activities of the two circuits. The DC connection 
or voltage between Figure 1 shows a modified encapsulation of the line voltage on 
an AC capacitor, which essentially corresponds to that achieved by a three-stage 
diode-span rectifier increase at terminals p and n (or upn). This enables the rectifier 
stage leg to operate with excellent intermittent PWM balance, allowing the swap to 
complete within 66 percent or 240° of the grid timeframe. Every 60°, one leg rotates. 

This activity was recently revealed in [2], respecting the best exchange fault 
reduction among all known DPWM schemes, but the voltage of upn It comes at the 
cost of losing control. The back-end circuitry is critical to the voltage guidelines and 
current limits of the EV battery charging system. Additionally, if the backend 
converter is to guarantee consistent power operation, it must provide high power 
factor operation. He proposed a VIENNA-type front-end circuit in [3], and a 
DELTA-SWITCH-type front-end circuit with equivalent activity in [4]. The goal of 
this paper is to examine the benefits of performing DPWN with a 240° terminal 
switching section on a commonly used 2L-VSR when fast EV battery chargers are 
used. (e.g., those presented in [5]-[6]) 

Determining the fundamental characteristics of DC-type EV chargers on the 
market, appropriate fine-tuning techniques, including fewer replacement accidents, 
and key control strategies to ensure high-influence factor activity are based on 
semiconductor and Insightful conditions for determining load impact using 
passives. Given the converter's AC or DC current amplitude and voltage variation 
components. The circuit of Figure 1 compares in terms of viable performance [7] 
with other reasonable answers for a 50kW PEBB frame while considering quick 
charging of a 30kWh Nissan Leaf vehicle from 0% to 90% state of charge (SoC) 
will be possible. 

2. THREE-PHASE EV BATTERY CHARGER 

This section explains how the electric vehicle battery charger shown in 
Figure 2 works. As previously stated, the front-end Both the front-end and back-end 
circuits are connected via a DC link with limited energy storage capacity, resulting 
in highly coupled operation of both circuits. In reality, the circuit is a single-stage 
three-phase step-down AC-DC converter, with the two highest line-to-line AC 
voltages switched to the rear output. To regulate the output voltage uo used for 
charging electric vehicles, an end solid-state bridge and cascaded low-pass filtering 
(LB and Co) are used. Similarly, the output voltage should ideally be adjustable 
from zero to any value. 

𝑢0 < √
3

2
𝑢𝑔, 𝑙 − 𝑙, 𝑟𝑚𝑠                                                  (1)  

Note that activity of the back-end circuit applying a (essentially) consistent power 
Po prompts a prerequisite of the ongoing Ix fluctuating in stage inverse as a result 
of the front-end circuit, to the six-beat rectifier voltage In a 3-wire framework, the 
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sinusoidal state of all AC is maintained for every 60° of mains voltage mains stage 
flows iabc,c is ensured by the superposition of cyclic Ix and current Iy. There is 
outright pressure in the front-end circuit, which is quickly most reduced. 

 To exhibit the sinusoidal controllability of the network current, the same circuit 
displayed in Figure 3 of the framework being scrutinized for lattice separating [0o, 
30o] or ua>ub>uc (see Figure 3) is considered for examination. Increment. In a 
perfect world, there is no essential recurrence the voltage drop across the AC 
inductor causes the EV framework to act as a reasonable three-stage load to the 
network, with stage conductance G. 

𝑢𝐿𝑐 = 0                                                                  (2) 

As a result, the value of the controlled current at phase b can be written as 
𝐼�̅� =  −𝑖𝑏,𝑐 =  −𝐺𝑢𝑏                                                     (3) 

𝑢𝑦̅̅ ̅ =  𝑢𝑏                                                            (4) 

𝑢𝑦̅̅ ̅ =  𝑘𝑦 ∙ 𝑢𝑏 + (1 − 𝑘𝑦) ∙ 𝑢𝑐 = 𝑘𝑦 ∙ 𝑢𝑎𝑐 + 𝑘𝑢𝑐                 (5) 

𝑘𝑦 =
−𝑢𝑝𝑜𝑠 − 2𝑢𝑛𝑒𝑔

𝑢𝑝𝑜𝑠 − 𝑢𝑛𝑒𝑔

=  
𝑢𝑏𝑐

𝑢𝑎𝑐

                                        (6) 

𝑢𝑝𝑜𝑠 = 𝑚𝑎𝑥(𝑢𝑎, 𝑢𝑏 , 𝑢𝑐) 𝑎𝑛𝑑 𝑢𝑛𝑒𝑔 = 𝑚𝑖𝑛 (𝑢𝑎, 𝑢𝑏 , 𝑢𝑐)              (7) 

𝑖𝑆𝑏𝑝̅̅ ̅̅ ̅ =  𝑘𝑦 ∙ 𝐼�̅� =  −𝑘𝑦 ∙ 𝑖𝑏,𝑐 = −𝑘𝑦 ∙ 𝐺 ∙ 𝑢𝑏 = −𝐺 ∙ 𝑢𝑏 ∙
𝑢𝑏𝑐

𝑢𝑎𝑐

               (8) 

𝑖𝑎,𝑐 = 𝐺 ∙ 𝑢𝑎, 𝑖𝑏,𝑐 = 𝐺 ∙ 𝑢𝑏 𝑎𝑛𝑑 𝑖𝑐,𝑐 = 𝐺 ∙ 𝑢𝑐                       (9) 

 

𝐼�̅� = 𝑘𝑥

𝑃𝑜

𝑢𝑜

                                                          (10) 

𝑘𝑥 =
𝑢𝑜

𝑢𝑝𝑜𝑠 − 𝑢𝑛𝑒𝑔

                                                          (11) 

𝐼�̅� =
𝑃𝑜

𝑢𝑎𝑐

=
𝑖𝑎,𝑐 ∙ 𝑢𝑎𝑐 + 𝑖𝑏,𝑐 ∙ 𝑢𝑏𝑐

𝑢𝑎𝑐

= 𝐺 ∙
𝑢𝑎 ∙ 𝑢𝑎𝑐 + 𝑢𝑏 ∙ 𝑢𝑏𝑐

𝑢𝑎𝑐

                                   (12) 

𝑖𝑎,𝑐 = 𝐼�̅� + 𝑖𝑆𝑏𝑝̅̅ ̅̅ ̅ = 𝐺 ∙ 𝑢𝑎                                                 (13) 

𝑖𝑎,𝑐 + 𝑖𝑏,𝑐 + 𝑖𝑐,𝑐 = 0  𝑎𝑛𝑑 𝑢𝑎 + 𝑢𝑏 + 𝑢𝑐 = 0                                (14) 

𝑖𝑐,𝑐 = 𝑖𝑆𝑏𝑛̅̅ ̅̅ ̅ − 𝐼�̅� = (1 − 𝑘𝑦) ∙ 𝐼�̅� − 𝐼�̅� = 𝐺 ∙ 𝑢𝑐                               (15) 

𝑀𝑎 =
𝑉𝑎𝑠

𝑉𝑎𝑡

                                                              (16) 
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Figure 2. Grid sectors are defined by the various relationships between the instantaneous 

values of the grid phase voltages ua,b,c. 

 
Figure 3. Equivalent circuit of the front-end convert operation for ua>ub>uc 

𝑀𝑓𝑟 =
𝑓𝑐𝑡

𝑓𝑟𝑠

                                                              (17) 

𝑣𝑟 > 𝑣𝑐  S11 is on, 𝑉𝑜𝑢𝑡 =
𝑉𝑑

2
 

𝑣𝑟 < 𝑣𝑐  S12 is on, 𝑉𝑜𝑢𝑡 = −
𝑉𝑑

2
 

𝑚𝑓 =
𝑓𝑡

𝑓𝑚

                                                              (18) 
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3. SIMULATION RESULTS 

 

 
Figure 4. Proposed system circuit configuration 

 
Figure 5. Input voltage for proposed system 
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Figure 6. DC-link voltage for proposed system 

 
(a) 

 
(b) 

Figure 7. Load voltage and load current 
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Figure 8. Battery voltage 

 

The findings indicate that the AC flows iac, ibc, icc on the converter side can follow 
the sinusoidal information step voltage uabc, as can be seen very well in Figure 4.6. The 
same buck converter is running smoothly, so the PEBB-focused circuit and control strategy 
makes sense. The converter voltage between the step's AC terminal and the DC link's 
terminal n, confirming that the scaffold leg can complete the exchange for 66 percent of the 
power grid timeframe increase. The running stresses of scaffold parts, the repetition of 
appropriate replacements, and the accuracy tests of determined conditions representing the 
benefits of potential parts were selected. An alternating repetition of f = 16 kHz is allocated 
because it divides well the difference between high productivity, high power density, and 
high data transmission capacity for control Table II shows the results of the top primaries.  

4. CONCLUSION 

A three-phase DC battery concept for electric vehicles was studied using a PWM 
interleaved buck converter for the back end and a two-stage bidirectional voltage 
source rectifier with six switches for the front end He described his own DPWM 
modulation implementation. This ensures high power factor operation while also 
allowing the phase leg to suspend switching for two-thirds of its line cycle, or 240° 
resulting in significant switching losses in the semiconductor is reduced to this 
project covered the working principle, the main design equations, suitable 
modulation schemes and its PWM control. A benchmark of the semiconductor 
power consumption figures achieved in his The Nissan Leaf charging session from 
0 to 90% was demonstrated. Underneath, a 50kW DC EV charger will be developed 
using commercially available Wolf Speed SiC MOSFET and Infineon Si IGBT 
power modules, as well as an appropriate air-cooling system. The analysis also 
considers the behaviour of grid-tied power conversion using other established 
modulations, namely SVPWM and DPWM120, as well as his DPWM240 under 
investigation. The DPWM240 calculations perform admirably in terms of loss 
reduction and energy savings, as expected. 
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Abstract 
Every person at some point in their life might experience muscular pains. 
Especially, women during menstrual cycle and elderly people experience heavy 
muscular pains. These pains can be very straining and may not have adequate 
resources to manage. A good massage can calm muscles and soothe the nerves to 
let body pain go away. Hence a portable, safe, self-operated, user-friendly cost-
effective massage band is developed that provides relief and helps in reducing 
muscular pains. The massage band developed is integrated with an App named 
Smart Massager through which one can control the features like Start, Stop, Timer, 
Speed and Pressure. Because of this app integrated with device, it is an advantage 
for the user not to apply any force physically, no need to depend on others and can 
totally control in App. The amount of air pressure applied can be varied according 
to requirement. The periodical pressure applied helps in contraction and relaxation 
of muscles. The speed of inflation and deflation of pressure cuff can also be varied 
according to the user requirement. Moreover, one more major feature unlike some 
devices available in the market which can be for certain parts in the body; this band 
can be used for most of the parts. It is a simple model and portable. 

Keywords. Massage Band, Portable, Flexible. 

1. INTRODUCTION 

Muscle aches (myalgia) are generally common. Almost, everyone 
experiences discomfort in their muscles some times. As muscle tissues are in nearly 
all parts of the body, this type of pain can be felt. However, there’s no single cause 
for muscle aches and pains. Often, most instances of myalgia result from too much 
stress, tension, or physical activity. Most of the existing solutions or massage bands 
available in the market provides relief. But they may be too expensive and are not 
plausible to use without the help of another person. When there is no one to help, 
we have to press or hold with other hand for longer time which causes stress to hand.   

The model developed is an attempt to build a device that helps in providing 
relief to reduce joint and muscle pain. The model developed will be controlled via 
mobile application which is user friendly where the start and stop of the device, 
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speed, and pressure can be adjusted easily. It has two important parts like pressure 
cuff and control unit. When experiencing pain, people can just wear the cuff and 
plug it to the controller unit. The user can also choose the suitable speed they need 
and can set time accordingly. The device inflates and deflates within the rate at 
which it is operating. Speed can be controlled using Arduino. A 5V, 2A power 
adapter is used to power this device. As this is of low-cost, it can be made available 
to a larger market. The massager provides a relaxing and soothing that relieves from 
pain. As the speed and pressure are set with in the normal limits, it is safe to use. 

2. LITERATURE SURVEY 

In the market, large variety of massage bands is available [1, 2]. Some of them are 
bulky; some of them are costlier; some are not self-operated and need support of 
others etc. An ancient practice of Manual massage is the one that needs the 
intervention of a trained physiotherapist. On the other side, automated massage is 
carried out using devices without or with minimal need of a trained human and the 
effects of automated massage is presented in [3]. Multispecialty Massage belt to 
improve their skeletal support of the users/patients to for the betterment and relief 
of pain was discussed in [4].  

In paper [5], percussion massages guns that are commonly used by athletes and 
others for physical recovery were discussed. It is mentioned that no evidence or 
clinical reports are published. The effect of massage therapy on patients seeking 
Pain that can be addressed through a holistic approach and meta-analysis to analyze 
the quality of massage therapy is presented in [6].  

The study of various massage bands mentioned above have their own limitations in 
terms of being bulky or costlier or depends on others or need to apply physical force 
or restricted to few parts etc. The model proposed overcomes all the mentioned 
limitations and has a novelty of smaller in size (Portable), less cost, can be operated 
through App and not required to apply physical force, suitable for most of the parts.  

2.1 Massage Chair: A chair designed for massage. It is of two types, Traditional 
chair (Fig 1) that helps a masseur to have an easy access to head, shoulders and back 
of the recipient but that needs a support of trainer.  
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Fig 1: Traditional Chair                                      Fig 2: Robotic Chair 

 

Other is robotic massage chair (Fig 2) which contains electronic motors and gears 
to massage the recipient. Though they provide a deep relaxation, reduce blood 
pressure, lowers the pulse rate, increase metabolism, they are very costlier and bulky 
in size. 

2.2 Neck and Shoulder: It is a massaging product solely designed for neck and 
shoulder, which helps in relieving the muscular pains. These work by applying 
pressure to particular points of the body to relax muscles and soothe the pain. Few 
may also use heat to ease the pain. These cannot be used for cannot be used for more 
20 minutes, Skin redness and bruising may cause and can be used only for neck and 
shoulder pains. 

 

 

 

 

 

Fig 3: Neck and Shoulder Massage band 

2.3 Hand-held Massagers: A portable hand-held massager which uses vibrations 
to warm the muscle tissues and increase blood flow to the area is shown in Fig 4. 
These are the electric massagers which have changeable massage heads to 
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customize the massage. It is a portable one, light in weight. But one needs to apply 
more pressure. 

 

 

 

 

 

Fig 4: Hand-Held Massager 

2.4 Leg Foot Massager: A leg foot massager machine (Fig: 5) with rubber kneading 
pads is used for effective massage for foot ankle and calf. It is effective in promoting 
blood circulation. This model also has a limitation to use for only legs and is a 
costlier device. Depending on foot sensitivity, skin rashes around feet, chances of 
electric shock if used with wet feet may cause. 

 

 

 

 

 

Fig 5: Leg Foot Massager 

3. PROPOSED MODEL 

The Block diagram of Proposed Massage band is as given below. The above Fig 6 depicts 
the block diagram of the proposed system. The framework used for the proposed system is 
the Arduino Nano ATMEGA 328P. HC-05 Bluetooth module is used to interact with the 
user application on mobile phone, is connected to Arduino Nano ATMEGA 328P 
microcontroller board. ULN2803A driver is the Darlington transistor array that consists of 
eight NPN transistors. This ULN2803A is connected to both mini air pump and solenoid air 
valve. Both solenoid air and mini air pump valve are driven by this ULN2803A driver 
according to input received by the Arduino Nano board from the user application via 
Bluetooth module. Pressure cuff is connected to a mini air pump via pressure tube. The 
pressure sensor BMP 180 is connected to the pressure cuff through this tube is used to 
monitor the pressure that is applied using the mini air pump. For both Arduino Nano board 
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and ULN2803A driver to function 5V, 2A DC power is to be supplied and rechargeable 
batteries can also be used. 
 

 

 

 

Figure 4. Proposed system circuit configuration 

 

Figure 5. Input voltage for proposed system 

 

 

 

Fig: 6 Block Diagram of Proposed Model 

 

 

 

 

 

 

 

 

 

 

 

Fig: 7 Schematic Diagram of Proposed Model 

Once the device is ON, the mini air pump starts pumping the air with the help of 
the motor inside, when motor rotates the piston inside pumps the air outside and this air will 
be filled inside the pressure cuff through the pipe connected between pressure cuff and the 
mini air pump. Now, to record user instructions through mobile app, initially, Bluetooth 
connection needs to be established. Using the clock option in the app the required amount 
of time for massage is to be set. Next, the user can set the required pressure among three 
levels - Light, Medium, and Deep. This pressure value is sent to the device through 
Bluetooth and the desired pressure is set. The functionality of the pressure setting is 
illustrated from the timing diagram. The pressure value set will act as threshold. The cuff 
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inflates pressure to that level only. Mapping of pressure value with actual value is done on 
the control unit. The Sequence of the operation is represented diagrammatically as below. 

  

 

 

 

 

 

 

 

 

 

 
Fig. 8 Sequence diagram of the device 

Speed can also be controlled through APP among three levels like Low, Medium, and Fast 
that correspond to inflate and deflate of pressure cuff. The pressure cuff inflates and deflates 
according to speed value. The value that sent from the APP to Arduino would be 0, 1, and 2 
respectively. The mapping of the speed is done using Arduino. The below Fig: 9 depict the 
waveforms for various speeds 

 

 

 

 

 

 

 

 

Fig: 9 Waveform of speed values 

 

The below Fig’s 10 & 11 shows the user module of the APP where the time can be set, speed 
and pressure can be controlled and device can be start and stop. 
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Fig: 10 Time Setter in APP         Fig: 11 Speed and Pressure controls, Stop – Start buttons 

                                                   

Once all the pressure, time and speed values are selected, then click on the START 
button to initiate the process. In this model, an Arduino Nano microcontroller board that has 
Atmega328P is used and programmed using Arduino IDE. For driving the solenoid air valve 
and the mini air pump, an L293D driver module is used. This module needs 5V input and 
need upto 500mA on every output pin. The Arduino gives control signals to the driver 
according to the configurations set in the app. For establishing communication, Bluetooth 
module is used. 

A solenoid air valve is driven by L294D and controlled by Nano acts like a gateway. 
When activated it doesn't let the air out and therefore increases pressure within the cuff, 
making it inflate. BMP180 pressure sensor was used. Because of I2C interface, it was easily 
interfaced with Arduino using the four pins (+3.3V, GND, SCL, SDA). The sensor module 
was kept inside a box with a nozzle for connecting the tube and sealed on all sides to obtain 
consistent pressure readings. The process ends once the selected time is completed, or we 
can also end the process by clicking the STOP button. 

A Mobile App was developed using Kodular.in that allows creating Android apps 
easily with a blocks-type editor and requires no coding skills. It is a free online tool for the 
development of mobile apps. It mainly provides an online drag-and-drop Android app 
creator, by which everyone can create any kind of app. 
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Fig: 12 Prototype of Proposed Massage Band   Fig: 13 Applying at different Parts in a body 

As the Pressure cuff is flexible, a single band can be accommodated for massaging at 
different parts in a body like Hand, leg, shoulder, back, neck etc. where it not possible with 
most of the existing models and totally can be controlled by a App without need of applying 
any physical force. 

4. CONCLUSION 

Massaging has many benefits like reducing stress, relieving body pains, helps with insomnia 
problems etc. Massage bands are really popular due to the many benefits they provide. But 
many massage bands that are available now in the market have their own limitations as 
discussed.  

The Safe and cost-effective massage band is an attempt to overcome all these limitations. 
This device is portable and has some technological touch to automate the process which is 
programmed using Arduino. The device consists of pressure cuff which inflates and deflates 
to create pressure. This pressure can be easily controlled with the mobile application 
developed using Kodular.in according to the preference of the user. A pressure sensor is 
used to measure the exact pressure to feed to the Arduino. It has a blue tooth module to 
enable wireless operation.  The device can also be powered by rechargeable batteries which 
make it safe from any electrical shocks.  

In future, for the introduction of this product in the market better features can be added. For 
example, voice alerts can be included for better feedback. Voice alerts can help enhance the 
customer satisfaction. Analytics can also be included to predict the most comfortable 
pressure for each and every one and appropriate pressure for a certain kind of muscular pain 
can also be recommended. 

REFERENCES 

[1] Electronic Massage Devices Market - Global Industry Analysis, Size, Share, 
Growth, Trends and Forecast 2019-2027 

[2] Best Massagers, "Medically reviewed by Jenneh Rishe, RN - Written by Suzy 
Davenport on September 29, 2021 

[3] Paul, A., Usman, J., Ahmad, M.Y. et al. Health efficacy of electrically operated 
automated massage on muscle properties, peripheral circulation, and physio-
psychological variables: a narrative review. EURASIP J. Adv. Signal Process. 
2021, 80 (2021). https://doi.org/10.1186/s13634-021-00788-6 

[4] Panda, Kunal & Anupriya, M & Naveen, C & Ravi, Sandhiya. (2020). An Eminent 
Design of Multipurpose (All-In-One Kneading Belt) for Lumbar Massage. IOP 



 9 

Conference Series: Materials Science and Engineering. 993. 012165. 
10.1088/1757-899X/993/1/012165. 

[5] Jian Chen, MD, PhD, Fan Zhang, MD, MSc, Haizhu Chen, NB, Hui Pan, MD, 
MPH, Rhabdomyolysis After the Use of Percussion Massage Gun: A Case Report, 
Physical Therapy, Volume101, Issue 1, January 2021. 

[6] Crawford C, Boyd C, Paat CF, Price A, Xenakis L, Yang E, Zhang W; Evidence 
for Massage Therapy (EMT) Working Group. The Impact of Massage Therapy on 
Function in Pain Populations-A Systematic Review and Meta-Analysis of 
Randomized Controlled Trials: Part I, Patients Experiencing Pain in the General 
Population. Pain Med. 2016 Jul 1;17(7):1353-1375.  

 
 



    

Comparative study on Sudoku using Backtracking 

algorithm 

1T Navya, 1T J Mounika, 1S Tharun, 1Kaladevi R, 2Hariharan S, 2Bhanuprasad A 

1Saveetha Engineering College, Department of Computer Science and Engineering, 
Chennai, India 
2Department of Computer Science and Engineering, Vardhaman College of 
Engineering, Hyderabad, India 

navyachowdary.thellapati@gmail.com, tjmounika01@gmail.com, 
tharuns9492@gmail.com, kaladevi@saveetha.ac.in, 
mailtos.hariharan@gmail.com, a.bhanuprasad@vardhaman.org 

 

Abstract  
 
Sudoku puzzles appear in magazines, newspapers, internet pages or in books on day 
basis. In truth, humans across the arena apprehend a way to play Sudoku. The 
technology behind this game is tons extra complex than it appears. This is the main 
strength of investigation for researcher community to have positioned a 
extraordinary quantity of attempt to generate green algorithms to remedy these 
puzzles. Some researchers might even advise that an algorithm to remedy Sudoku 
games without trying a large quantity of variations does now not exist. Within this 
decade, fixing the Sudoku would be expected to in everyone’s ardour. The simpler 
and more challenging requirement would be the mathematical skills which cause 
people to have huge hobby in accepting challenges that encounters to solve the 
puzzle. Consequently, researchers attempted to find good procedure to generate 
puzzles that could be solved through very simple programming. At this venture 
there is a fixed of policies known as naïve primarily based on essential hassle 
solving. The motive is to put into impact an extra green algorithm and then observe 
it with every other Sudoku solver set of guidelines named as lower back tracking. 
Backtracking set of regulations is a stylish algorithm that may be hired in to any 
troubles. The outcomes have proved that the backtracking set of rules solves the 
puzzle faster and more powerful than the naïve set of policies.  

Keywords. Sudoku, Backtracking Algorithm, Running time, Naive Bayes 
Algorithm. 

1. INTRODUCTION 

Currently, Sudoku puzzles have become more and more popular the various 
humans all over the world. The game has turned out to be more successful among 
human mankind in variety of countries. Efforts have also been taken to attempt to 
generate even more complex and thrilling games that entertain humans. In the 
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proposed study, algorithm for solving Sudoku namely naïve bayes is used along 
with backtracking approach is used to solve the puzzles for finding the best strategy. 
The naïve set of rules is formulated based totally on human strategies which implies 
that a set of rules is applied primarily based on human perceptions. The returned 
monitoring algorithm is then used to evaluate with this set of rules with the intention 
to evaluate the performance of the proposed algorithm.  

The backtracking is well known with a set of rules than may is implemented 
to find a feasible and efficient solution in terms of running time is concerned. The 
proposed procedure aims at generating possible solutions that finds best solution. 
The simple principle of a backtracking algorithm with reference to Sudoku is to 
move forward one square at a time and to supply a working Sudoku grid. When a 
trouble takes place, the set of rules takes itself returned one step and tries a unique 
route. It's almost not possible to supply a legitimate Sudoku through randomly 
plotting numbers and trying to cause them to match. Likewise, backtracking with a 
random placement technique is equally useless.  

Backtracking exceptional works in a linear technique. it's far rapid, powerful 
if executed successfully. The reason of the machine is to research the backtracking 
set of rules and the naïve algorithm. Later these two techniques are compared 
analytically. it's far predicted here to locate an efficient technique to clear up the 
Sudoku puzzles. This study aims at implementation of the returned tracking set of 
rules that simulate answer of the puzzle. The reason of the machine is to research 
the backtracking algorithm and the naïve algorithm. its miles predicted here to locate 
an efficient technique to solve the Sudoku puzzles. 

The proposed work is organized as follows, while section 1 discusses on 
some general aspects on the ideology and importance of the proposed study, section 
2 describes the related study that exists on Sudoku Puzzle implemented using 
various algorithms. Section 3 elaborates on the research basics and discusses on the 
naive bayes and backtracking algorithms, followed by proposed work with an 
architecture in section 4. Section 5 concludes the study analyzing the performance 
of research work using time complexity metric.   

 

2. LITERATURE SURVEY 

Backtracking set of regulations is less complicated than extraordinary 
algorithms that guarantees a choice to the maximum tough puzzles. games and 
puzzles were a platform for utility of mathematics, artificial intelligence and 
exclusive diverse techniques. The past years have delivered into hobby a completely 
popular puzzle known as Sudoku. The common Sudoku puzzle grid is a nine-
through-9 cells into nine three-by way of manner of-3 squares. The suggestions of 
the game are: each row, column, and square (of three-by-3) should be filled with 
every of the numbers 1 until 9 and that range cannot seem extra than as quickly as 
in any of the row, column, or rectangular. The initial grid is populated with some 
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digits, known as clues. In evaluation to magic squares and other numeric puzzles, 
no arithmetic is worried; the elements in a Sudoku grid must just as well be letters 
of the alphabet or some other symbols. Sudoku has led exclusive researchers to three 
advances in set of rules design and implementation. These paintings modified into 
largely inspired by means of the interesting mathematical requirements behind it. 
This paper describes the development of a Sudoku solver using MATLAB.  

A few authors are presenting a search-based answer through the usage of 
some heuristic elements in a changed steepest hill ascent. some researchers, are 
suggesting the format of a genetic algorithm via manner of representing the puzzle 
as a block of chromosomes, extra specific as an array of eighty-one integers. Any 
crossover appears a number of the 3x3 grids and any mutations arise only within the 
3x3 grids. Geem is proposing a Sudoku solver model based totally on concord are 
trying to find those mimics the tendencies of a musician. Santos-Garcia and 
Palomino are suggesting a way for fixing Sudoku puzzles the usage of easy precise 
judgment with rewriting regulations to mimic human intelligence. Others are 
suggesting neural networks thru modeling an power pushed quantum (Q'tron) neural 
community to resolve the Sudoku puzzles. Barlett and Langville are imparting an 
answer based totally mostly on binary integer linear programming (BILP). To 
formulate in a simple manner the approach, we are able to say that it makes use of 
binary variables to select a digit for any cellular in a Sudoku puzzle. Our MATLAB 
software uses most effective one pattern—singletons—collectively with a primary 
laptop technological know-how technique, recursive Backtracking [3]. 

The backtracking set of rules is an improvement of the brute pressure 
algorithm that finds out the answers to issues amongst all possible solutions 
systematically. Backtracking is a normal form of recursive set of rules and is 
primarily based on DFS (Depth First Search) in locating the proper solution. 
Backtracking policy works with several opportunities that cause the solution till it 
finds the optimum ones. So, there is no want to check all feasible solutions, however 
it's miles enough that most effective results in the answer, specifically by using 
sorting pruning the nodes that do not purpose the answer. The distinction with the 
brute stress algorithm is the fundamental concept, particularly, in backtracking, all 
solutions are made inside the form of an answer tree \, after which the tree may be 
traced in DFS (intensity-First are seeking for) to locate the first-rate-favoured 
answer.[4] 

The essential precept of a backtracking set of regulations, with regard to 
Sudoku, one mobile at a time, to supply a running Sudoku grid. Sudoku become 
advanced with the aid of the use of an American architect, Howard Garnes, in 1979, 
as a numerical combinatorial puzzle. The puzzle acquired popularity in 2004, when 
Wayne Gould glad the times in London to submit it. There are 
6,670,903,752,021,072,936,960 possible combos for completing a nine-via-9. 
Sudoku grid, but simplest 5,472,730,538 of them truly count number for great 
solutions and for this reason one needs a handful of lifetimes to clear up all of 
them.[5]  
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Sudoku is a superb judgment-primarily based definitely, combinatorial 
number placement puzzle. The word “Sudoku” is brief for Suji wadoku shinnikagiru 
(in Japanese), which means that “the numbers should be unmarried”. The set of 
guidelines is also the correct method to find out a solution quicker and greater 
efficient. Sudoku is a puzzle undertaking played on a grid that consists of 9 x 9cells 
each belonging to three corporations: considered one of 9 rows, genuinely certainly 
one of nine columns and one among nine sub grids (now and again referred to as 
regions). the sport of Sudoku is basically based on Latin squares. The Sudoku 
became incepted within the 12 months 1979 and emerge as first posted within the 
Dell Magazines as “variety region” in the year1984. The time period Sudoku 
manner a single quantity. the game begins with numbers already revealed in a few 
cells. The player needs to fill inside the empty cells with the numbers 1 to 9 such 
that every column, row and area carries that range precisely as soon as. there are 
various Sudoku packages that have already been evolved by means of many 
programmers around the world. in this paper, we provide an overview of the 
paintings that we have completed at the development of the sport of Sudoku that 
generates a 9 x nine puzzle grid with numerous trouble stages.  

The utility additionally permits customers to go into their very personal 
puzzle and to be solved with the aid of the computer [6]. The superior software 
additionally consists of advanced abilities which encompass maintain, load and 
speedy input validation. The solving set of policies of the developed Sudoku utility 
has additionally been as compared to some present Sudoku programs for 
assessment. Many methods as well as their hybrids are available to solve Sudoku 
puzzles. However, those techniques have several shortcomings at the side of not 
being capable of clearing up the puzzles. This overlook constraints violations in 
Sudoku policies have several steps similarly to missing capacity possibilities for 
finding feasible solution.  The research study advises on hybrid backtracking set of 
rules and pencil and paper technique to conquer the constraints of the existing 
techniques [7]. Experimental consequences show that the proposed approach is 
greater powerful further to green in solving puzzles of different hassle levels than 
the opportunity to be had technique. 

3. RESEARCH BASICS 

3.1. Backtracking algorithm  

The backtracking set of policies makes use of an array of the crook numbers 
inside the cellular to attempt a answer earlier than it moves directly to the 
subsequent mobile. If an answer cannot be observed, it backtracks and attempts to 
remedy the board once more with a extraordinary wager choice. The greater errors 
the solver makes, the greater backtracks it have to carry out, which decreases its 
commonplace efficiency and will growth its effective runtime. exams of the fixing 
set of rules have been completed using 195 base solutions with more than one 
preliminary board configurations were carried out to investigate the distinction in 
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the set of rules performance via using comparing the variety of recursive backtracks 
among sequential and randomly distributed guesses [10]. 

3.2. Naive Bayes algorithm  

Naïve Bayes set of policies is a easy probabilistic algorithm in class method which 
gets its opportunity price based at the calculation of frequency and price combos 
from the associated series [8]. This set of rules assumes that each one attributes are 
unbiased [9]. The class technique of Naïve Bayes wishes numerous clues or 
recommendations to determine the magnificence of the data to be analyzed.  

4. PROPOSED APPROACH 

The proposed approach right here is the backtracking algorithm with an incomplete 
board. The architecture is presented in Fig 4.1. The steps involved are: 

1. Locate a few empty areas. 
2. Attempt to place the digits 1-9 in that area 
3. Take a look at if that digit is valid in the modern-day spot primarily based 

at the modern board.  
a. If the digit is legitimate, recursively try to fill the board the usage 

of steps 1-3.  
b. If it isn't legitimate, reset the Square you simply stuffed and move 

again to the previous step.  
4. Once the board is full by the definition of this algorithm there’s an answer. 

Fig 4.1 Proposed architecture work flow diagram 
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The results are compared with the algorithms presented in section 1 and the running 
time is measured and results are presented in Fig 4.2. The time complexity is 
presented in equation 4.1. For each unassigned index, there are 9 possible options 
so the time complexity is O(9^(n*n)). The time complexity stays the same but there 
might be some early pruning so the time taken can be an entire lot less than the naive 
set of regulations but the upper certain time complexity remains the equal. The naïve 
bayes (shown in blue colour) and backtracking algorithm (shown in red colour) is 
presented in Fig 4.2. 

    O(9^(n*n))    (4.1) 

 

 

 Fig 4.2 Running time of naïve bayes and backtracking algorithm 

5. CONCLUSION 

The paper has ended with result to solve sudoku board which shows that the 
backtracking with set of rules is a best approach. The set of guidelines is likewise 
the proper technique to find a solution faster and extra inexperienced compared to 
the naïve algorithm. The performance of monitoring set of rules is better than the 
naïve algorithm with appreciate to the computing time to treatment any puzzle 
which is found out from the time complexity calculation. The naïve algorithm also 
gives a completely unique output. However, naïve set of rules isn't inexperienced 
due to the truth the extent of problems is irrelevant to the set of rules. This set of 
guidelines exams all possible answers to the puzzle until a legitimate solution is 
located that is a time-ingesting procedure resulting an inefficient solver. The future 
work may be enhancement of the Backtracking algorithm to growth its performance. 
This look at shows that Backtracking algorithm is greater possible to resolve any 
Sudoku puzzles, additionally the quality technique to find a solution faster and 
additional green in fixing capability, illustration, and performances with any level 
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of difficulties. This have a look at can also be useful in statistical tests and method 
to find out a few greater consequences for comparing.   
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Abstract 
Phase change materials (PCMs) play a valuable part in thermal management solutions. 

The immense benefits of PCMs towards energy savings have increased its market demand 
in all developing and developed economies. Emerging progress in the properties of PCMs 
can overcome numerous limitations of conventional heat storage systems, such as low 
thermal conductivity, thermal stability, only energy changing model, etc. The combination 
of the composite material with Micro-Encapsulated Phase Change Materials (MEPCM) was 
utilised by employing a low-cost, small-scale procedure to exploit the better thermal 
transport features of the hybridized PCMs. Composite and microencapsulated PCMs offer 
high thermal conductivity, thermal stability and avoid leakages during phase transition due 
to their high latent heat storage properties. Shape-stabilized composite PCMs have been 
showcasing admirable thermal performance and effective encapsulation for Thermal Energy 
Storage (TES) applications. Many research articles have been published on evaluating 
different TES systems. This review aims to serve as a consistent, reliable, and helpful 
reference for future research on eco-friendly and energy-efficient TES containing PCMs.  

 
Keywords. Microencapsulation, Phase Change Materials (PCM), Composites, Thermal 
Energy Storage (TES), Thermal Stability 

1. INTRODUCTION 

The increase in temperature has a detrimental effect on the routine activities on earth, 
and in some cases, due to the drop of the average temperature, there is a huge need for 
supplemental energy. In order to compensate for the fluctuating temperatures and stabilize the 
condition for specific applications, a high volume of investment is also required [1]. 
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The PCM is a good energy packing material to achieve obtainable heat energy that is 
kept or available in excess. These TES methods are eco-friendly, and their capacity to store heat 
and the extensive use of temperature-controlled packing in industries such as bio-medical, 
pharmaceuticals, and food and beverage are encouraging their implementation [2]. TES is a simple 
yet effective way to decrease energy consumption and optimise its utilization. In recent years, 
PCMs have found application in many industries such as solar dryers in agricultural 
industries, electronic industries, solar cooling, solar power plant, photovoltaic electricity 
generation system, waste heat recovery systems, domestic hot water, and building 
envelopes. [3]. Most of the studies focused on the upper volumetric TES capabilities with 
minimal consideration given to the semi-permanent escape features. In the indirect 
incorporation method, a leakage problem may occur, and the PCM would be incompatible 
with PU [4].  

This article provides a detailed review of composite PCM from the outlook of synthesis 
procedures, microencapsulation of PCM, thermal stability, and thermal conductivity. Thus, 
this review can benefit new research by highlighting the limitations, challenges, and gap that 
needs to be bridged. The review paves the way for expanding the prospects and applications 
of composite PCMs.  

 

Fig 1.1: Thermal Energy storage stages [5]. 
2. Phase Change Materials 

2.1. Composite PCMs 

PCMs are incapable of efficiently storing and releasing thermal energy. 
Providentially, composite PCMs comprising photothermal materials can respond 
rapidly to light and actively meet the necessities in an exact environment [6]. In 
polyurethane foam, the TES capacity is improved by integrating a fatty acid ester-based 
PCM for latent heat storage. The PU– PCM composite material improved heat 
absorption capacity by 34% compared to the PU rigid foam. The composite materials 
demonstrated the buffering function in the case of temperature variations by improving 
the heat sinks. The PU- PCM composite rises in density and thermal conductivity [7]. 

2.2. Microencapsulated PCMs 

Microencapsulation is a method used to present a core material as PCM (energy- 
storage) and a shell material as organic or inorganic polymers. It retains the thermo- 
mechanical performance, avoids PCM from leakages, improves the protection from the 
environment, and it widens the surface area for heat transfer. The heat transfer features 
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of the MEPCM will be affected by the encapsulation ratio. It specifies the efficiency of 
the PCM inside the shell, and it is calculated by following relation [8]. 

E.R. =(𝛥𝐻)𝑚𝑝𝑐𝑚

(∆𝐻)𝑝𝑐𝑚
 × 100                                                                                                            (1) 

where (𝛥𝐻)𝑚𝑝𝑐𝑚 and (∆𝐻)𝑝𝑐𝑚 is the latent heat of the MEPCM and the PCM 
respectively. The encapsulation will depend upon the shell material width, wherein the 
encapsulation ratio lowers for thicker shell material [9]. Various methods of 
microencapsulation have been developed and well evaluated by researchers. Regarding 
the low thermal conductivity of PCMs, several matrices, such as compacted graphite 
matrix, thin aluminum sheets, honeycomb-like shapes, have been used with low thermal 
conducting paraffin to improve the thermal conductivity [10].  

2.3. Thermal energy storage (TES) 

The effective utilization of both organic and inorganic PCMs as TES is influenced 
by the thermal conductivity which describes these materials. The phase transition of 
PCM is crucial in latent heat energy storage by solid-liquid transition. In the phase 
change composite material, the energy stored/ liberated is dependent on the molecular 
interaction. The energy is released by the response between moisture and dehydrated 
salt [11]. 

The energy storage density of SHS material, like rock, is concerning 5, or 7 times 
fewer than the storage density of paraffin or sodium sulfate decahydrate PCM. During 
the heating process, the PCM will absorb energy, and when the surrounding temperature 
lowers, the PCM will release energy in the form of solid-liquid phase change, wherein 
latent heat storage is the most effective method for TES. Coconut coir fiber reinforced 
PCM composite material was used in making envelopes, which can also be used as a 
TES material. Henceforth, the addition of carbon fibers to these systems demonstrates 
a combined effect on improving the heat transfer abilities [12]. 

2.4.   Thermal conductivity of PCMs 

The solid state PCM have the low thermal conductivity when compared to PCM 
and MEPCM foam composite material. The degree of positioning of the MEPCM in the 
foam matrix and the improper spreading of PCM to the foam matrix will affect the heat 
transfer rate. Conductive particles are joined to bridge the gap for the discontinuous heat 
flow path. The chemical belongings of the PCM are not affected when supportive 
materials are added, they offer a ceaseless design with a decent way for-heat transfer 
[13]. The G foam composite with P-wax is ascribed to high thermal conductivity of the 
G- foam matrix which permit the rapid heat transfer throughout P-wax. In the solid 
phase the thermal conductivity is somewhat decreases with increasing temperature. 
Addition of EG to the CPCM was significantly improved the thermal conductivity when 
the EG content is higher. The inorganic PCM, calcium chloride hexahydrate was 
encapsulated with EG to attain 14 times higher the thermal conductivity [14]. 
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Thermal properties of CPCM determined by impregnation method 

S. 

No 
PCM 

Melting 

temperatur

e (0C) 

Freezing 

temperatur

e (0C) 

Enthalpy 

(kJ/kg) 

Thermal 

conductivity 

(Wm-1 K-1) 

Application Ref. 

1. 
Polyethylene 

glycol 
60.4 37.9 164.9 - 

Energy 
storage 

1 

2. 
Polyethylene 

glycol 
57.5 34.8 142.6 0.45 TES 3 

3. 
Polyethylene 

glycol 
63.5 34.7 160.7 0.79 

Microelectro
nic device 

4 

4. 
Polyethylene 

glycol 
60.2 41.6 136.8 4.764 

Energy 
conversion 
and storage 

6 

5. Paraffin 36.4 35.5 157.4 - TES 8 

Table 2.1 Thermal properties of CPCM 
2.5. Thermal stability of PCM  

The thermal stability accounts for the strength, leak resistance, and thermal 
degradation of the PCM. These characteristics determine the nature of application of 
thermal energy-storage systems made of composite PCMs.  Paraffin is the most familiar 
PCM used to reduce temperature variations in various applications. They are utilized in 
applications that require non-corrosive systems, wherein small volume variations in the 
phase change process are handled with good thermal stability. The thermal stability of 
diatomite/ paraffin exhibited steadiness up to 95°C. Composite PCMs generally have 
good thermal stability [15]. 

3. Recent applications and advancements of CPCM 

The CPCMs are also used in some high technology fields like Aeronautics Space 
Administration, and smart drug delivery. In the medical field, CPCMs like 1-
tetradecanol are filled into hollow mesoporous CuS2 by impregnation and are used to 
eliminate the tumor and multimodal cancer treatments. In the building application, the 
shape stabilized PCM with supporting materials can be used, and it is utilized in the 
different parts like interior and exterior walls, ceiling, roof, and floor [16]. 

4. Conclusion 

To conclude, a brief review has been showed on the thermal features of recently 
explored composite PCM directed on the thermal attributes of composite PCMs. As of 
now, different investigations have been conducted to synthesis shape-stabilized 
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organic composite PCMs. The synthesized PCMs, their performance, design, and 
overall system have been observed to provide a several useful applications.  

In the composite PCM the thermal physical characteristics like thermal stability, 
thermal conductivity is suitable for integrated TES material. The addition of composite 
PCM is the incorporation of composites in porous material to prevent leakages during 
the phase transformation. Thermal characterization of the composites revealed that the 
temperature of melting and freezing point of the composite was not affected with 
properties of the incorporated material, but had a negative effect on the latent heat 
storage capacity in all cases.  
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Abstract 
In this paper, an electric Spring based Converter is proposed for the improvement of power 
quality in a PV and wind based smart grid. Permanent Magnet Synchronous Generator is 
used for conversion of wind energy into electrical energy. An electric Spring has the 
characteristic feature of fast recovery of the performance of the electrical system. It 
modulates the Voltage, frequency, THD of voltage and current.  It improves the power factor 
during abnormal conditions of wind and solar energies. An effective control scheme has 
been developed with the Back-to-Back inverter to obtain stability in difficult weather 
conditions also. The prototype of the proposed converter is developed and its performance 
is verified with the results obtained from the simulation. The result shows that the Electric 
Spring Back-to-Back converter effectively stabilizes voltage and frequency and the reactive 
power is compensated. 

Keywords. Electric Spring, MPPT, PMSG, Back-to-Back Converter, Smart Grid. 
 

1. INTRODUCTION 

A review of recent research works shows the efficient distribution of renewable energy in a 
smart grid system. In addition to diesel generators, several renewable inputs like 
photovoltaic (PV) and wind turbine have been regarded for efficient distribution of 
renewable energy. It is extremely difficult to determine the size of photovoltaic, wind and 
diesel generators in the efficient distribution of renewable energies. Renewable energy grid 
integration is difficult because the power factors of voltages and currents change with 
changing weather conditions. This is mainly due to many factors related to this problem, 
instability because of renewable resources. Consequently, renewable energy system control 
strategies are primarily designed to detect maximum power, optimize the management of 
energy supplies as well as the control of demand voltage and frequency. Therefore, to meet 
this challenge, a comprehensive smart grid infrastructure is required to offer a workable 
resolution. 

mailto:msgsmitha@gmail.com
mailto:asif_eee@vardhaman.org


 

The ability of a power grid to address current grid difficulties, such as increasing demand 
for electricity, aging infrastructure and the infiltration of distributed energy sources into 
supply. With the invention of latest technologies, it is proposed to change the existing power 
grids to smart grids. Compared to conventional centralized power plants, renewable energy 
source power generation devices may be located nearer to main grid and they are more 
compact and economical. Electricity grids are being modernized to a smart grid to improve 
reliability and to make it easier to integrate renewable energies and to effectively manage 
energy usage. 

2. ELECTRIC SPRING CONVERTER 

Electric Spring Converter hardware is designed with two back-to-back converters with a 
storage battery connected between the Converters as a storage device. A grid supplied by 
renewable energies may maintain voltage and power stability using the latest electronic grid 
component known as Electric Spring. A demand side planning strategy to produce voltage 
and power control has been presented. 

The restoring force of an optimum mechanical spring, according to Hooke's law, is inversely 
proportional to its deviation from the equilibrium point. 

      F = −kx                                                                      (1) 

F Restorative force of spring which tries to get its equilibrium position,  x displacement from 
the equilibrium position, k spring constant. 

Potential energy which is stored in the mechanical spring given as 

PE =
1

2
kx2                                     (2) 

Similar to a physical spring, an electrical spring can sustain the required electrical tension, 
store electrical power, and dampen electric vibrations brought on by transitory 
circumstances. The definition of an electric spring is 

q = Cϑa inductive mode                 (3) 

q = −Cϑa capacitive mode            (4) 

q = ∫ ic dt                                     (5) 

ic is the current flowing through the capacitor having the electric charge q with a potential 
difference of ϑa.  

Here the capacitor's stored electric charge can control the electric spring's voltage regulation 
function by injecting or by absorbing the voltage. By using a current controlled source, 
charge through the capacitor can be regulated. Consequently, an electrical spring may be 
thought of as a supply voltage with control scheme. An electrical spring can regulate 
amplitude along a maximum stress by linking to non-critical loads in line, as illustrated in 
Fig. 1. Here the current source is a voltage source with command strength. Just as a 
mechanical spring develops mechanical force from a neutral position, an electric spring 
adjusts voltage drop and operates a constant or managed voltage at critical loads. 



 

By adjusting the electrical potential difference across the capacitor via the current source, 
an electrical spring voltage may be produced. The electrical dock's dynamic voltage support 
is made possible via closed loop control, which has the ability to change the main supply 
value in the power grid. The electric spring may also be used for electric noise damper, 
which linking words another device in series with the electric spring to dissipate the electric 
charge. As demonstrated in fig. 1, non-critical demands could be linked in serial.  The series 
linked electric load, as shown in the power system difference, wastes electrical power for 
damper and can be beneficial to manage the tension across the electrical spring to ensure 
that the electricity usage of non-critical loads varies with the power grid. Hybrid generation 
systems having wind, PV as generating sources are unstable as these renewable energy 
sources depend on weather conditions. Due to this, ac voltage across critical loads 
dynamically changes with power generation of hybrid system. By connecting electric spring 
with a dissipative non critical load, critical loads which are connected in parallel with power 
system will get required well-regulated mains voltage.      

For improving stability of hybrid system with substantial renewable generation, novel smart 
load electric spring technology is highly distributed solution. Using this Electric spring 
technology more diverse control options and wider operating range is achievable. In 
addition, with voltage support and electric oscillations damping, some other favourable 
features of this technology are primary frequency control, power quality improvement and 
power balancing. 

A back-to-back converter with Electric Spring (ES) technology is introduced in [9]. 
Compared with battery storage or capacitor storage, back-to-back converter-based ES 
technology has an extended range of compensation and independent of battery storages. ES 
with back-to-back converter consists of one series converter and one shunt converter. Series 
converter regulates load voltage or frequency and shunt converter maintain stable DC 
voltage across DC link. 

Stabilized DC link voltage of back-to-back converter can instantaneously balance active 
power flow between shunt and series converters. Individual controlling of both converters 
is possible because of independent reactive power capacity of both converters. Active and 
reactive power characteristics of the back-to-back converter can be described as 

Psh_es = |Vs||Ish_es| cos θ                         (6) 

Pse_es = |Vse_es||Ins| cos α                       (7) 

Psh_es = Pse_es                                           (8) 

Qsh_es = |Vs||Ish_es| sin θ                          (9) 

Qse_es = |Vse_es||Ins| sin α                         (10) 

|Vs|, |Vse_es|, |Ins|, |Ish_es| are the RMS values of mains voltage, series converter voltage, 
non-critical load current and converter shunt current respectively, θ is the phase difference 
between mains voltage and shunt converter current,  α is the phase difference between non 
critical load current and series converter voltage  



 

The shunt converter current and the series converter voltage must be within the operating 
range of the rear converter. The maximum amount of reactive power must be delivered by 
both converters during any serious voltage sag to keep the voltage constant at the critical 
load. In addition, the shunt converter must also maintain a constant voltage on the DC link. 

The symbol for non-critical grid voltage is 

|Vnc| = √|Vse_es|
2

+ |Vs|2 − 2|Vs||Vse_es| cos(θse_es)           (11) 

θVnc = cos−1 (
|Vs|−|Vse_es| cos(θse_es)

|Vnc|
)           (12) 

 

 
Fig. 1. Back-to-back converter for an electrified spring 

For non-critical demand, assuming constant impedance it is possible to write its current as 

Inc =
|Vnc|

|Znc|
∠(θVnc + cos−1(pf))                   (13) 

The actual and reactive energy of a series converter may be calculated based. 

Pse_es = |Vse_es||Inc| cos α               (14) 

Qse_es = |Vse_es||Inc| sin α                     (15) 

α = θse_es + θVnc − cos−1(pf)       (16) 

Real and reactive power for Shunt converter's can be derived as 

Psh_es = Pse_es         (17) 

Qsh_es = |Vs|√Ish_eslim
2 − (

Psh_es

|Vs|
)

2

  (18) 

Back-to-back converter, Total reactive power is 

Qes = Qse_es + Qsh_es       (19) 

Under these circumstances, the peak power value for the entire apparent power from the 
equations [20, 21] is feasible. 

∂Qes

∂θVse_es
          (20) 



 

∂Qes

∂|Vse_es|
= 0     (21) 

The series converter maintains a steady regulated voltage across the vital load while 
connecting the output in series with the output of the non-critical load to handle voltage 
variations caused by the meteorological conditions of the hybrid model. The shunt converter 
compensates for the actual power demand of the shunt converter and maintains the DC link 
voltage. The voltage fluctuation on the input side can be balanced by a series converter and 
a non-critical load, and can therefore be called as Smart load. 
Therefore, the purpose of controlling the series converter is to control the voltage on a non-
critical demand while adjusting the voltage level. The clever coupling of an electrified spring 
demand and a non-critical demand can do this by altering the actual and reactive power 
usage. The control structure of series converters with hanging control is shown in Fig. 3 
shown. Droop control has the advantage of coordinated control of reactive power 
compensation and voltage control between multiple electric springs without communication. 
Reference voltage and measured voltage can be deducted and delivered to PI controller to 
produce the needed real power P_(se_es) and Q_(se_es) is taken as 0. Using real power and 
reactive power and series converter current I_nc, reference injected voltage (V_(es_ref) and 
θ_(es_ref)) by series converter can be calculated as shown in Fig. 3. Reference voltage is 
modified using a droop gain to match the feeder voltage 

 3. HYBRID SYSTEM 

Hybrid generation system with application of electric spring back-to-back converter for 
reactive power compensation and voltage regulation at load side is shown in Fig. 2. A 
rechargeable battery device, two generation modules (breeze and sun), and a common DC 
connection are used to supply power to the grid side through an inverter. 

 

 

Fig. 2. Hybrid System 

Case 1. Electric Spring Converter Hardware results 

Hardware implementation of a Hybrid generation system with Electric spring back-to-back 
converter is designed and hardware results are compared with the simulation. A Hybrid 



 

generation system hardware is designed and the results are tabulated as below for variable 
wind and solar conditions. 

 
 

 
 

Fig. 3. Hardware Implementation of Wind and solar based Smart Grid 

 

Case 2: Critical load of 170 W and 130 VAR and non-critical load of 170 W and 10 

VAR are coupled to an electric spring 

In this system, a back-to-back commutating electric spring is connected between 
the inverter and the critical load in line with the non-critical load. The AC voltage after 
changing the inverter after the LC filter is shown in the figure. 9. The load current after a 
series electric spring converter is shown in the figure. 10.  

The RMS voltage of the load is shown in the figure. 11 and is nearly constant and 
is more variable, ranging from 0.98 to 1.02 with no electrified spring (0.5 to 1.2 pu). As seen 
in Fig., the load's active and reactive power.  

Figure 13 displays the voltage at a steady load. The THD of the load voltage and 
current are shown in Figures 14 and 15. Table 1 is shown to compare simulation 



 

 
Figure 9. Inverter Filtered voltage 

 
Fig 10. After the electric spring is connected, the load current 

 
Fig11With an Electric Spring, RMS Load Voltage 

 
Fig 12. Reactive as well as Active Loading 



 

 
 

 

 

 

 

 

Fig13. Voltage Series Converter 

 

Fig 14: Charge current THD 

 

Fig 15. Voltage at Load Cycles 

Table:1-Comparision of Hardware and simulation results 

Parameter Hardware results of 

Electric Spring 

Simulation Results of 

Electric Spring  

Voltage THD at Load 0.8 0.4 
Current THD at Load 2.1 1.29 
Power Factor 0.92 0.9826 
 % Voltage Variation 4.2% 2 % 
%Frequency Variation 0.3% 0.1% 

 

3. CONCLUSION 

The back-to-back electric spring is connected to a hybrid system to improve voltage and 
frequency stability for critical loads and compensate for reactive power. The sun and wind 
are considered as energy sources and the line voltage is linked to the battery. The battery 



 

storage device is connected to withstand the maximum load. Since both renewable energy 
sources are sensitive to weather, the common DC bus voltage of the two energy sources is 
unstable. This affects the stability of critical and non-critical loads connected to the DC bus 
through the inverter. To improve voltage and frequency stability and to compensate for 
reactive power, an electric spring is connected to the converter between the inverter and the 
critical load. To achieve the electric spring effect, a control scheme is applied to both 
converters. Simulated findings with equipment and those from MATLAB/SIMULINK are 
used to validate the proposed converter in the hybrid model. The findings demonstrate that 
perhaps the electric spring back-to-back converter successfully balances reactive power 
while stabilizing frequencies and voltages. 
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