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 Abstract— The healthcare sector is one of the largest focus 

areas in the world today. Health related problems are becom-

ing increasingly common. Early diagnosis and treatment of 

diseases can play a vital role. The solution is adopting 

healthcare chatbots. The proposed solution is a healthcare 

chatbot application that can provide solutions based on user 

queries. The NLP component of the chatbot allows it to under-

stand the intent of the user's query and extract relevant infor-

mation from the user's input, making it more effective at 

providing accurate and helpful responses. The chatbot is de-

signed to be easy to use for patients, making it a useful tool for 

providing basic healthcare information and assistance. Deep 

Learning algorithm was used and gives an accuracy of 91%.  

 Keywords—Chatbot,Health support, NLP, Deep Learning, 

LSTM, Seq2Seq, Document - Term Matrix, Bag of words 

I. INTRODUCTION 

 Welcome to our healthcare chatbot, designed to assist 

you in finding the information and resources you need to 

navigate the complex healthcare system. We understand that 

the healthcare landscape can be confusing and overwhelm-

ing, with various challenges such as long wait times, lack of 

information, and difficulty in finding the right provider. This 

can make it difficult for people to access the care they need 

and make informed decisions about their health. This chat-

bot is here to help alleviate some of these issues. With this 

chatbot, you can quickly access a wide range of information 

about medical conditions, treatments. We also understand 

that cost is a major concern for many people when it comes 

to healthcare. That's why this chatbot is designed to help 

users to find the most cost-effective options available. Our 

chatbot is a valuable tool that can help you take control of 

your health and make the healthcare experience more effi-

cient and accessible for you.Artificial Intelligence is creat-

ing an era that it is going beyond human imagination and 

thinking. The technological experts with their tremendous 

skills and expertise developed the science of AI. The study 

mainly focusses on bringing up Chatbots which are devel-

oped using Natural Language processing. These are the vir-

tual assistants powered by built-in features of AI.  

 Michael Mauldin in 1994, formulated the term „Chat-

bot‟ which is a combination of words „Chat‟ and „Robot‟.  

 We are fairly familiar with Amazon‟s Alexa, Apple‟s 

Siri and Microsoft‟s Tay – these are the conversational 

agents that would respond and act according to the queries 

that users would probe.  

 Our capstone project focuses on the Healthcare Chatbot 

which is meant for early diagnosis of diseases and treat-

ments thereof. The reason why we chose Healthcare chatbot 

in particular is because we all seek medical assistance at 

some point of time because we live a sedentary lifestyle due 

to which we get exposed to various diseases.  Healthcare 

industries play a significant role when it comes to life ex-

pectancy and quality of lifestyle. 

 Many are the roadblocks and challenges that the 

healthcare industries in India are facing these days especial-

ly when it comes to the people living in rural areas who lack 

medical facilities. The census show high mortality rates due 

to deadly disease that is taking away lives of people and due 

to unavailability of medical professionals in the rural areas 

where physical consultation has become a major challenge 

and totally expensive. When our health goes upset we all 

want immediate treatment, early diagnosis to avoid any se-

rious consequences. None of us want to wait longer to take 

appointments with the physician or to meet the concerned 

doctor just to know what went wrong and what medication 

we would need to take.  

 So, the best solution to overcome this problem is to 

integrate Chatbots in the Hospital‟s IT systems. By doing so 

this would serve thousands of customers or patients at a 

single point of time and at a very low cost. Also that the 

patients can get access 24/7 to their health information from 

anywhere and anytime that they need. The healthcare chat-

bot that we have come up with uses text, or instant messag-

ing for natural interaction with the patients and all it‟s users. 

What we‟ve developed is the QA Chatbot with the the built 

in AI features, NLP text processing techniques and Deep 
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Learning Algorithm. When I say QA chatbot this would 

actually answer the given question that the user would type 

in. Meaning this would mimic human intelligence. It gives 

an impression as though the user is talking to the medical 

professional on the other end as they have meaningful con-

versation with the patients or users in real-time. 

 The healthcare chatbots can be used for making ap-

pointments, pulling out medical history of a patient, setting 

up reminders for consuming medicines and other proactive 

alerts that would inform the medical staff to let them know 

what‟s in their action for treating patients. 

 The usage of chatbots in every business sector is be-

coming increasingly popular these days. Turning the clock 

back to 1966 where the first chatbot named Eliza was in-

vented. The sole purpose of Eliza was to provide responses 

to users based on different keywords. This was purely the 

role based chatbot. Then came Parry, Jabberwacky, Alice, 

Smarterchild, Cortona, Siri, Alexa, GoogleNow and then the 

latest Microsoft Tay – which is a twitter chatbot. The goal 

was to analyze the tweets on twitter in order to understand 

the conversations. 

 Here with the Healthcare chatbot system, the dataset or 

the model is preloaded is with the set of keywords, set of 

data. Meaning we have trained the chatbot with word cloud 

where it picks up keywords from questionnaires and then 

responds with the answers from the word cloud of answers.  

 For text pre-processing, NLP has been used with NLTK 

toolkit that‟s available in python. The algorithm that we‟ve 

used is the Deep Learning technique with 4 layers. Dense 

layers along with dropouts of 20% is used and last layer, 

output layer contains no. of neurons = no. of intents is used 

to predict output intent with softmax. 

 Relu activation function has been used in the dense 

layers. Stochastic gradient descent is used as an optimizer. 

 Finally, GUI is created using tkinter to provide the 

chatbot experience where user can enter their query and the 

system‟s response is shown in the GUI. 

II. LITERATURE SURVEY  

 The proposed solution [1], focuses on predicting agent 

response for user‟s query given in the electronics e-

commerce industry. They have used the dataset from the 

support tickets created at Robocraze platform. Initially, they 

have performed basic NLP operation using NLTK packages 

like removing stop words, identifying the most common 

words, bi-grams and basic EDA and word cloud analysis. 

During, the cleaning of the data they have divided the data 

in to query – response pairs. Here, they have used an encod-

er-decoder structure wherein the encoder is customer que-

ries and decoder are the agent response. Further, these in-

puts are converted into a simple Seq2Seq LSTM model with 

a bi directional layer and dot product of this is sent to dense 

layer to generate the final model predictions. 

 The proposed solution[6], focuses on creating a chatbot 

on general knowledge-based question and answer. Here, 

they have compared the model performance through both 

transformer model and Seq2Seq learning and later they 

found that the one with transformer model was giving a bet-

ter result. The model Architecture has i) Encoder ii) Decod-

er adds another layer apart from 2 sub layers which perform 

multi head attention. iii) Transformer which further helps to 

find the a) Scaled-dot product b) Multi Head attention c) 

Position-wise FFN with ReLU activation function and d) 

Position encoding. In the training, data was split at 80:20 

and batch size as 28 or epoch as 120. The final result of 

Seq2Seq model was giving 23.5 BLEU of dataset whereas 

the Transformer model was giving 85 BLEU. Higher the 

BLEU better is the model for automatic chatbot. 

 In this model[7] they have used NLP techniques, first 

tokenizing the corpus, removing stop words, correcting any 

spelling mistakes, lemmatizing the corpus, vectoring the 

input and then applying Cosine Similarity between input and 

training set to find the best suitable output for the question. 

They tried experimenting both with cosine similarity and 

Euclidean distance as well. In this example, 2 examples of 

Dhoni‟s Wikipedia page, one small para and another big one 

is taken into account and another one is Sachin‟s Wikipedia 

page. The distance between Dhoni‟s similar type document 

is much lesser than the distance between them and Sachin‟s. 

Thus, questions can be identified nearest to the training set 

even though user‟s language for asking question is different. 

To improve the model even further they can train the vocab-

ulary on Google‟s word embedding, which will give words 

similar in meaning almost identical vector. Thus when com-

puting Cosine distances, even though the word is different 

from what was originally used in our question set, the dif-

ference between those words will be minimum. Thus it can 

give more accurate replies in Chatbot UI.  

III. DATASET 

A. Overview 

 This paper provides appropriate answer to the patient‟s 

health related query. The Healthcare JSON dataset is a col-

lection of data that includes question and answer pairs relat-

ed to healthcare information. The dataset is structured in 

JSON format with 465 records, which makes it easy to use 

and integrate with other systems. Each question-answer pair 

in the dataset contains a question that is related to healthcare 

and a corresponding answer that provides information about 

the topic of the question. The questions in the dataset cover 

a wide range of healthcare topics, including diseases, treat-

ments, symptoms, and general health information. The an-

swers provided in the dataset are accurate, up-to-date, and 

written in a clear and concise manner. The dataset can be 

used to train a healthcare chatbot or other applications that 

require healthcare knowledge. Additionally, the dataset can 

be used as a resource for healthcare professionals and re-

searchers, providing a valuable source of information for 

their work.   

B. Characteristics of the Data 

 The dataset features information on 465 QA pairs. We 

removed stop words from the dataset along with a few cus-

tom stop words. Here, We looked at the Bigram and Tri-

gram words from the answers in the dataset. 
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Fig. 1. Top 10 words in answer - trigram 

 

Fig. 2. Top 10 words in question - bigram 

 The word cloud representation of texts from QandA 

responses are seen as below. Fig 3 and 4  

 

 

Fig. 3.Word Cloud of Questions 

 

Fig. 4.Word cloud of Answer 

IV. MATERIALS AND METHODS  

 The proposed system consists of a user-friendly chat 

interface through which a user can communicate with the 

system. Depending on the user input, the chatbot will pro-

vide relevant information about his queries.  

 The system has pre-processed the question an-

swer(icliniqQA) dataset, for training of the Deep Learning 

model. The system has trained and compared different num-

ber of layers and number of neurons in Deep Learning mod-

el and got the best accuracy of around 91%.  

 First, a dataset of healthcare-related questions and an-

swers were collected and pre-processed. Dataset is convert-

ed from json file to pandas data frame for preprocessing. We 

dropped “question text” and “url” columns from the data 

frame which were not required for chatbot. The data frame 

is remained with question, answer and tag. The question and 

tag columns goes through text processing techniques of 

NLP.  

 They are tokenized into smaller units or words. Further 

the tokenized words are converted to lower case. After that 

we removed punctuations and stop words in question and 

tag columns. Also lemmatization is done to bring words to 

its meaningful base form. We converted variable-length 

texts into a fixed-length vector using the Bag-of-Words 

technique.  

 The cleaned dataset is loaded as intents. Each question 

is tokenized to words and then it is mapped to it‟s respective 

tags and stored as documents. Unique tags are stored in one 

variable. Then a document-term matrix is created against its 

tags and used as training data. This dataset was then used to 

train a deep learning model. This process allows the model 

to understand the meaning of the user's input and provide a 

relevant response. 

 After the model was trained, it was tested on a set of 

unseen data to evaluate its performance. Fine-tuning was 

performed to improve the model's accuracy by adjusting the 

hyperparameters of the model. 

 

 

Fig. 5. Flow Model - Chatbot Architecture 

 Lastly, the model (Fig 3) was integrated into the chatbot 

interface, allowing users to interact with it through text-

based inputs and receive text-based responses. The chatbot 

also includes a Knowledge base where it can retrieve infor-

mation to answer user's queries. 

A. Data Preprocessing  

 The dataset is retrieved from git hub [11] which con-

tains data of 465 records, including the mapping of answers 

with the corresponding questions and tags.  

 The dataset was checked for inconsistencies and re-

moved unwanted data. Then the missing values were 

imputed. The answer column contained “--><link>” at end 

of each record, so replaced it with empty string. 

B. NLP text pre-processing  

 The user input has to be pre-processed in order to pro-

vide appropriate response. Pre-processing methods – punc-
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tuation, tokenization, stop words and lemmatization have 

been used to generate an appropriate response for the user 

query.  

1)  Punctuation removal: Python‟s string module contains 

the following list of punctuation „!"#$%&\'()*+,-

./:;<=>?@[\\]^_`{|}~'. Using this list , punctuation is 

removed from the user‟s input. 

2)  Tokenization: Here the user input is converted into a 

bag of words using tokenization. 

3)  Stop words removal: Removal of stop words is neces-

sary as they take valuable pre-processing time and 

space. eg:- „a‟, „an‟, „the‟, etc. 

4)  Lemmatization: lemmatization considers the context 

and converts the word to its meaningful base form. For 

example, lemmatization would correctly identify the 

base form of „caring‟ to „care‟.  

 Wordnetlemmatizier is used to achieve lemmatization 

in our case.  

C. Deep Learning Algorithm 
 

 

Fig. 6. Deep Learning Architecture 

Components used in the model 

1)  Dense Layer: In natural language processing (NLP), a 

dense layer is a type of layer in a neural network that is 

fully connected to all the neurons in the previous layer. 

It is called a "dense" layer because each neuron in the 

layer receives input from all the neurons in the previous 

layer, as opposed to a "sparse" layer where some neu-

rons do not receive input from all the neurons in the 

previous layer.  

 Dense layers are commonly used in NLP tasks such as 

language translation, text classification and language gener-

ation. They are used to process the input data, extract useful 

features, and make predictions based on the learned features. 

Dense layers are usually followed by an activation function 

such as ReLU or sigmoid, which helps introduce non-

linearity into the model and allows it to learn more complex 

relationships in the data.  

2)  Activation Function: Activation functions are mathe-

matical functions that are used in artificial neural net-

works to introduce non-linearity into the model. They 

are applied element-wise on the output of each neuron, 

allowing the network to learn and represent more com-

plex relationships in the data. 

 ReLU (Rectified Linear Unit): It is defined as f(x) = 

max(0, x). It is commonly used in the hidden layers of neu-

ral networks and has the advantage of being computationally 

efficient.  

 Softmax: The softmax function is a popular activation 

function used in the output layer of neural networks for mul-

ti-class classification problems. It is a generalization of the 

sigmoid function, which is typically used for binary classifi-

cation problems.  

 The softmax function is useful in multi-class classifica-

tion problems because it converts the output of the neural 

network into a probability distribution over the classes.  

 The softmax function is computationally efficient and 

differentiable, which makes it easy to train the neural net-

work using gradient-based optimization methods.  

3)  Optimizers: Optimizers are algorithms used to adjust 

the parameters of a neural network in order to minimize 

the error between the predicted output and the true out-

put. They are used during the training process of a neu-

ral network to update the weights and biases of the net-

work in order to improve its performance.  

 Stochastic Gradient Descent (SGD): It is one of the 

most basic and widely used optimization algorithm for train-

ing neural networks and other machine learning models. It 

updates the weights and biases of the network based on the 

gradient of the error with respect to the parameters.  

 The update rule for the parameters in SGD is given by:  

 w <- w - learningrate * gradient  

where w is the parameter to update, learningrate is a scalar 

that controls the step size.  

D. Methodology 

 The deep learning model utilizes a multi-layer percep-

tron architecture with 3 layers. The input data is fed into the 

first layer, which consists of 128 neurons. The outcome of 

the first layer is then passed through the second layer, which 

contains 64 neurons. Dropout with a rate of 20% is applied 

to these layers to prevent overfitting. The outcome of the 

second layer is then passed through the final layer, which 

contains neurons equal to the number of intents. These neu-

rons use a softmax activation function to predict the output 

intent. 

 The dense layers in this model use the Rectified Linear 

Unit (ReLU) activation function, which helps to introduce 

non-linearity and allows the model to learn more complex 

relationships in the data. The optimizer used for training the 

model is stochastic gradient descent (SGD) algorithm. The 

model is trained for 100 epochs with a batch size of 5 and 

achieved accuracy of around 88% 
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Fig. 7. Model accuracy for 3 dense layers 

 It was further improvised by adding another layer with 

32 neurons. So now the model utilizes a multi-layer percep-

tron architecture with 4 layers, where the first layer contains 

128 neurons, second layer with 64 neurons, third layer with 

32 neurons. Dropout with a rate of 20% is applied to these 

layers to prevent overfitting. The outcome of the third layer 

is then passed through the fourth and final layer, which con-

tains neurons equal to the number of intents. These neurons 

use a softmax activation function to predict the output in-

tent.  

 The model uses the same activation function, optimizer, 

and is trained for the same number of epochs and batch size 

and achieved accuracy of around 91%.  

 

 

Fig. 8. Model accuracy for 4 dense layers 

E. User Interface 

 A Chatbot GUI, or graphical user interface, is a type of 

interface that allows users to interact with a chatbot using 

graphical elements, such as buttons and images, rather than 

just text. This can make the chatbot more user-friendly and 

intuitive to interact with, as users are able to see options and 

make selections more easily. Some popular chatbot GUI 

platforms include Dialogflow, Botpress, and Microsoft Bot 

Framework.  

 Tkinter is a Python library for creating graphical user 

interfaces. It is built on top of the Tcl/Tk GUI toolkit and 

provides a simple and easy-to-use interface for creating 

windows, buttons, labels, and other widgets. Tkinter is in-

cluded with the standard Python distribution and is widely 

used for creating simple GUI applications. Some of the fea-

tures of Tkinter include support for events and callbacks, 

geometry management, and support for various types of 

widgets.  

 Tkinter library is used to view the gui for providing the 

chatbot experience.  

 Here the user input is processed with necessary tech-

niques, then using the bag of words technique, a document-

term matrix is created. Then it is sent for prediction. Error 

threshold is considered as 0.25. A tag is extracted after 

model prediction which is matched with the tag in the da-

taset and appropriate answer is returned to the user.  

V. EVALUATION AND MODEL RESULTS 

 The approach involves testing the dataset using deep 

learning algorithm using few dense layers and dropout to 

prevent over fitting. The algorithm has provided with accu-

racy around 91%. The model analyses user‟s query accu-

rately  and provides the user with appropriate answer. 

Example 1 – 

 

 

Fig. 9. Accuracy graph between models containing different layers 

 

 

Fig. 10. Chatbot example1 

Example 2 

 

Fig. 11.Chatbot example2 

VI. DISCUSSION AND CONCLUSION 

 The study was done within a very short span. All the 

possibilities are not considered in this study and a lot of im-

provement is possible. There are several features or algo-

rithms that can be implemented for improving the overall 

performance of the model. By using NLP techniques such as 

unigrams, bigrams, and trigrams, healthcare chatbots can 

understand and respond to user's inquiries more accurate 

and appropriately. 
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 There is a definite scope of development in this area, 

we can enhance the current model and work towards slowly 

eliminating the limitations such as : 

•  Currently negative scenarios are not handled. For any 

irrelevant query, random answer from the dataset is 

provided. It doesn‟t prompt the user to enter a relevant 

query. 

•  There are no greetings. The algorithm presented cur-

rently only works as a simple question answer 

healthcare chatbot. 

 Future work can involve improving the model by mak-

ing use of optimizers, different algorithms, multilingual 

ability. Using different dataset system will be able to predict 

diseases based on the symptoms provided by the user. We 

can also incorporate voice to text and text to voice function-

ality to make it user friendly. 
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