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 Abstract—Bankruptcy of a company usually is a huge 

issue for companies. The bad influence of bankruptcy could 

lead to loss for components of the business such as the owners, 

the investors, the employees, and the consumers. Bankruptcy 

prediction is the practice of forecasting the financial distress 

and potential bankruptcy of a public firm. This area of 

research involves analyzing various financial ratios and other 

data to identify indicators of financial risk. We can prevent 

bankruptcy by predicting the likelihood of acompany getting 

bankrupt based on a company’s financial ratios and data. With 

the advent of new data-intensive techniques, suchas machine 

learning, researchers have developed increasinglysophisticated 

methods for predicting bankruptcy. However, it is important 

to exercise caution when interpreting the results of such 

models, as they can suffer from biases and other 

limitations.Despite these challenges, bankruptcy prediction 

remains a critical area of study for investors and creditors 

seeking to assess the financial health of a company The issue of 

this whole processis managing the imbalance in class caused by 

the rare event of bankruptcy in the real economy. 

Advancements in Artificial Intelligence (AI) have helped these 

companies by applying those models to predict bankruptcy. 

This bankruptcy problem wassolved in this work by 

comparing various Machine Learning methods such as SVM, 

KNN, Ensemble Learning, Decision Tree classification was 

applied which achieved 60%, 84%, 93%, 94% accuracy. 

 Index Terms—Finance, Bankruptcy, XGboost, KNN, 

Decision Tree, Classification, Ensemble Learning, SVM 

I. INTRODUCTION 

 For any company, insolvency is an undesirable 

phenomenon. It heavily affects the company owner and 

other responsible stakeholders. Companies getting bankrupt 

is increasing day by day. Therefore, bankruptcy prediction is 

of such high value and has been researched extensively over 

the past decades. There are a number of causes for business 

financial issues, and it’s a difficult one to define, but some 

factors can be revealed that could signal impending 

bankruptcy. Determining your pre-bankruptcy status is 

critical to timely averting a difficult situation. Nowadays, 

highly advanced prediction- based computing techniques 

have been widely used by researchers to solve error 

prediction problems and are also discussed withsystematic 

literature review technique. In this study, we will focus on 

holistic methods to get the best possible results. 

 Bankruptcy is a legal process in which judges and court 

administrators investigate the assets and debts of 

individuals, partnerships, and corporations who believe they 

have too many debts to pay. The court decides to settle the 

debt. ”Discharge” means that the person in debt is not 

legally obligated to pay. A court can also dismiss a lawsuit 

if it determines that the individual or entity has sufficient 

assets to pay the bills. Bankruptcy laws were written to give 

people a chance to start over when their finances collapsed. 

 Forecasting bankruptcy and assessing financial distress 

of public companies is an important area of research in 

finance and accounting. Creditors and investors are 

interested in predicting the likelihood of a firm going 

bankrupt, which has led to extensive research in this field. 

The abundance of data available for both bankrupt and non-

bankrupt public firms, including various accounting ratios 

and other explanatory variables, has further spurred the 

development of sophisticatedforecasting techniques that rely 

on large datasets. The evolution of bankruptcy prediction 

involves the use of various statistical tools that have become 

increasingly available over time and requires a growing 

understanding of the limitations. Despite these 

advancements, some published research still fails to address 

long-known pitfalls in the field. The accuracy of bankruptcy 

prediction has improved with the development of more 

advanced machine learning models. This paper introduces 

recently developed methods for predicting bankruptcy using 

real-world data. 

II. LITERATURE SURVEY 

 Research done by [1] did model development for 

companies getting bankrupt for the given firms using ML 

algorithms. They have used 21 variables which are used to 

select the variables for model. The 1st technique used is 

based on conditional likelihood and the 2nd technique about 

conditional correlation between variables. Totally 3 models 

were used for predicting a company’s bankruptcy and is 

created using NB model and all three are evaluated. First 

NB model showed90 % and the second showed 93 % and 

logistic regression gave an accuracy of 90 %. Finally, it was 

concluded that it is possible to predict financial bankruptcy-

based prediction using Bayesian models. 

 In [2] applied the algorithm called as Partial Least 

Squares Regression which in general helps us in 

implementing a huge number of financial ratios in the given 

algorithm. Apart from that, it also solves the issue based on 

correlation, and also takes into account the missing data. 

They also showed demo about how the application of the 

Partial Least Squares approach to the companies 

usuallyprovides improved results. The application of this 

technique consists of two classes which are of healthy and 

the failing companies, allows the members to possibly gain 

high significant results and also to propose a model which is 

better than a model obtained by a parametric approach. This 

research helps the bankers and the investors by providing a 

detailed explanation about the indicators which indicate 

bankruptcy. It allows companies to do diagnostics of their 

models to predict bankruptcy prediction.  Logit 

models which were implemented by [3], resulted in a 

stepwise selection process, which correctly predicted 84% 

and 91% of bankruptcies 1 and 2 respectively. The Implied 
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estimation models that a hotel business is more likely to get 

bankrupt if it has more operating cash flow and increased 

total liabilities when compared to none. Models suggest that 

a conservative sales strategy coupled with a tighter 

operating cost control and some less debt financing can help 

improve a company’s ability to meet its financial obligations 

and thus reducing the risk of bankruptcy. 

 A study conducted by [4] evaluated the financial data of 

more than 400 companies – 52 of which went bankrupt and 

348 were “healthy”. The results show the set of factors in- 

volved for financial bankruptcy prediction and neural 

network relevance. They applied a total of 17 factors that 

characterize liquidity, profitability, sustainability, efficiency, 

and innovation. The total predictive power of the model 

created in our study is close to 98%, which is extremely 

superior an efficient when compared to other models 

 [5] applied multiple data analyzing tools to bankruptcy 

data, with the sole aim of comparing the accuracy of model. 

For these data, decision trees were more accurate than 

support vector machines and deep neural networks. 

 In a survey done by [6] analyzed the design and 

application of many ML models for different process 

involving default events: (a) Estimate the probability of 

survival over a period of time period (b)Predicting default 

bankruptcy using the time series based on accounting data 

of varying length. Finally, they seriously talk about the most 

interesting metrics and also suggested it for future studies. 

 A exploration by [7] evaluated the motivations and 

trends of business failure in Lithuania in the period 2006-

2010. The probability of bankruptcy was assessed in five 

companies that are currently active and two that have gone 

bankrupt using Springate, Zavgren, the Altman and Chesser 

models. After testing the usability and the applications of 

bankruptcy financial prediction model in 7 companies, the 

results show that the linear discriminant model most 

accurately reflects the financial position of the company. 

 Statistical methods were used to select the most 

appropriate indicators by [8] and after filtering the data, the 

indicators were more convincing. Second, unlike former 

study methods, they use the same set of samples to do the 

experiment. Finally, the result can prove the worthiness of 

the machine learning method, with an accuracy score of 

95.9%. 

 Analysis conducted by [9] solved the issue of 

unbalanced data with subsampling and (SMOTE). Machine 

learning techniques involving random forests resulted in 

99% accuracy, while Decision Trees, Logistic Model Trees 

(LMTs), Support Vector Machines (SVMs), and random 

forests (RFs) resulted accuracy 92%, 92.3%, 93.8% 

and99%, respectively. 

 Support vector machine (SVM) to improve bankruptcy 

prediction problem with the aim of proposing a brand new 

algorithm was done by [10] with way better explaining 

capacity and increased stability. They used 5-fold cross- 

validation to find the efficient value of the SVM kernel 

function parameters.Apart from that, to predict the accuracy 

of SVM, they compare SVM performance with the 

performance of logistic regression analysis, multiple 

discriminant analysis (MDA), and 3-way back-propagation 

neural network. fully connected layer (BPN). Test results 

show that SVM is superior to other methods. 

 Research [11] which proposed a method by applying 

XG- Boost to handle class imbalance in datasets. In this 

work, Randomized Search CV optimization helped find the 

parameters. To increase model efficiency, XGBoost applies 

data sampling techniques. The experiment was based on two 

real credit card records. The study showed that the 

combination of data sampling doesn’t have much effect on 

efficiency of XGBoost. The proposed approach finally 

ended up with very high accuracy 

 S.S. Panigrahi et al made an effort to use discrete input 

variables on top of which decision tree was applied. 

Decision trees for NSE and BSE are generated. It is 

constructed differently and its set side by side with a 

decision tree that is directly generated over the same period. 

Empirical studies prove high effectiveness of the given 

model by outperforming other decision trees [12] 

 [13] used data from company based in Ghana. 

Regression analysis was fitted to data from 648 clients. 

They proposed that microfinance institutions bear the risk of 

default. A model was implemented for determining the 

effect of problem, as it is relatively effective. It was 

recommended that training is re- quired to improve their 

skills. Regulators should also consider enacting legislation 

to make sure that this is guaranteed. 

 Research focused on cancer classification by [14]. The 

distribution shows that the dataset is high Unbalanced and 

biased decision tree-like learning algorithms. A benign 

observation, leading to poor prediction performance 

malicious observation. Adaptive boosting is used here in 

this study. The performance of the models is analyzed, and 

they came to know that Adaboost algorithm performed 

better than decision trees with accuracy of 95.1% over 

decision tree which had 89In their study, [15] proposed a 

novel similarity-based approach totext classification, 

utilizing a KNN model-based classifier that combines both 

KNN and Rocchio techniques. The researchers developed a 

classification prototype using the KNN model and 

conducted experiments on two well-known document 

corpora, the ModApte version of the Reuters 21578 

collection and 20 newsgroups dataset. The results of their 

experiments indicated that the KNN model-based classifier 

performed favorably compared to traditional KNN and 

Rocchio classifiers. The researchers concluded that their 

proposed approach could be a viable alternative to KNN and 

Rocchio in various domains. 

III. PROPOSED METHODOLOGY  

 Classification algorithm is used to predict the target 

class asthe target class which are categorical in nature. We 

are going touse SVM, KNN, XGBoost and Decision Tree 

Classifier. Let see in detail about the following algorithms 

and the results they produce 

A. Logistic Regression 

 Logistic Regression is a machine learning technique 

frequently used to predict binary outcomes, such as ”Yes” or 
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”No,” by analyzing the relationship between one or more 

independent variables and a dependent variable in a dataset. 

B. SVM 

 Support Vector Machines (SVM) are popular 

supervised learning algorithms used for classification and 

regression problems. SVM creates optimal decision 

boundaries, or hyper- planes, to divide n-dimensional space 

into classes so that new data points can be categorized 

correctly. The SVM algorithm chooses support vectors, or 

extreme cases, to help create hyperplanes. SVM achieves an 

accuracy of 60%. 

C. XGBoost classifier 

 XGBoost is an advanced gradient boosting library 

known for its efficiency, flexibility, and portability. It uses 

machine learning algorithms as part of gradient 

enhancement and offers Parallel Tree Boost, which solves 

many statistical problems quickly and accurately. The code 

runs on major distributed environments like Hadoop, SGE, 

MPI, and can solve problems beyond billions of examples. 

XGBoost achieves an accuracy of 92%. 

D. KNN 

 K-Nearest Neighbor (KNN) is a simple machine 

learning algorithm based on supervised learning techniques. 

KNN calculates the space between a point and all points in 

the data, chooses the K number of specific examples closest 

to the point, and votes for the most common label (in 

classification) or averages the labels (in regression). KNN 

achieves an accuracy of 84%. 

E. Decision Tree classifier: 

 The Decision Tree classifier is a popular model that 

creates a tree called a decision tree. Each node in the 

decision tree tests a column, and each branch corresponds to 

one of the possible values for that variable. The Decision 

Tree classifier achieves an accuracy of 94%. 

IV. SYSTEM ARCHITECTURE 

 The dataset used here in this work is based on company 

bankruptcy which has 6820 rows and 95 columns. It was 

acquired from the Taiwan journal. The output class in this 

dataset has information about whether the company is 

bankrupt or not. Basic EDA techniques were applied to 

explore the data. Feature selection was initially done using 

Random Forest method which helped select the right 

features for the model. The data of the target class was 

initially evaluated to check the class imbalance and as 

expected a huge amount of class imbalance was found with 

the data where a company is bankrupt being the minority 

class. Imbalanced data are values in which the observed 

frequencies are very different across the different possible 

values of a categorical variable. It’s like there are many 

rows of some type and very few of another type. Correlation 

methods were also used to find out how various variables 

are correlated with each other. Figure 1 depicts the overall 

system architecture for evaluating the performance 

comparison of various ML models 

 The data is next being readied for model where we can 

apply the algorithm. The data imbalance of target class was 

  Financially stable: 96.52 % of the dataset  

  Financially unstable: 3.48 % of the dataset 

 As our data’s target class has a huge imbalance of data, 

we will use SMOTE sampling method to generate synthetic 

samples from the minority class. 

 SMOTE is an oversampling technique that produces 

synthetic samples of minority classes. SMOTE algorithm 

will help solving the problem of overfitting due to 

oversampling. We focus on the features and create new 

instances using interpolation between consecutive positive 

instances. 

 Then model was split into train and test and then 

predicted using various classification algorithms. The results 

were evaluated, and the best model was used for bankruptcy 

prediction 

V. EXPERIMENTAL EVALUATION 

 The performance of various Machine learning models 

are examined using the following metrics. 

 a) ACCURACY: Accuracy is the one of the predefined 

models which is used to find the balanced and unbalanced 

data in the models and how its performing in the given 

predicted models. A common way to calculate accuracy in 

machine learning is by dividing the total number of correct 

predictions by the total number of predictions made. 

 Accuracy = True positive + True Negative / True 

positive+ False positive + True Negative + False 

Negative 

 

 

 

Fig. 1. Depicts the architecture of this work 

 b) PRECISION: It is calculated as the ratio of true 

Positives to all the positives predicted by the model. A 

higher precision indicates a lower number of false positives 

predicted by the model. In this data we have used precision 

for finding the perfectness of the model to know the true 

positive value, negative value. By the precision equation we 

can find the denominator for true positive of values. 
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 Precision = True Positive / True Positive + False 

Positive 

 c) RECALL: Recall, also known as Sensitivity, is 

another metric used to evaluate the performance of a 

machine learning model. It is calculated as the ratio of True 

Positives to all the positives in the dataset. A lower recall 

value indicates that the model is predicting more false 

negatives. 

 Recall = True Positive / True Positive + False Negative 

(d) F1 SCORE 

 F1 score is a metric used to evaluate the overall 

performance of a machine learning model. It is calculated as 

the harmonic mean of precision and recall, taking into 

account the contribution of both metrics. 

 F1 Score = 2 *Precision*Recall / Precision+Recall 

 The models have been applied and the following results 

have been achieved 

TABLE I: ACCURACY COMPARISON FOR VARIOUS ML MODELS 

S.No Model Accuracy 

1 SVM 60% 

2 KNN 84% 

3 XGBoost 92% 

4 Decision Tree Classifier 94% 

 

 Table I shows accuracy of various ML models.We can 

see that Decision tree has more accuracy compared to other 

algorithms 

TABLE II: PRECISION COMPARISON FOR VARIOUS ML MODELS 

S.No Model Accuracy 

1 SVM 64% 

2 KNN 85% 

3 XGBoost 93% 

4 Decision Tree Classifier 94% 

 

 Table II shows precision of various ML models.We can 

see that Decision tree has more precision compared to other 

algorithms. 

TABLE III: RECALL VALUE FOR VARIOUS ML MODELS 

S.No Model Accuracy 

1 SVM 61% 

2 KNN 85% 

3 XGBoost 92% 

4 Decision Tree Classifier 94% 

 

 Table III shows recall of various ML models 

TABLE IV: F1-Score for Various ML Models 

S.No Model Accuracy 

1 SVM 59% 

2 KNN 85% 

3 XGBoost 92% 

4 Decision Tree Classifier 94% 
 

 Table IV shows F1-score of various ML models. F1 

score is the highest for decsion tree as per the above table 

 

Fig. 2. Accuracy of various ML algorithms 

 

 

Fig. 3. Precision of various ML algorithms 

 

Fig. 4. Recall of various ML algorithms 

 

Fig. 4. Recall of various ML algorithms 

Fig 2, Fig 3, Fig 4, Fig 5 shows the performance metrics of 

various ML algorithms 

CONCLUSION 

 This study fully focused on applying and implementing 

the methods and techniques which actually help companies 

avoid getting bankrupt by analyzing their financials and 

thereby using a Machine Learning approach. Based on the 

results of the research study, the findings suggest that these 

models can offer improved accuracy and effectiveness 
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compared to traditional statistical methods. The study 

demonstrated the potential of sampling techniques such as 

SMOTE and also applied advanced models such as SVM, 

logistic regression, decision tree, and XGBoost which 

helped predicting bankruptcy ofpublic firms. These findings 

have implications for investors and creditors seeking to 

evaluate the financial health of a company and make 

informed decisions based on accurate risk assessments. The 

results of this study also highlight the importance of 

exploring a variety of models and techniques to develop 

robust and accurate predictions, as well as the need to 

continue refining and improving these models through 

further research and experimentation. Overall, the use of 

machine learning models for bankruptcy prediction holds 

promise as a valuable tool for improving financial risk 

assessment in the future. In conclusion, our study highlights 

the potential of machine learning models to predict 

bankruptcy, using a dataset of financial ratios from public 

companies. By using a range of algorithms, we were able to 

demonstrate the effectiveness of these models in identifying 

potential financial distress and predicting bankruptcy. We 

believe that future research could build on this work by 

applying more advanced algorithms, testing additional 

financial ratios, and exploring other potential features of 

interest. The proposed methods were successful in 

predicting a company’s bankruptcy thereby saving company 

from getting bankrupt. 
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