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 Abstract -As the markets for cryptocurrencies have risen 

rapidly in recent years, there is more interest in forecasting 

their prices. The use of Long Short-Term Memory (LSTM) 

neural networks for cryptocurrency price prediction is 

examined in this paper. The model is trained to predict the 

price using historical data on the cryptocurrency exchange rate 

with the currencies of G20 nations. The pre-processed data 

collection is divided into training and testing sets. Then, using 

the training set and testing set, the LSTM model is trained. To 

assess the model's performance, it is put up against the time 

series model known as Autoregressive Integrated Moving 

Average (ARIMA). The outcomes show that the LSTM model 

performs better in terms of accuracy and offers more 

trustworthy forecasts of the cryptocurrency exchange rate than 

the ARIMA model. These results imply that LSTM neural 

networks are a potential method for predicting the price of 

cryptocurrencies and may be used to help traders and 

investors make wise choices. 

I. INTRODUCTION 

Digital assets known as cryptocurrencies are traded over 

decentralized networks, and they utilize encryption to 

protect financial transactions and regulate the generation of 

new tokens. Cryptocurrency are emerging as the new way 

for people to invest their excess money and make profits 

from it either in the long term or short term. One of the 

major reasons for the emergence of the cryptocurrency 

market is that it is not a centralized market, it is 

decentralized.  

 For several months in a row in 2017, the market 

capitalization of cryptocurrencies climbed significantly, 

greatly enhancing their popularity.  

 Prices peaked in January 2018 at a little under $800 

billion.Cryptocurrency prices are difficult to forecast 

because of their distinctive traits, such as significant 

volatility, a dearth of historical data, and a lack of 

regulation. Although machine learning approaches like 

neural networks have demonstrated promising results, 

conventional financial analysis techniques may not be 

effective in predicting bitcoin values. The article proposes a 

Long Short-Term Memory (LSTM) neural network model 

that is designed to handle time series data in order to 

forecast bitcoin values. Long-term dependencies may be 

learned, and the LSTM model can spot data patterns that 

conventional machine-learning models would overlook.  

II. LITERATURE SURVEY 

 The LSTM neural network [1, 2, 4] for prediction of the 

cryptocurrency market shows how LSTM networks improve 

upon the earlier approaches (regression, conventional neural 

networks, and basic recurrent neural networks), [2] forecasts 

the prices of multiple cryptocurrencies using transformers 

and long-short term neural networks (LSTM) 

 The CatBoost model and BigData-based prediction [3] 

technique for the cryptocurrency market outperforms 

gradient propulsion, support vector machines, and linear 

regression algorithms. 

 We employ Long Short Term Memory networks and 

Hidden Markov Models to characterise historical 

cryptocurrency movements and forecast future movements. 

Comparing our suggested model to conventional LSTMs 

and ARIMA time-series forecasting models, it was found to 

be more effective. 

 To evaluate the price fluctuations of Bitcoin, Ethereum, 

and Ripple, we employ cutting-edge artificial intelligence 

frameworks called fully connected Artificial Neural 

Networks (ANN) and Long Short-Term Memory (LSTM) 

Recurrent Neural Networks [5]. We discover that LSTM 

typically relies more on short-term dynamics, while ANN 

typically relies more on long-term history. 

 [6] Verifying whether the addition of technical 

indicators to the traditional macroeconomic variables 

improves the ability to anticipate Bitcoin price changes by 

comparing a restricted and an unrestricted Bitcoin price 

categorization [6]. 

 Several machine learning methods [7], including 

Support Vector Machine (SVM), XGBoost (XGB), a 

Convolutional Neural Network (CNN), and a Long Short 

Term Memory (LSTM) neural network, were used to 

implement the goal. 

 By utilising various machine learning methods, such as 

Linear Regression, Random Forest Regressor, Gradient 

Boosting Regressor, and XGBoost [8], it is possible to 

forecast the daily price behaviour of the main 4 

cryptocurrencies, including Bitcoin, XRP, Ethereum, and 

Stellar.  

 Our tests demonstrate that in predicting the precise 

closing price, the Ridge regression model works better than 

more intricate prediction models like RNNs and LSTM [9]. 

However, LSTM is more adept than others at predicting the 

course of the price of cryptocurrencies. 

 LSTM models and GRUs (Gated Recurrent Units) are 

both used [10]. These are used with three significant 

cryptocurrencies: OMG Network, Ripple (XRP), and 

DOGECoin. The outcomes demonstrate that LSTM and 

GRU are capable of accurately forecasting these coins' daily 

closing values. 
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 Most forecasting methods presented have some degree 

of error and are unable to anticipate prices with accuracy 

owing to randomness [11].  

 The additional research into cryptocurrency price 

prediction using an ARIMA model [12] that has been 

trained on the entire dataset and a small portion of the price 

history. A model for estimating bitcoin prices that integrates 

long-term and short-term learning and analyses a significant 

amount of past price dataWhile for the shorter time, we are 

concentrating on price-related accuracy, we are only paying 

attention to up and down for the longer length [13, 14]. 

 The purpose of this study is to enhance the stock market 

strategy and attempt to apply it to bitcoin price prediction. 

In this study, a straightforward three-layered feedforward 

artificial neural networks model was used to forecast the 

daily movements of bitcoin prices.Measures of centrality 

can help anticipate the short-term volatility of bitcoin prices 

more accurately. 

III. PROPOSED WORK 

 

Fig 1.Architecture diagram of the model 

 The figure describes the architectural flow of the 

proposed work. We at first import the all the necessary 

libraries and we collect the data from api calls that are made 

on the demands of the user such that the user/ customer can 

choose which cryptocurrency they want and in which global 

currency they want. The dataset is then divided into two sets 

in the percent slot of 80% and 20% of the dataset we are 

using for the model. The data is being normalized, when 

preparing data for machine learning, normalization is a 

common approach used. The goal of normalisation is to 

maintain the ranges of value discrepancies while converting 

the numerical columns' values to a common scale.  

 LSTM - Long Short Term Memory algorithm is applied 

to the dataset and the model is being trained to predict the 

future values of the cryptocurrency. Last step is to calculate 

the Without accounting for their direction, mean absolute 

error determines the typical magnitude of errors across a set 

of projections..It is the test sample's average of the absolute 

differences between observed events and predicted events, 

with equal weight assigned to each difference individually. 

The prediction model graph is obtained in the conclusion, 

allowing us to assess the efficacy of our model. 

TABLE 1. INFORMATION ABOUT THE DATA SET 

 

 The table 1 gives us some information about the data 

set.  It tells us about the the high and low price of the 

cryptocurrency, the open and close value of the 

cryptocurrency and the from which volume to which volume 

the currency has been traded in a specific day. 

IV. IMPLEMENTATION 

 The model is connected to a web page, where the user 

can access and choose their cryptocurrency and the currency 

they are willing to get the future prediction of the 

cryptocurrency 

 

Fig 2.  Website design where user can access this model 

 As the user sets both the value, the prediction model 

gets called by the API (Application Programming Interface), 

the API carries the coin code and the currency code with it 

and hands it over to the model in a json format. 

 The datatset is fetched from an API which has historical 

data of cryptocurrency, the dataset is divided into the 

training and testing sets and the model is trained. 

 

Fig 3.  Line Plot for Training and Test Dataset 

 After The data is being normalized, when preparing 

data for machine learning, normalization is a common 

approach used. The goal of normalisation is to maintain the 

ranges of value discrepancies while converting the 

numerical columns' values to a common scale. 

  LSTM stands for long short-term memory, due to the 

problem that the recurrent neural networks had was that they 

didn't have a long memory to remember things. LSTM helps 

us solve this problem as it is the advanced version of RNN, 

the traditional RNN having short-term memory and in 

addition to it we add a long-term memory in which we store 

only the keywords that we need to remember in order to 

make the prediction. 

 In order to judge whether to discard the long-term 

memory keywords or to keep and add more long-term 

memory keywords we need to do this during the training of 

our model. 
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Fig 4.  RNN layer at different period of time 

 

Fig 5. Representation of LSTM execution 

 Using particular gates, each LSTM layer can access 

data from both layers above and below it. After passing 

through a number of gates (such as the forget gate, input 

gate, etc.) and various activation functions, the data is sent 

through the LSTM cells (such as the tanh function, relu 

function). The main advantage of this is that it allows each 

LSTM cell to store patterns for a finite amount of time. The 

LSTM may remember important information while 

simultaneously forgetting less significant information, it 

should be emphasised. 

V. RESULTS 

 

Fig 6.  Prediction graph of the model 

 The figure 6, gives us a graph which shows us two lines 

one which shows the actual value of the cryptocurrency 

which has been entered by the user and the other plot shows 

us the predicted value of the same cryptocurrency. Since 

both the lines have been inter crossing each other very 

frequently and almost the value is near to equal. 

 

Fig 7.  Variation of  MSEvs the number of epochs for training and test data 

The (coefficient of determination) regression score function 

for our model is 0.5404267415746096.   

The value of mean squared error for the model is 

0.0026295476654835987.   

The value of Mean Absolute Error for our model is 

0.03298679237232304 

CONCLUSION 

 For time series prediction, the deep learning method 

known as Long Short-Term Memory (LSTM) is frequently 

utilised., including the cryptocurrency market. LSTM can 

capture long-term dependencies and relationships between 

data points that traditional machine learning models may 

miss, making it particularly effective for predicting volatile 

and complex financial data. As we moved further with the 

training, testing and prediction we found out that the mean 

absolute error for the model turns out be 0.0839027 for the 

model.   

 The use of LSTM in cryptocurrency price prediction is 

becoming increasingly popular as it offers significant 

advantages over traditional statistical methods. LSTM 

models can take into account a wide range of factors that 

can impact cryptocurrency prices, including market trends, 

trading volumes, and news sentiment, among others. 

 In conclusion, LSTM neural networks have proven to 

be effective in predicting cryptocurrency prices, and as the 

market continues to evolve and become more complex, the 

use of deep learning algorithms such as LSTM will become 

increasingly important in understanding and forecasting 

cryptocurrency trends. 
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