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 Abstract—Social media platforms have become a vital 

platform for individuals to share their thoughts, opinions, and 

experiences, making them an important source of information. 

The emergence of social media has led to a growing interest in 

using social media data for event detection - the process of 

identifying and analyzing significant events or incidents in a 

given area. Social media has already been utilized successfully 

in monitoring and predicting epidemics caused by viruses like 

Zika, Dengue, MERS, and Ebola. More recently, it has been 

used to track and predict the spread of the COVID-19 

pandemic. To evaluate the publicly available crowdsourcing 

data frequently required to stream, aggregate, filter, and 

process original data, information retrieval techniques are 

essential. However, academic literature reveals limited 

understanding of the crowd power that can be leveraged to 

foresee or respond to events. This study focuses on analyzing 

the literature on event detection using social media data, 

exploring the various techniques and methods utilized to 

identify and classify events, as well as the challenges and 

limitations of utilizing social media data for event detection. 

 Keywords—rowdsource, streaming data, big data, disaster 

management, unstructured data, social media, outbreaks 

I. INTRODUCTION 

 Identifying events is an important activity in many 

areas, including crisis management, news analysis, and 

social science research. The growing use of social 

networking sites has made it a vital resource for event 

detection. Social networking sites have become principal 

outlets for individuals to express their viewpoints, 

sentiments, and encounters. This has resulted in an 

increasing interest in utilizing information for event 

identification. The platform is also a common pastime for 

billions of people worldwide, resulting in a massive amount 

of data production. For instance, Facebook (Menlo Park, 

CA) generates four million posts every minute. Minority 

opinions and private information are given a platform that 

are not covered by other sources. According to Bazarova et 

al. (2015), social media can create a feeling of isolation that 

enables individuals, especially young people and when 

discussing intimate topics, to express themselves without 

filters, more so than in conventional meet and talk. 

ShengLu, Mingqing Ma, and Qiangqiang (2022) suggest 

that social media provides an extra, unauthorized source of 

data that can be used to uncover health content that hasn't 

been shared with healthcare professionals or health 

organizations, as well as to express opinions on sensitive 

health-related topics. Middle East Respiratory Syndrome 

(MERS), Ebola, Zika, and Dengue disease monitoring 

efforts may be augmented and improved by using data from 

networking platform interactions, according to research. 

(Househ M 2015, Odlum M, and Yoon S 2015; McGough 

SF et al., 2016; Marques-Toledo CA et al., 2017; Shin SY, 

Seo DW, An J, et al., 2016).  

 Researchers can use data processing techniques to 

automatically collect and analyze social media activity for 

important insights. This research can be applied to disease 

surveillance, targeting vulnerable populations, and 

addressing unsolvable health concerns like adolescent drug 

and alcohol use. Charles-Smith et al. (2015) emphasized the 

effectiveness of these tools in monitoring disasters, disease 

outbreaks, and other events. In this article, we discuss the 

background, approach, and benefits of utilizing social media 

for event monitoring. In this article, we provide an overview 

of the background, methodology, and advantages of 

utilizing social media to monitor various events, including 

disasters, outbreaks, and other incidents. 

II. BACKGROUND 

2.1 Social media essentials 

 Kamruzzaman et al (2019) have suggested that the 

emergence of social networking sites has drastically 

transformed the methods through which individuals 

collaborate with each other and disseminate the details 

globally.  

● These platforms offer exchange of contents in any 

format, allowing users to express themselves in various 

ways.  

● Furthermore, social media platforms encourage cross-

platform communication through social sharing, email, 

and RSS.  

● Users can participate in the platform to varying degrees, 

posting content and leaving comments. The objective of 

social platforms is that it enables the rapid and broad 

distribution of knowledge.  

● Additionally, social media platforms allow for one-to-

one, one-to-many, and many-to-many communication 

and can be used synchronously or asynchronously, 

making communication possible across time. 

●  Social media websites offer a variety of features 

that allow users to interact with each other and the 

platform itself. These includes 

● Social bookmarking, where users can tag and browse 

websites that others have bookmarked 
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● Social news that enables commenting and voting on 

articles 

● Social networking where users can join groups, add 

friends, and comment on profiles 

● Social photo and video sharing where users can 

comment on submitted images and videos, and  

● Wikis such as Wikipedia where users can create or 

modify entries.  

 Beyond these examples, any website that encourages 

user interaction falls under the definition of social media. 

2.2  Social Media in Natural Disasters 

 Disasters occur frequently, which is difficult for 

government agencies and emergency services. Individuals 

and local communities, however, can contribute to the 

crowd's knowledge to forecast disasters and perform 

emergency response actions when they occur. Social media 

makes it possible for the public to participate in disaster 

relief efforts and allows information to be promptly 

transmitted from catastrophe-affected areas to those who 

need it most.  

 

Fig. 1. Detecting a range of events through analysis of crowd sourced data. 

 Crowdsourcing offers a chance to facilitate the flow of 

knowledge, resources, money, and labor to anticipate and 

respond to a crisis in the era of the internet. Natural disasters 

can seriously harm people and property and are frequently 

unanticipated. Technology and societal advancements help 

us respond to disasters more effectively (Tuladhar et al., 

2015). The response is faster and more accurate when a 

modern, powerful, and complicated decision-making system 

is used.  Disasters are happening more frequently, which is 

making it difficult for government agencies and emergency 

organizations to respond. Relief efforts may be delayed as a 

result of unpredictable events, frightened reactions, and 

incomplete information about affected areas (Kankanamge 

et al. 2019). 

 To ensure the successful resolution of a crisis, it is 

important to first determine the effectiveness of today's 

disaster relief and rescue services. It's important to spread 

awareness and understanding about various systems, such as 

those related to geography, search and rescue procedures, 

and adapting to extreme circumstances. Sharing knowledge 

about these systems can play a crucial role in disaster 

preparedness. Studies in information systems have 

demonstrated that advancements in technology, particularly 

the use of internet-based platforms that encourage public 

participation, can help individuals and communities become 

more resilient in the face of disasters (Nan and Lu 2014). 

 One approach to improving disaster response systems is 

to use crowdsourcing to understand the connection between 

environmental disasters and human actions. By leveraging 

crowdsourcing, we can gather more data, scale potential 

solutions, and respond more rapidly to emergencies. Despite 

the recognition by scholars from various fields on the 

significance of mass media, community participation, and 

civic activism in disaster scenarios, these phenomena are not 

often considered as forms of crowdsourcing (Elbanna et al. 

2019, Guo et al. 2021). 

 Poblet et al (2014) identified two technological 

approaches for managing disasters in literature: (i) sourcing 

and (ii) collaboration. The sourcing approach focuses on 

gathering and analyzing text from social networking sites to 

produce the timely alerts. Conversely, the collaboration 

approach aims to improve human and disaster management 

technology interaction to enhance overall communication. 

 Applying crowdsourcing to disaster management makes 

it easier to tap into collective wisdom and mobilize social 

forces to overcome a variety of challenges, including 

delayed situational awareness, a shortage of personnel to 

process and analyze data, and a lack of personnel to conduct 

rescue operations. Crowdsourcing can help make disaster 

aid more effective and affordable in this way (Callaghan 

2016).  

 Crowdsourcing involves people from all around the 

world in disaster management and emergency response to 

natural disasters. Researchers have examined several types 

of natural disasters, which include floods (Schumann et al., 

2010; Zeman, 2006; Kuhlicke et al., 2015; EMS, 2018; 

Trambauer et al., 2016), earthquakes (DE A, 2014; Wang J, 

2019; TL and J, 2017), and wildfires (Thom, 2016; Quapp et 

al., 2017). 

2.3 Social media in outbreak detection 

 Before the era of vaccinations, infectious diseases 

typically followed seasonal patterns and progressed through 

various phases. It is critical to identify a seasonal outbreak 

promptly to respond more efficiently and effectively to 

medical professionals. Failure to do so can lead to fatal 

diseases like influenza or influenza-like illnesses (ILI) in a 

region where an epidemic has broken out epidemiologically 

(Alessa and M. Faezipour, (2018),   E. Lau and P. Wark, 

(2019)). 

 To lower the risk of illnesses and stop epidemics, early 

discovery is crucial, but current outbreak detection methods 

have a lengthy delay between diagnosis and public action 

(Tao et al, 2020). Additionally, presumptive techniques such 

as QMRA might not be effective in rapidly identifying 
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outbreaks as they rely on structured data from pre-planned 

field trials (Tao et al, 2020).  

 Online social media (OSM) can be utilized to detect and 

contain epidemic outbreaks in health surveillance systems 

(S. Amin, 2021), forecast public illness outbreaks, and 

spread accurate information (C. Feng et al, 2020, K. Yu, 

2021). Rapid disease diagnosis can lessen the impact of 

seasonal epidemics on population safety (Maharana, A. et 

al, 2019). Combining machine learning techniques with 

crowdsourcing provides novel ways to conduct risk 

assessment and communication for food safety. Social 

platform monitoring is also an effective tool to disseminate 

information for disease monitoring and engage with the 

public to prevent epidemic breakouts (X. Zhang, et al, 

2021). 

2.4 Understanding Events in Social Media 

 According to Zhao, Qiankun, and PrasenjitMitra 

(2007), an event refers to a collection of social player 

relations on a specific topic within a certain timeframe.  

According to Hearst and Marti (2009), incidents in social 

media analysis can be characterized as observable 

occurrences that involve multiple entities. The process of 

monitoring the incidents utilizes cognitive processes to 

accurately detect incidents by analyzing data. Events are 

noteworthy occurrences at specific times and locations that 

can be regarded as a single chapter of a larger narrative 

(Sayyadi, Hassan, Matthew Hurst, and Alexey Maykov, 

2009; Panagiotou N et al, 2016). In social media analysis, 

it's necessary to examine the cumulative trend changes in 

the data stream to comprehend events. According to 

KarthikSubbianet all (2012), streaming data analysis 

involves recognizing significant incidents as they happen. 

The analysis of social networking sites data can be 

beneficial for detecting various incidents, whether they are 

limited to a particular location or widespread, such as traffic 

congestion on a street or floods in Florida, as explained by 

McCreadie et al  (2013). 

 The platform has been used for multiple purposes,such 

as identifying activism, supporting emergency responders, 

tracking disease spread, analyzing user functions and 

behaviors, measuring media coverage, providing tourist 

information, detecting traffic, exposing people to diverse 

viewpoints, and facilitating political participation. It has also 

been used to study migration patterns, food preferences, and 

happiness levels in real-time. Some people still significantly 

rely on networking platforms for governmental updates and 

data, despite the fact that the majority of its content has 

nothing to do with news or public problems (Gil de Ziga et 

al., 2012). For these research aims, studies have used several 

billions of tweets or messages (Xu et al., 2014; Avvenuti et 

al., 2016, 2018; Lampos and Cristianini, 2012; Martinez 

Teutle, 2010; Cresci et al., 2020; Mazza et al., 2019; Prieto 

Curiel et al., 2019; Silvestri et al., 2015; D'Andrea et al., 

2015; Himelboim et al., 2013; Ausserhofer and Maire, 2013; 

Coletto, 2017; Amato, 2017; Dodds et al., 2011). 

2.5 The challenges of crowdsourcing in crisis / limitations 

of social media 

 Crowdsourcing in crisis situations refers to the process 

of collecting and utilizing information from a large group of 

individuals, often via social media platforms, to aid in crisis 

management and response efforts. However, there are 

several challenges and limitations associated with 

crowdsourcing in crisis situations. 

 Due to the use of terms with numerous meanings in 

social platform streams, ambiguity is a significant issue with 

human feeds or text (Carbezudo MAS and Pardo TAS, 

2017, Gutierrez-Vazquez et al 2016)  Although humans can 

use context and common sense to disambiguate text, 

computer programs struggle to do so (Alkhatlan A, Kalita J 

and Alhaddad A, 2018). Moreover, the presence of informal 

language, shortened words, and initialisms in social 

networking sites makes it even more challenging to 

understand their meaning..Unfortunately, most of the 

techniques used to predict or identify the  current events are 

not equipped to handle this issue. Making it difficult to 

accurately analyze social platform content.(Katragadda S, 

Benton R and Raghavan V 2017). 

 Social networking sites data gathering and monitoring 

present many opportunities for multiple entities. However, 

there are several challenges associated with this field,  

1. Data cleansing - One of the key challenges in this field 

is the need to effectively preprocess the textual data, 

particularly the high volume of on the fly data, in order 

to ensure its quality and reliability. 

2. Scraping - There is limited academic access of content 

from the platforms, However, news services such as 

Thomson Reuters and Bloomberg charge a fee for 

access to their data, while Twitter recently introduced 

the Twitter Data Grants program, which provides 

academics with access to Twitter's historical data and 

public tweets to enable them to obtain fresh insights 

from its vast data collection (Twitter has over 500 

million tweets each day). 

3. Verification and reliability: One of the main challenges 

of crowdsourcing in crisis situations is verifying the 

accuracy and reliability of the information that is 

collected. Social media platforms can be a source of 

misinformation and rumors, which can lead to 

confusion and impede crisis response efforts. 

4. Privacy concerns: Crowdsourcing in crisis situations 

can raise privacy concerns, as personal information can 

be shared and used without consent. 

5. Data overload: Social media platforms can generate a 

large volume of data, which can make it difficult for 

organizations to effectively process and utilize the 

information  (Agarwal, Liu, Tang, & Yu, 2008). 

6. Bias: Crowdsourcing can also be affected by bias, as 

certain groups of people might be more likely to share 

information than others, leading to a lack of 

representation and a narrow perspective of the crisis. 

7. Limited data quality: Social media data, although 

useful, can be unstructured, incomplete and unreliable. 

This can make it difficult to extract useful information 

and make accurate predictions. 
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8. Lack of context: Social media data can lack context and 

background information, making it difficult to 

understand the information and to make sense of the 

events. 

9. Streaming data - The real-time handling of crises can be 

challenging due to the vast amount and speed of social 

media data. Identifying and categorizing events in real-

time can be difficult, which can hinder efforts to 

respond to crises. 

10. Relevance in Context - Social media information is 

contextual and varies from user to user. For example, 

some Twitter users may appreciate updates on daily 

activities while others find it bothersome. 

11. Use of Slang Terms and Intentional Spelling Errors - 

Informal language is prevalent on social media, with 

people using colloquialisms and intentionally 

misspelling words for emphasis, such as "so 

cooooool..." This form of language conveys sentiments, 

phrases, and feelings and adds a new dimension to 

written texts. These aspects of communication should 

not be disregarded as mere typos, as they can provide 

valuable information. Online dictionaries like 

UrbanDictionary can be used to decode the meaning of 

slang, acronyms, and other informal language used by 

people. However, the abundance of off-topic 

discussions and noise can distort the analysis. 

12. Recency of data -  Platforms allow for fast 

conversations and responses, and people's interests tend 

to be diverse and changeable over time, as observed in 

the blogosphere (Hayes &Avesani, 2007). This results 

in a shift in both people's interests and the social media 

environment. Additionally, the freshness of the 

information on social media is constantly evolving. 

 In conclusion, crowdsourcing in crisis situations can 

provide valuable information for crisis management and 

response efforts. However, there are several challenges and 

limitations associated with crowdsourcing in crisis 

situations, such as verification and reliability, privacy 

concerns, data overload, bias, limited data quality, lack of 

context, and inability to handle crisis in real-time. Thus, 

organizations should be aware of these challenges and 

limitations and develop strategies to address them. 

III. METHODS AND TECHNIQUES 

 Two different approaches used to identify incidents 

from social networking sites data. 

 The first one is, based on the rules. This approach relies 

on predefined patterns, policies and guidelines, such as 

keyword-based and location-based techniques. Keyword-

based methods use specific keywords or hashtags to detect 

events, while location-based methods rely on geographic 

information to identify events in a certain area.  

 On the other hand, machine learning-based methods 

involve the use of algorithms to learn patterns and classify 

events. These methods can be supervised or unsupervised, 

where supervised methods use labeled data to train a model, 

while unsupervised methods use unlabeled data to detect 

patterns. 

IV. BIG DATA FRAMEWORK FOR SOCIAL MEDIA ANALYTICS 

4.1 Big Data 

 A big data framework is a collection of technologies 

and tools used to handle, examine, and visualize the 

terabytes of data. To facilitate social media analytics, such a 

framework can be employed to acquire, retain, process, and 

analyze voluminous data generated by platforms like 

Twitter, Facebook, and Instagram. 

 A data management system typically consists of several 

essential components, including data collection, storage, 

processing, analysis, visualization, and governance.  

1. The data collection component involves acquiring data 

from different sources, such as social media platforms, 

APIs, and web scraping, in various formats, such as 

text, images, and videos.  

2. The data storage component includes preserving the 

collected data using various storage technologies, like 

Hadoop Distributed File System (HDFS), NoSQL 

databases, and cloud storage.  

3. The data processing component involves cleaning and 

processing the collected data using various 

technologies, such as Apache Spark and Apache Storm, 

capable of handling large data volumes in real-time.  

4. The data analysis component includes analyzing the 

processed data with the help of big data technologies, 

which provide machine learning and data mining 

functionality.  

5. The data visualization component involves presenting 

the analyzed data through various technologie to create 

interactive visualizations.  

6. Lastly, the data governance, security, and compliance 

component involves ensuring compliance with legal 

and regulatory requirements and ensuring data security. 

 The big data framework for social media analytics 

should also include an orchestration and scheduling layer to 

schedule and monitor the data pipeline, such as Apache 

Airflow, Oozie, or Apache NiFi. 

 Newman et al. (2016) explains that the term "Big Data" 

implies a vast amount of data, denoting its magnitude or 

quantity. However, contemporary literature highlights a set 

of characteristics that distinguish big data and underscore 

their value. These characteristics, known as the three Vs of 

big data - volume, variety, and veracity - are widely 

accepted among scholars. The concept of the three Vs was 

first introduced by Laney and has been elaborated upon by 

subsequent authors (Uddin et al., 2014). Volume refers to 

the size of the data generated, which can range from 

terabytes to exabytes and even beyond. Big data is 

continuously produced from various sources such as social 

media, cloud-based services (such as Amazon), business-

related data, and Internet of Things (IoT)-related data (Khan 

et al., 2014; Storey and Song, 2017). Radicati and Hoang 

(2011) predicted that the global number of email accounts 

generated would increase to over 4.3 billion by late 2016, up 

from 3.3 billion in 2012. According to a survey conducted 

by IBM in mid-2012, data amounts exceeding one terabyte 
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are considered to be big data (Schroeck et al., 2012). 

However, this threshold is relative, as the quantification of 

data volume depends on other factors, such as time and data 

type. With advances in storage capabilities, larger datasets 

can be managed over time. According to Chen and Zhang 

(2014), the concept of Big Data is not only about the volume 

of data, but also encompasses various dimensions, starting 

with the letter V and ending with the "Vs" of Big Data. It is 

evident that a terabyte of textual data is not always 

equivalent to a terabyte of video data, highlighting the 

importance of the data-type component. The data sources 

and types are diverse, and different formats are used to 

describe data coming from various sources. For instance, 

structured data can be distinguished from frequently 

administered Structured Query Language (SQL), which is a 

programming language designed for maintaining and 

accessing data within Relational Database Management 

Systems (RDBMS) (Hashem et al. 2015). Structured data is 

simple to enter, search for, and save, while unstructured 

data, such as multimedia (videos, photos, and audios), which 

has a fixed format, is the primary format that defines Big 

Data (Gandomi and Haider 2015). Managing unstructured 

data poses a significant challenge for data scientists. Semi-

structured data, such as Extensible Markup Language 

(XML) and JavaScript Object Notation (JSON) data, are 

also generated. The incoming and outgoing data are 

characterized by their velocity, which is assessed in terms of 

batch size, near real time, and real-time to achieve streaming 

(Chen and Zhang 2014). 

 Yaqoob and colleagues (2016) argue that the 

proliferation of internet-connected mobile devices and 

sensor-equipped devices has a significant impact on data 

velocity. Fan and Bifet (2013) suggest that delivering timely 

responses and updates is critical for evaluating an 

application's effectiveness. In addition, interpreting and 

organizing streaming data is a challenge that requires 

relevant technologies and techniques (Orgaz et al., 2016). 

Big Data is characterized by additional features, such as 

veracity, which refers to the reliability and messiness of 

data, according to IBM and Microsoft (Gandomi and 

Haider, 2015). Storey and Song (2017) maintain that 

veracity poses problems with data quality, such as accuracy, 

completeness, timeliness, consistency, and accessibility. 

Value, the fourth V of Big Data, was introduced by 

McKinsey and Oracle to highlight the value of hidden 

insights in Big Data (Chen and Zhang, 2014). Wang et al. 

(2017) expand on this concept by proposing five V 

dimensions for Big Data that consider both value and 

veracity. Uddin et al. (2014), on the other hand, identify 

seven Vs of Big Data, taking into account both the validity 

and volatility dimensions. They define volatility as the 

retention policy for structured data typically used in 

organizations, while validity refers to data accuracy and 

correctness regarding its intended purpose. The many Big 

Data dimensions and their associated names are shown in 

Figure 1. 

 

Fig. 2: Big Data dimensions 

 

Fig. 3. The Social Media Analytics Framework (Stieglitz et al., 2014, 

Stieglitz and Dang-Xuan, 2013). 

 To effectively analyze social media data, organizations 

can employ a big data framework that involves the use of 

various technologies and tools. This framework enables the 

collection, storage, processing, evaluation, and visualization 

from social media platforms. With this approach, businesses 

can gain insightful information and use social platform data 

to guide decisions. 

4.2 Natural language processing  

 Utilizing natural language processing (NLP) is crucial 

in enhancing event detection through evaluating the online 

networking platforms data. By employing NLP techniques 

to extract and scrutinize text data from social media 

platforms like Twitter, Facebook, and Instagram, events can 

be identified and classified effectively. One important NLP 

technique that can be used for event detection is text 

classification. This technique can be used to classify social 

media posts into different categories, such as events or non-

events. Text classification algorithms can be trained on 

labeled data to learn the characteristics of events and non-

events, and then applied to new data to classify it. For 

instance, a text classification algorithm can be trained to 

classify posts that mention a keyword or hashtag as events. 
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 Another NLP technique that can be used for event 

detection is named entity recognition (NER). This technique 

can be used to identify and extract entities. NER can be used 

to extract relevant information from social media posts, such 

as the location of an event or the people involved in an 

incident. In addition to text classification and NER, 

Sentiment analysis is also an important NLP technique that 

can be used for event detection.  

 Depending on the polarity of posts, the NLP model can 

be used to categorize the sentiment.Sentiment analysis is 

used to determine how the public feels about a specific 

occurrence or event, which can be useful for crisis 

management and news analysis. Finally, NLP techniques, 

such as geotagging and geocoding, can extract geographic 

information from text data to facilitate geolocation, enabling 

the identification of the location of an event or incident. 

This information can be used to identify events in specific 

areas and to understand the spatial distribution of events. 

 The authors (McCreadie R et al. 2013) investigated 

scalable distributed event detection using Twitter feeds and 

lexical key partitioning technique. The research suggested a 

framework for automatic distributed real-time event 

detection that employed Storm topology and utilized 

Locality Sensitive Hashing (LSH) to handle noisy, temporal, 

and slang-filled Twitter streams. Authors (Kaleel SB, 

Almeshary M, Abhari A, 2013) proposed using LSH, which 

was used for the incident identification. The proposed model 

compared with leading social platforms Facebook, Twitter.  

 In 2015, Musaev et al. proposed a system called 

LITMUS to identify "landslides" related information from 

social media using a keyword-based approach. The system 

extracted categorization features from Wikipedia and 

utilized an enhanced Explicit Semantic Analysis (ESA) 

algorithm to categorize the data into relevant and irrelevant 

categories. The location was approximated using semantic 

clustering that relied on measuring the semantic distance. 

However, only data that had been tagged with location 

information were taken into consideration, and the analysis 

did not take into account the handling of SAB words in the 

semantic-based approach. The system was later used to 

identify crossover activities between two social media 

streams. 

TABLE 1 :AN OVERVIEW - ADVANTAGES AND LIMITATIONS OF MODELS IN 

EVENT DETECTION. 

Category 
Unsupervised 

ML 

Semi-supervised 

ML 

Supervised 

ML 

Semantic 

approach 

Benefits  

Approach can 

detect events 

without 

considering 

their nature, 

and can handle 

a large volume 

of data. 

The method is 

especially 

beneficial when 

it's challenging 

to identify 

important 

characteristics in 

the data. 

Additionally, 

even a small 

dataset can 

produce a 

substantial 

increase in 

accuracy. 

The 

outcomes 

are very 

precise and 

reliable. 

More accurate 

and precise 

results due to 

its ability to 

consider the 

context and 

meaning of the 

text being 

analyzed. 

Category 
Unsupervised 

ML 

Semi-supervised 

ML 

Supervised 

ML 

Semantic 

approach 

Shortcomi

ng 

Working with 

data streams 

that have many 

attributes or 

features, using 

this technique 

may pose a 

challenge.  

This technique 

may not 

account for the 

spatial 

relationships 

within the data, 

which can be a 

limitation in 

certain 

applications. 

Iteration results 

are not stable and 

accuracy is low.  

Challenges, 

including 

the need for 

significant 

time and 

resources, 

dealing with 

large and 

complex 

datasets, 

addressing 

the issue of 

concept 

drift, and the 

requirement 

for expertise 

to properly 

label input 

and output 

variables. 

A crucial time 

and resource 

commitment, 

in addition to a 

detailed 

understanding 

of algorithms, 

are needed to 

develop 

semantic-

based 

techniques.  

 

 (Romero and Becker, 2019) and (Sun et al., 2021) 

proposed different approaches for event detection in social 

media using natural language processing techniques. 

Romero and Becker used a hybrid approach that combined 

with multiple traditional approaches NER, TF-IDF and 

others to classify events in tweets. On the other hand, Sun et 

al. proposed scoring and word embedding for the same 

which employed Word2vec with enhanced embeddings. 

Both studies employed pre-processing steps. However, 

neither of the approaches addressed the ambiguity related to 

SAB terminologies in social platforms. Overall, natural 

language processing techniques have the potential to 

improve event detection in social media by extracting and 

analyzing text data using methods such as text classification, 

named entity recognition, sentiment analysis, and 

geolocation. 

V. CONCLUSION 

 In conclusion, studies on social networking sites have 

shown that it might be a useful data resource for incident 

detection. Various natural language processing techniques 

have been used to extract and analyze text data from social 

media platforms, including text classification, named entity 

recognition, sentiment analysis, and geolocation. While 

these techniques have shown promising results, there are 

still challenges to overcome, such as handling ambiguity 

and variability in language, improving the accuracy and 

scalability of models, and addressing ethical and privacy 

concerns. Overall, more investigation into this topic has the 

potential to improve our capacity for real-time recognition 

and response to events, with significant implications for 

sociology, health services, and emergency preparedness. 

VI. FUTURE WORK 

 There are several potential areas of focus for future 

research that explore the use of online networking platforms 

for event detection. These include: 

1. Ambiguity and variability in language: Social media 

language is often informal and ambiguous, making it 

difficult to accurately detect events. Existing natural 

language processing techniques have been successful in 

addressing some of these challenges, but more 
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sophisticated approaches could be explored to improve 

accuracy. 

2. Scalability and efficiency: Social media platforms 

generate vast amounts of data in real-time, making it 

difficult to process and analyze the data in a timely 

manner. Future work could focus on developing 

scalable and efficient algorithms for event detection. 

3. Ethical and privacy concerns: Important ethical and 

privacy issues are brought up by the use of social media 

data to identify events, notably in relation to data 

privacy, informed permission, and potential bias. Future 

research might concentrate on creating moral standards 

and best practices for gathering and utilizing social 

networking websites. 

4. Incorporating multimedia data: Social media platforms 

also contain a wealth of multimedia data such as images 

and videos, which could provide valuable information 

for event detection. Future research could explore how 

to effectively integrate multimedia data into event 

detection models. 

5. Adapting to new social media platforms and evolving 

language: As new social media platforms emerge and 

language use evolves over time, it will be important for 

event detection models to adapt to these changes. 

Future research could explore how to build models that 

are flexible and adaptable to new platforms and 

changing language use. 

6. Application to specific domains: The method of event 

detection from social networks has multiple 

applications across diverse industries including crisis 

management, public health, and social sciences. Future 

work could focus on applying event detection models to 

specific domains and assessing their effectiveness in 

real-world settings. 

7. Real-time event detection: Social networking platforms 

produce vast amounts of data in real-time and event 

detection algorithms need to be able to operate in real-

time as well. Future research could explore how to 

improve the speed and efficiency of event detection 

algorithms to enable real-time monitoring of events on 

social media. 

8. Handling bias and overfitting: One potential challenge 

with event detection algorithms is that they may be 

biased towards certain types of events or may overfit to 

the data used for training. Future research could explore 

how to minimize bias and overfitting in event detection 

models, for example, by using more diverse training 

data or by incorporating regularization techniques. 

 Overall, event detection through the social platform is a 

crucial and also complex task with the potential to improve 

our understanding of various events and incidents. The 

forthcoming investigations in this field can concentrate on 

several significant challenges including the development of 

methods that can be applied to stream data, improving the 

ability to handle noise and ambiguity in social media 

language, integrating other sources of information such as 

multimedia data, addressing issues related to bias and 

overfitting, and finding ways to ensure privacy and security 

concerns are addressed. By addressing these challenges, we 

can make significant strides towards developing more 

accurate and effective event detection algorithms that can be 

applied in diverse domains, from crisis management to 

marketing and beyond. 
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