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 Abstract —  The prevalence of DR is steadily rising, which 

necessitates the automatic disease severity extraction and 

classification. About 2% of those with this illness are entirely 

blind as a consequence of the diabetic mellitus problem and 

10% get vision impairment after 15 years of diabetes as a 

result of the DR complication. It is also a significant 

contributor to blindness in both middle aged and older age 

groups. The patient may develop to severe stages of 

irreversible blindness if the condition is not detected early. The 

growing number of diabetic patients face a major issue due to a 

lack of ophthalmologists. It is suggested that an automated DR 

screening system be created to aid the ophthalmologist in 

making decisions. One of the primary symptoms of the DR is 

hard exudates. The detection of hard exudates is crucial for 

screening purposes and aids in disease monitoring and 

diagnosis. Thus, utilising Lloyd's clustering technique, this 

work offered a unique techniques to segment the exudates and 

irregularities in DR were found. 

 Keywords— Diabetes Mellitus, Cat Swarm Optimization,, 

Diabetic Retinopathy, Mean Squared Error. 

1. INTRODUCTION 

 The primary consequences of diabetes mellitus are DR. 

For working people, it is the main source of acquired 

blindness. Before the age of 50, DR is the main ocular 

pathologic cause of blindness in adults of working age. To 

diagnose DR, ophthalmologists typically look for 

haemorrhages, exudates and micro aneurysms. 

Ophthalmologists are able to identify microaneurysms and 

haemorrhages utilising fluoresce in angiograms. NPDR and 

PDR are two general categories for DR. The stages of DR 

can be determined based on the presence of characteristics 

on the retina. Diabetic Macular Edoema (DME) is the main 

cause of people with diabetes for losing their central vision. 

DME is characterised by Hard Exudates (HE), macula-

regional blot Diabetes affects the blood vessels in the human 

retina.  DR is one of the main causes of vision loss and 

patients might avoid losing their vision if the disease is not 

identified earlier a dot-like appearance. It may results in 

detachments, optic nerve ischemia, vitreous haemorrhage or 

retinal vascular occlusions. In the recent years, DL 

techniques have been widely used for a variety of automatic 

classification problems. When classifying images, the 

typical process entails first extracting the crucial features 

using a set of convolutional layers and then using these 

features, classification is carried out. Thus, an innovative 

hybrid classification method is suggested in this work to 

identify DR in order to avoid above discussed problems.  

1.1  Proposed System Model  

The two main subgroups of DR disease are PDR and NPDR. 

Mild Non-Proliferative Retinopathy, Moderate  

Non-Proliferative Retinopathy, Severe Non-Proliferative 

Retinopathy and Proliferative Retinopathy are the four 

stages of the DR classification. The ML technique was used 

to recognise these four steps. It is crucial to classify and 

forecast normal and abnormal circumstances in the DRearly. 

Numerous different classifiers are discussed in the literature 

for the detection of DR, but they fall short of flawless 

detection. The suggested methodology introduces the 

DCNN based methodology to address these shortcomings. 

Figure 7.1 depicts the block diagram of the suggested 

technique. 

 

 

Fig. 1. Architecture of the proposed system 

 The open source system is used to acquire the retinal 

image datasets. Five distinct processes, including  

 Pre-processing,  

 Segmentation,  

 Feature Extraction,  

 Feature Selection and  

 Classification 

are included in the proposed system's design. Gamma 

correction is used at the pre-processing stage to get rid of 

noise in the input image. Unwanted noises are eliminated 

and increased contrast is accomplished with the use of  

pre-processing techniques, which are crucial for the 

prediction and classification of DR. Important features 

should be retrieved from the segmented image to detect DR. 

The features like Correlation, SWT, LBPetc., are retrieved 

from the segmented image.  Among those, the essential 

features are chosen from the retrieved features with the aid 

of the hybrid SSO with Cat optimization technique. Finally, 

the DCNN classifier receives the extracted features as input 

to make predictions. Features are used to train the classifier 

during the training phase and retinal images are used during 
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the testing phase to achieve the best results. UNet and 

modified Unet models are considered for classification in 

the suggested system. 

1.2  Pre-processing Phase 

 The pre-processing stage is crucial for DR prediction 

because it removesnoise present in the input retinal image. 

The local brightness and contrast variation will not be 

homogeneous in retinal pictures. At certain points, the 

illuminations may be greater. Retinal imaging cannot show 

lesions clearly in low contrast and low brightness 

conditions. It is best to improve image clarity based on 

colour and quality. Pre-processing techniques are therefore 

crucial for enhancing image contrast and reducing noise. 

Gamma correction is applied to the input retinal image 

during pre-processing. 

1.3  Segmentation Phase 

 The retinal image should typically be a light-sensitive 

tissue lining the inside surface of the eye. It can also be a 

layered structure with multiple layers of neurons connected 

by synapses. In the middle of the nasal side, the central 

retinal and vein retinal artery are present close to one 

another. When compared to the other portions of the retinal 

images, the segmented images include information. The 

blood vessels can serve as a marker throughout the 

segmentation process and helps to classify the severity of 

disorders. Edges from the retinal image are emphasised in 

the first stage. Following edge enhancement, retinal images 

can be converted to grayscale to remove uneven noise using 

filters and histogram equalisation. 

1.4 Coye Filter 

 Coye filter is a novel method for segmenting retinal 

blood vessels in which cosiders RGB of the retinal image 

rather than only the green channel. The RGB image is 

transformed into a grey image and then PCA is used to find 

hybrid lesions. Following is the algorithm of Tyler Coye 

adopted for segmentation of images. 

Coye Filter Algorithm 

1 Consider retinal RGB image. 

2.  Apply CLAHE over gray image to increase 

contrast. 

3.  Remove the background by using an average 

filter and comparing the grayscale and average 

filtered images. 

4.  Binarize the image. 

5.  Divide the blood vascular network into 

segments 

II. FEATURE EXTRACTION 

 For the purpose of illness prediction, many features are 

retrieved from retinal images. With the use of various 

feature extraction approaches, which are described below, 

the characteristics are extracted: 

2.1 Correlation 

 The similarity between the grayscale distribution of 

microaneurysms and the Gaussian function can be evaluated 

using the correlation coefficient. The correlation coefficient 

will be high if the two images coincide and low if they don't. 

The coefficient's ranges from 0 to 1. The following are the 

definitions of the correlation coefficient: 

 

Where,  

A and B - mean.  

 Different sigma values for the Gaussian kernel are 

needed because microaneurysm sizes may vary. 

1.2.2 Discrete Cosine Transform (DCT) 

 The discrete cosine transform of an image, is defined 

by, 

 

 The inverse transform is defined by, 

 

Where,  

 

 

2.2 Stationary Wavelet Transform (SWT) 

 The fundamental idea behind the wavelet transform is 

to visualise any function as a superposition of waves created 

by stretching and shrinking the mother function. To make 

the wavelet decomposition invariant, the Stationary Wavelet 

Transform (SWT) was developed. The SWT approach is 

characterised as follows.  

 

where 

,- mean and standard deviation. 

2.3 Shape Features 

 Shapes can be described using a few basic geometrical 

characteristics. Simple geometric features are employed as 

filters to weed out false positives or in conjunction with 

other shape descriptors to distinguish shapes because they 

can only distinguish shapes with significant variances. 

Center of gravity, digital bending energy, circularity ratio, 

etc., are some of the shape attributes. In this work, 
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Eccentricity, solidity and circularity are taken into 

consideration as shape characteristics. The ratio of the 

distance between the main and focal axes of an ellipse can 

be used to define eccentricity. It ranges from 0 to 1. The 

formula utilized to calculate shape characteristics can be 

expressed as  

 

 

 

 Many properties that are computed based on these 

aforementioned formulas are believed to be the major 

features for recognising DR situations. The following is an 

explanation of how the LBP characteristics are utilised to 

extract features from input retinal images: 

2.4 Local Binary Pattern (LBP) 

 An image is converted into an array of integer labels 

using the LBP approach, which trains the texture image's 

pixel-level in detail. These labels can be seen as a 

histogram, which can be used to determine the texture of the 

image under analysis. LBP has two key characteristics that 

make it appealing for describing textures. It is invariant to 

monotonic grey level variations, such as those brought on by 

changes in illumination and it is computationally simple. 

The operation of LBP is depicted below. 

 

III. FEATURE SELECTION 

 Utilizing the various feature extraction approaches 

stated above, the features are extracted. With the help of a 

hybrid SSA-CSO optimization technique, necessary features 

are selected from among the many retrieved features. With 

the aid of the CSO algorithm, the SSA can be further 

enhanced in order to update the salps process. The required 

features can be quickly and efficiently chosen from the 

entire list of features. The following section contains a 

presentation of the SSA and CSO algorithms. 

3.1 Salp Swarm Algorithm (SSA) 

 The salp swarm algorithm was created by Mirajalili to 

address optimization issues. In this case, SSA is used to 

choose the necessary features from the features collection. 

In essence, the salp belongs to a family called Salpidae. The 

SSA is based on the salps' swarming behaviour. They are 

able to set up cooperative chains while foraging in deep 

oceans. Through pursuing the food source, salps use this 

behaviour to get greater kinetic energy. For escaping from 

the local optima problem in the optimization, the salp chain 

can be used as a guide. The salp in the SSA algorithm is 

made up of two distinct classes that are dependent on both 

followers and leaders. At the top of the chain, the leader salp 

is situated, and the followers obey him. Members of the 

chain are also referred to as the followers. While the 

followers make use of their fellow followers, the leader salp 

aids the direction and movement of the swarm. The design 

of salp chain is illustrated in the Figure 7.2. 

 

Fig. 2 Structure of Salp chain 

 For searching in an n-dimensional space, each salp's 

position vector is described. The SSO's initial population is 

made up of N salp and d dimensions. The below equation is 

the N-dimensional matrix that represents the salps' location 

vector: 

 

 All slaps are directed to the food supply. The following 

equation describes the leader’s position: 

 

Where, 

and  - random vectors generating values which mentioned as 

the limit [0, 1], 

- upper limit of j
th

 dimension, 

- the lower limit of j
th

 dimension, 

- Position of food source, 

- Leaders position of salp and the core parameters of  is 

described as  

 

Where, 

- exploration and exploitation tendencies of SSO algorithm 

in balanced state, 

 - iteration  

- maximum number of iterations.  

 Additionally, the position of follower salps can be 

expressed as. 
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Where, 

- start of i
th

salp at the j
th

 dimension.  

3.2 Cat Swarm Optimization (CSO) 

 In CSO, the initial number of cats will be chosen. Every 

cat has a unique position made up of M dimensions, 

velocities for each dimension, a fitness value that shows 

how well the cat has adapted to the fitness function, whether 

the cat is searching or tracing. The best position in one of 

the cats would be the final solution because CSO retains the 

best answer till the end of iterations. 

Seeking Mode 

 This model is intended to represent the scenario of the 

cat, which is lazing around, scanning its surroundings and 

looking for a new spot to settle down in. 

 

 The mutative ratio for the chosen dimensions is 

announced by SRD. When a dimension is chosen to change 

in searching mode, the difference between the old and new 

values won't be outside of the SRD defined range. The CDC 

reveals how many variables will be changed. All of these 

elements are significant contributors to the searching mode. 

The value of SMP will not be impacted by whether the SPC 

value is true or not. 

Tracing Mode 

 Simulating the case of the cat when tracing some targets 

is the tracing mode. Once a cat enters the tracing mode, it 

moves in all directions at its own speeds. The following is a 

description of the tracing mode: 

 

Process of CSO algorithm  

Step 1:  To update the salp position, create N cats in the 

process. 

Step 2:  Distribute the cats randomly over the M-

dimensional solution space. At random, choose 

values for each cat's velocity that fall within the 

range of its maximum velocity. Select a random 

number of cats, place some of them in seeking 

mode according to MR, and others in tracing mode. 

Step 3:  Assess each cat's fitness value by plugging their 

locations into the fitness function and memorise the 

best one. 

Step4. Reposition the cats in accordance with their flags. 

Apply the cat to the searching mode process if cat 

is in that mode. If not, apply the cat to the tracing 

mode process. 

Step 5:  Select the same number of cats this time, place 
them in tracing mode in accordance with MR and 
the remaining cats in seeking mode. 

Step 6:  Verify the termination condition. If it is met, end 
the programme. otherwise, go back and repeat 
steps 3 through 5. 

 

Fig. 3 Architecture of the DCNN network 

UNet 

 The need for localization in biomedical image 
processing necessitates the implementation of deep learning 
algorithms to acquire required output. However, 
Standardized CNN are ineffective for biomedical image 
segmentation because they are designed for classification 
tasks, such as assigning a class label to each image rather 
than identifying the segmented region. Hence, a deep 
learning methodology based on fully CNN named  
U-Net model was developed for segmentation purpose. 

 comprises  two 3 × 3 unpadded convolutions, trailed by a 
rectified linear unit (ReLU) and a 2 × 2 max pooling 
operation which can be utilized for down sampling. 

 

 

Fig. 4 U-Net architecture 

 In this study, during every downsampling stage, the 
feature channels number is increased. An unsampled feature 
map followed by a 2X2 convolution network reduces the 
feature channels to half the number.  However, the loss 
occurring at the boundary pixels necessitates cropping 
technique. Thus, a 1x1 convolution is incorporated at the 
last layer of the topology, which converts 64 component 
feature vector into the anticipated number of classes. As a 
result, U Net networks are divided into two parts: 

Modified UNet algorithm 

 Patch-based networking is suggested in this network 
architecture. The encoder path is on the left side, while the 
decoder path is on the right, much like in the original U-Net 
architecture. To create multichannel encoder feature maps, 
each encoder layer conducts convolution (with batch 
normalisation and rectified linear unit (ReLU) activation) 
and densely connected convolution. Thus, the down 
sampling operation follows this.  

 The decoder path up-samples the feature maps using the 
deconvolution layer. The skip connections combine the 
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encoder path's feature map with the appropriate up-sampled 
decoder feature map. A softmax function activates the 
feature maps. It is possible to derive two channel 
probabilities: one for vessels and the other for non-vessels. 

 

Fig. 5 Network architecture of the modified U-net 

III. RESULTS AND DISCUSSION 

 Table 1.1 displays the effectiveness of the proposed 
method's on the messidor dataset. Figure 1.8 displays the 
segmentation results of the two chosen images The original 
retinal  and ground truth images are displayed in Figures 
1.8(a) and (b). The segmentation results of the traditional 
UNettopology are shown in Figures 1.8(c1) and 1.8(c2), 
while the segmentation results of the modified UNet 
topology are shown in Figures 1.8(d1) and 1.9(d2). The 
segmented images demonstrate how effectively the 
proposed approach can identify retinal blood vessels. 

 

Fig. 6 Segmented analysis of proposed topologies 

TABLE 1.1 PERFORMANCE MEASURES (HYBRIDIZED CNN) 

S.No Classifier Accuracy Sensitivity 

1. DCNN (modified Unet)+SVM 98.12% 96.59% 

2. DCNN (modified Unet)+ANN 92.56% 88.25% 

3. DCNN (Unet) + SVM 97.45% 96.29% 

4. DCNN (Unet) + ANN 91.13% 86.51% 

5. DCNN+SVM 97.38%. 96.07% 

6. DCNN+ANN 90.19% 85.29% 
 

 The accuracy and sensitivity of the proposed topology 
is discussed in the table 1.1. From the table 1.1, it is 
observed that the accuracy of the proposed topology with 
DCNN and SVM classifier is about 97.38% and  it 
outperforms than ANN.  Similarly, the SVM with Modified 
Unet is 98.12%. The accuracy obtained with traditional Unet 
is 97.45%. Hence, it can be concluded that the proposed 
topology with modified Unet as classifier will exhibit higher 
accuracy. While considering the sensitivity, it’s about 

96.59% for modified Unet, 96.29% for traditional Unet and 
96.07% for DCNN.  

 Thus, the results demonstrated that the proposed 
method extracted the blood vessels quite skillfully and 
precisely. The hybrid classifier comparison demonstrates 
that the DCNN with modified Unet and SVM outperforms 
all other known topologies. 

IV. CONCLUSION 

 In this study, the DCNN based algorithm is used to 
detect and classify DR. Gamma correction is used at the pre-
processing stage to get rid of noise in the input images. The 
Coye filter is introduced during the segmentation process. 
With the aid of a hybrid Salp Swarm Optimization (SSO) 
and Cat Swarm Optimization (CSO) method, the necessary 
features are chosen from the extracted features. Following 
extraction, the blood vessels is identified using a DCNN, 
which combines the U-net and modified U-net structures. 
The hybrid classifier comparison demonstrates that the 
DCNN architecture with modified Unet and SVM 
outperforms than all other known topologies.  
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