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 Abstract—In this study, we attempt to identify the emotion 
levels, such as positive, negative, & neutral feelings, from 
postings and comments on social networking sites on 
depression. Social media sites like Facebook and Twitter are 
becoming effective for helping those in need who require extra 
care or attention in terms of mental support. They are also 
utilized for communication and network development among 
relationships. There are several depressive support groups on 
Facebook, and they are quite helpful in giving the sufferers 
mental assistance. In this study, we attempt to formalize the 
posts and comments on depression into a succinct lexical 
database and identify the emotion levels from each occurrence. 
The complete amount of work has been divided into two 
sections: sentiment analysis and the use of machine learning 
techniques to examine the capability of extracting sentiment 
from such a unique category of texts. To determine the 
sentiment levels, we used the Python textblob module and 
typical machine learning techniques on the linguistic 
characteristics. For each of the classifiers, we have calculated 
the precision, recall, F-measure, accuracy, and ROC values. 
Random Forest outperformed the other classifiers, successfully 
classifying 60.54% of the instances. We think that conducting 
sentiment analysis on a particular class of texts may inspire 
additional research into how natural language is understood. 

 Keywords—Sentiment Levels, User Communication, 
Machine Learning Algorithms. Accuracy Detection Analysis 

I. INTRODUCTION  
 Heterogeneous efficiency for various demographic 
subgroups is a fundamental barrier to the practical 
application of mental health surveillance models [1-2]. The 
training data may not be adequately representative of the 
population, which may produce this behavior, or some 
groups may be more difficult to forecast with the same data. 
In-depth data collection and training regimens can be used 
to solve the first situation, which has been extensively 
researched in the machine learning literature [3-6]. The 
latter situation is frequently more nuanced and challenging 
to handle. The value of the models is reduced if these 
performance disparities are not acknowledged and 
addressed. Particularly, if historically underrepresented 
people do worse, it can exacerbate disparities already in 
place, such as the underdiagnosis of depression [7]. 

 Social media refers to websites and applications that 
have been specifically designed to enable people to 

distribute little amounts of material quickly, effectively, and 
in real-time. It has altered the mode we use to travel to and 
the mode we complete an activity and the ability to 
exchange photographs, reviews, activities, etc. in real time 
[8–10]. Shops that employ social media as a crucial 
component of their advertising strategy typically experience 
a quantifiable cost. But the key to using social media well is 
to stop treating it like an extra accessory and instead treat it 
with the same consideration, appreciation, and interest as the 
rest ofr advertising and marketing activities [11]. Utilizing 
various channels to engage with customers and develop r 
brand, increase revenue, and increase website traffic is what 
social media marketing entails. 

 The investigators have spoken about huge data gathered 
from social media that has been extensively evaluated by 
research academics and employed as significant to crucial 
insight into human conduct. [12] discussed how big data, 
machine learning, and analytics algorithms may be used to 
monitor social media and identify consumers' perspectives 
on opulent hotels from beginning to end the new visual data 
analysis and spin into an enhanced managing brand strategy 
for comfort hospitality managers. The researchers of [13] 
gathered data from 8434 startup firms on Twitter and 
created features based on social media using a machine 
learning model to predict each firm's level of social media 
participation [14]. The study's findings indicate that deep 
learning provides the greatest forecast accuracy for 
engagement levels. It also indicates that the amount of 
company-generated tweets, retweets, and likes is what 
matters most in determining the efficacy of social media 
marketing practices [15]. Social media users are perceived 
as contributing to marketing material as a result of the 
increasing interest in social media and user-generated 
content on websites like Tube, Facebook, and 
LinkedIn.Using big data analytics, they examine client 
perceptions and attitudes towards social media in this 
article.Related Works 

 14-year-olds are probably at risk for depression as a 
strategy to deal with social media or interact with others 
[16]. This is a widespread fallacy even in developing 
nations; there are depressed and suicidal persons who for a 
variety of reasons avoid seeing psychologists [17]. Some 
people believe they will be laughed at and their standing in 
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society would decline if they visit a psychologist. They 
ultimately turned to suicide as a way to deal with their 
sadness [18]. Numerous deaths due to despair have been 
reported throughout the globe, and numerous of them posted 
their final Facebook post. They all shared the same trait, 
which was that they were all profoundly depressed [19]. If 
they can recognize their depressive stage before they reach 
the crucial stage, they may prevent suicide. 

 It is used to evaluate people's emotions in a variety of 
circumstances [20-21]. People now utilize social media 
platforms to express their emotions in their native 
languages, such as English [22]. The text that individuals 
publish on social media platforms is what we want to 
analyze for the sentiment. Many individuals in the world 
experience depression for a variety of reasons, many people 
who become drug addicts, many people who are unable to 
eat, sleep, work, or engage in other activities, etc. Because 
many of them also commit suicide, many families have lost 
dear family members [23]. Many individuals can live 
healthier lives like regular people if it doesn't happen. 
Language is one way that people may communicate their 
emotions. Individuals often express their feelings by writing 
and speaking about how they are feeling daily on social 
media[24]. 

 It is to identify depression using the brain's volumetric 
characteristics. There is a chance that characteristics from 
brain SMRI will multiply [25]. Diagnostic values and 
volumetric data were looked at. The results show how often 
it is to spot depression [26]. SMRI volumetric features of 
diagnosing depression are shown in the output findings. The 
classification accuracy of the function vector is evaluated 
using a variety of classifiers, including SVM, Ensemble 
Learning Encoder, and Components are identified. These 
are comparable in terms of memory, accuracy, & 
correctness. In contrast to Naive Bayes' accuracy rate of 
89.5%, they achieved a 90% overall accuracy. A motion 
analysis method for disorganized and grammatically 
incorrect customer remarks made in Arabic slang was put 
out in this paper's current Arabic Slang Sentiment Words & 
Idioms Lexicon, [27-28]. The new language was 
painstakingly put together from websites for microblogging. 
Furthermore, to categorize opinions as pleased or 
dissatisfied, the SVM approach was used with SSWIL. 

III. PROPOSED METHODOLOGY 
 Researchers have a suggested technique that, like any 
other natural language recognition system, incorporates data 
gathering, information pre-processing, analysis, extraction, 
and classification, the use of machine learning algorithms, 
emotion recognition, and evaluation. Anxiety writings are a 
specific group of textual data that we have selected for this 
study. We have explored communities on social media sites 
like Twitter and Facebook to get this kind of information. 
Nowadays, individuals use social media as a powerful tool 
for communication, but they are also using platforms to 
provide psychological or emotional support via constructive 
posting. Regarding their efforts, they recently established 
the "Depression Support Group," "Anxiety Awareness," 
"Anxiety & Depression Support UK & Ireland," "Cure  r 
Depression," and "Essential Thrombocythemia Support 

Group" Facebook groups for anxiety. The items and 
opinions that are related to depression have been carefully 
divided. To confirm that all of the data we obtained are 
relevant to depression, we used a psychologist to verify the 
information we had gathered. Table 1 illustrates the 
statistical characteristics of our dataset. 

 
Fig.1. Proposed Methodology 

TABLE 1.OVERVIEW OF PROPOSED APPROACHES 

Languages Wikipedia 
articles 

Training 
dataset 

Evaluation 
dataset 

English 2452 3723 NA 
German 2354 NA 3364 
Tamil  3562 4785 NA 
French 2354 3256 3857 
Hindi 2548 NA 3265 

TABLE 2. STATISTICAL PROPERTIES OF THE DATASET 

Characteristics Quantity 
Data collected size 1021 
No. of words 63756 
No. of characters 358740 
No. of sentences 4407 
No. of special characters 2900 

 

 Researchers have completed the fundamental pre-
processing activities associated with natural reading 
comprehension, such as data cleansing, as all of the obtained 
data are in a readable form. Punctuation marks, hashtags, 
and advertising links have been deleted from the comments 
and the posts. We have also deleted the HTML entities from 
promotional postings because they typically contain those 
elements. As a result, we have left certain marks and special 
characters in place. 

 The impartiality and orientation values of each example 
were extracted using the text blob program after the data had 
been sanitized. For our dataset, the traditional "V-shape" 
also appeared. Fig.2 shows that relatively few examples are 
presented when the polarity values are significantly negative 
but the subjectivity values are less. It should be noted that 
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postings with extremely high or extremely low impartiality 
values do exist. As a result, the scatter plot has a "V shape". 

 

 
Fig. 2. Subjectivity vs. polarity scatter plot 

A. Feature Extraction 
 That process of feature extraction is where this paper 
makes one of its primary contributions. As opposed to a 
standard text classification challenge, researchers have 
retrieved linguistic characteristics at the character, word, 
and sentence levels. The python NLTK package was used to 
extract a total of 86 features. They have isolated the special 
characters and the exclamation point from the 86 linguistic 
elements. Additionally, we utilized the numbers to 
determine how these characteristics affected sentiment 
analysis. These features extracted are immediately input into 
the training and testing phases of machine learning.10 
distinct machine learning models have been used to identify 
the hierarchical classification issue. The techniques were 
carefully chosen since they are often utilized in other works 
of a similar nature. To assess effectiveness, components are 
identified, and Bayes-based regression and tree-based 
methods are used. 

 They have simply relied on the polarization values that 
were derived throughout the data preprocessing step for 
sentiment recognition. The inner lexicon collection utilized 
in the text blob program is quite trustworthy for evaluating 
the messages from social media or microblogging. 
Following finishing this phase, the dataset includes cases 
that are 55.6% positive, 31.2% negative, & 13.2% neutral. 

IV. EVALUATION AND ANALYSIS 
 Employed the most well-liked measures for 
performance assessment, including accuracy, ROC, PRC, 
recall, f-measure, and precision. Efficiency has been 
regarded as one of the most important measures in the 
majority of research publications that evaluate classification 
techniques. We are not presenting the theoretical formula or 
other characteristics associated with these assessment 
measures in this study because they are extensively utilized. 

A. Experimental Analysis 
 Reliability, ROC, PRC, recall, f-measure, & accuracy 
were some of the metrics used to gauge success shown in 
Table 3. In the vast majority of research articles that analyze 
categorization systems, efficiency has been recognized as 
one of the most performance metrics. Due to their 

widespread use, we are not giving the theoretical model or 
any further features related to these assessment measures in 
this work. 

TABLE 3.PERFORMANCE EVALUATION METRICS 

Algorithm 
Name Precision Recall F-Measure Accuracy 

(%) 
Naïve Bayes 0.544 0.342 0.333 34.974 
Decision Tree 0.509 0.500 0.504 50.035 
Random Forest 0.598 0.608 0.548 60.546 
Support Vector 
Machine 0.694 0.577 0.449 56.980 

Sequential 
Minimization 
Optimization 

0.577 0.561 0.718 55.491 

Linear 
Regression 0.522 0.541 0.522 53.83 

Proposed 
System 0.762 0.633 0.713 75.61 

 

 Researchers employed a variety of measures to 
determine the performance, including reliability, ROC, 
PRC, recall, f-measure, and simplicity shown in Table 4. 
Productivity has been acknowledged as one of the most 
important measures in the great majority of research that 
examines categorization technologies. We are not providing 
the computational foundation or any more details about 
these evaluation measures in this study due to their broad 
use. This sort of outcome demonstrates the data imbalance 
factors. We employed relatively little data that came from a 
strong social media environment, the data is unbalanced, 
which affects the machine learning techniques. 

TABLE 4. STATISTICAL METRICS 

Models Kappa MAE RMSE ROC 
Naïve Bayes 0.1254 0.4451 0.6598 0.132 
Decision Tree 0.1492 0.3470 0.5921 0.143 
Random Forest 0.3241 0.3509 0.4192 0.242 
Support Vector 
Machine 0.0677 0.2831 0.5301 0.158 

Sequential 
Minimization 
Optimization 

0.135 0.3446 0.4452 0.112 

Linear 
Regression 0.1242 0.3357 0.4481 0.163 

Proposed 
System 0.0149 0.3856 0.441 0.042 

 Fig.3 displays the Matthews linear regression data. The 
Algorithm for Random Forests produces the MCC value 
with the highest MCC. 

 
Fig.3.Bar chart of MCC values for each ML classifier 
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Fig. 4. Comparison of F1-F3 convergence score 

 The lowest Friedman mean rank across testbed suit 
programs. As a result, it receives the highest overall score 
for such functions. Fig.4 depicts the best convergence 
curves for the implemented methods. 

V. CONCLUSION 
 Throughout this study, researchers developed an 
approach for using linguistic elements collected from 
comments on social media or postings on melancholy. It is 
exceedingly difficult to develop classifiers that perform 
better since social networking and microblogging sites use 
very casual language. We have used 10 classification 
techniques to investigate the effectiveness of various 
category classifications. The research methodology part 
contains the response to the three research problems that 
were defined. The most effective ML classifier is Random 
Forest, which has a decent chance of using textual data 
connected to depression for sentiment analysis. 
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