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 Abstract—During the human thread age, classifying 
genetic functionality remained among one of both greatest 
essential as well as difficult challenges. The overall majority 
that contemporary computer-based prediction approaches 
compare characteristics that are generally basically 
proportional against overall polypeptide sequences. Non-
sequence attributes from particular proteins, on the same 
hand, might prove indicative of biological action. Computer 
training approaches, including Support Vector Machines 
(SVMs), appear especially well suited towards leveraging 
similar characteristics. They propose SVM but also empirical 
masquerading chemical makeup within that paper.Towards 
this same realm for molecular functionality predictions, 
comprehensive compilation comprising nonlinear features 
extracted using polypeptide sequencing. Experimental SVMs 
enabling classification involving rRNA -, RNA-, but also 
Mitochondria enzymes were been constructed. Every among 
these SVMs forecasts when given molecule corresponds into 
either among those 3 categories based upon its protein acids 
sequence with the specific restricted ranging association 
between surfaces charge and also solvents permeable exterior 
region. Intergenic SVM has continuously obtained >95 percent 
correctness both personality but also bridge experiments, 
where quantify both effectiveness algorithm training but 
instead predictions, accordingly. Overall effectiveness that 
overall RNA- but rather Genetic material SVMs is 
considerably varied, spanning between f 76 percent through f 
97 percent. These outcomes from overall tests go towards this 
manner towards upgrading using SVMs. 

 Keywords—Computer teaching techniques; Reinforcement 
Dynamical Networks; rRNA; RNA- dependent Genetic material 
proteins 

I. INTRODUCTION 

 Genetic transcripts are currently being produced with an 
extraordinary frequency by sizable genomic decoding 
studies. Approximately 60 biological chromosomes have 
been transcribed entirely and otherwise almost entirely 
throughout just a very couple of months [1]. Hundreds of 
millions nucleotides can be found within early cretaceous 
even bacterium genome, whereas hundreds many hundreds 
can be found throughout mammals but also vegetable 

genetic material sequences[2]. This massive influx of fresh 
genetic information puts a lot more strain upon this 
challenge for determining genetic functioning. Hardly very 
few prediction computing approaches could maintain 
current with that speed right now [3]. Almost majority of 
those approaches use rapid techniques that can explore 
annotation datasets seeking sequencing, theme, feature, but 
rather concealed Markov modeling similarities [4].Each 
request gets expected may have a comparable functionality 
if there exists enough commonality across each request 
sequence that another of that repository where functionality 
seems recognized. Investigators were managed that identify 
functionalities approximately 69 percent among 
approximately 4524 hypothetical enzymes contained within 
this same previously completed chromosome from another 
archean, M. acetivorans species C2A, using a similar 
method [5].Though this same former has impressive 
penetration, they were nevertheless 1500 molecules 
remaining identified meaningfully given such comparatively 
short chromosome. That was hardly surprising when just a 
relatively small percentage among those molecules turned 
out having to exhibit any new activity [6]. 

 Antibody structure but also functionality, on the one 
contrary hand, might cannot necessarily be linked within 
any straightforward sense. That example, development 
might maintain intrinsic connection amongst fragments 
composing particular interaction region, although typically 
small but also fragmented, instead of maintaining complete 
entirely consistent stretches enclosing everyone those 
sections amongst enzymes with overall shared interaction 
functionality [7].Another dynamic mapping if this sequence 
involves simply measurement for correlations amongst 
places throughout another range [8]. Such insight invites us 
to think about properties that aren't proportional towards 
proteins sequences, as well as ways when comparing 
complex patterns. Although those double components 
constitute novel peptide functionality predicting, they were 
previously employed for previous contexts [9. Researchers 
used SVM can estimate peptide structure classifications, 
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cytoplasmic placements, including digestive domains, such 
example [10].  

II. RELATED WORKS 
 Every among those SVMs functions using unique 
curvilinear collection the properties of the proteins known 
called pseudo-amino acids breakdown. Researchers have 
obtained results that are equivalent to but rather better than 
those of various modern approaches [11]. Researchers were 
inclined should expand their applicability toward enzyme 
functionality forecasting as a direct result of recent positive 
discoveries. The following is a relatively brief description of 
SVM. The contribution generating any SVM is one weight 
matrix, which is simply a combination of properties. [12] 
That generates another categorization. Provided another 
trained collection given characteristic matrices with 
established predicted outcomes, computer SVM knows 
where correctly discriminate [13]. From some metaphorical 
sense, those incoming matrices were transferred onto any 
characteristic region. This binaries classification SVM can 
use previous learning to construct another plane within the 
neural characteristic field that best differentiates overall 
learning variables from 2 classifications [14-15].Whenever 
each freshly extracted feature was entered, this category that 
every characteristic vector gets anticipated based upon 
whichever edge is   aircraft everything just translates onto. 
SVM, computer categorization along with prediction 
machine that was subsequently established, primarily 
founded upon strong statistics modeling concepts but also 
have successfully had to use to the very broad spectrum of 
tasks, spanning picture detection, word categorization, 
including medication creation. SVM is increasingly being 
used extensively to solve proteins categorization challenges, 
such example folding identification and transcriptional 
transcription information [16]. 

 This was built through supplementing standard protein 
chemical compositions using another set of molecular 
parameters to link all thermodynamic qualities for protein 
groups dispersed over specified intervals within a given 
string [17-18]. Those connection equations provide describe 
their impacts that localized sequential ordering regarding 
certain thermodynamic qualities, but typically are 
unaffected by the overall sequence's length, adjacency, even 
world order. SVM has a very steep subset of features thanks 
to the sort of anti-hydrochloric content. Any particular 
pseudo amino protein makeup could be created with just 
that given Classificatio n use through determining essential 
thermodynamic features. They constructed 3 prototypic 
SVM because of an early study with a computer training 
technique incorporating those key aspects towards enzyme 
functionality predictions [19].Those SVMs determine when 
a given question string corresponds to rRNA, RNA-binding 
enzyme, as well as Genetic information nutrient categories. 
We have gotten some findings that show how feasible such 
a strategy is. They may anticipate better results from this 
technique throughout this same coming through perfectly 
alright their SVMs while testing using different features 
matrix methods [20]. 

III. PROPOSED METHODS 

 SVMlight, one free open-source program, was 
employed to make 3 SVMs for predicting amplicon, RNA-
binding, and Genetic material enzymes, accordingly. These 
SVMs used dichotomous classifiers, which means they 
predicted when either given incoming molecule had any 
specific functionality. Basic basics underlying SVM are 
explained within basic subsequent sections. SVM was 
another statistics information theory-based training 
system.This core concept could be expressed like the 
following. These contributions were initially expressed into 
characteristic matrices, every one of them being assigned 
into either among 2 classifications. Every category for each 
weight matrix was determined from every beginning during 
learning. That category represents this outcome for SVM 
during predictions. Finally, a convolution operation maps 
these information matrices onto one subspace, whether 
smoothly but rather earlier this month.Finally, within neural 
subspace, another divide was calculated to effectively divide 
these 2 categories with learning variables. SVM retraining 
pursues the worldwide ideal but instead prevents too much 
during most times. Because having those properties, this 
then was well suited towards dealing handle huge amounts 
more properties. All whole textbooks about this same use 
using SVM with patterns recognition. This simplest 
fundamental principle underlying SVM is informally 
illustrated in Figure. 1. 

 
 

 

 

 

 

 
Fig.1. SVM based learning linear translation 

 Apart from initial breadth between model determined 
basis values, which has been determined towards reducing 
any estimation in variable Private equity investment, plus 
software variable C, which regulates model uncertainty 
tradeoffs, which been adjusted near 1000 throughout the 
particular study, most other settings remained fixed near-
standard SVMlight setting. SVMlight's specifications and 
Vapnik's publications are recommended reading for anyone 
concerned about both nomenclatures and various intricacies. 
The 40-dimensional incoming features vectors using SVM 
comprised the pseudo-amino acids content on the human 
polypeptide. This pseudo amino party makeup involves 
linking equations used for these charges, pore-volume, but 
also visible size distribution individual repeats, as well as 
actual physicochemical characteristics within the actual 
molecule. 

IV. RESULTS AND DISCUSSIONS 
 This relevant information was used to educate both 
target genes, Oligonucleotide, and genetic material SVMs. 
There was one favorable selection but also another 
deleterious population within a particular database. This 
affirmative subset's molecules proved recognized that have 
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this functionality that exactly SVM had been taught for 
predict. This functional previously discovered would be 
absent from that positive subgroup. Irrespective matter 
whether biological functionality has been confirmed 
physically versus projected, every phrase annotations within 
this same SWISS-PROT database being treated sufficient 
preexisting understanding about that enzyme functionality. 
Those SMVs' testing findings were presented below. Every 
SVM was subjected to 2 exams: either self-consistency 
check with another merge check. Using this soul 
experiment, using SVM educated using this entire 
information were applied to estimate overall functionality 
for each molecule during the given identical database and 
compare this against recognized functions. Using rRNA 
binding SVM was tested was found that have relatively 
close accurate predictions prices: 100% with just using 
affirmative subgroup, 99.98% overall protein negativity 
relatively small group, overall, 99.98% for the overall entire 
dataset. SVM that binds to RNA, their findings were 
unstable: f 76% with this same positive subset, f 97% with 
this same unfavorable subgroup, with f 92 percent 
altogether. Our Genetic material SVM yielded lopsided 
findings as well, although along with our other manner: 93 
percent with exactly affirmative subgroup, 77 percent with 
this same negatively relatively small group, with 87 percent 
altogether, as shown throughout Tables 1. 

TABLE 1.OUTCOMES OF A PERSONALITY EXAM 

 
 

 When this jackknife testing has been used instead of 
using cross-validation testing, then anticipate their accurate 
forecast percentages to become considerably greater but 
instead greater constant. This Jackknifing testing seems less 
neutral as well as efficient when evaluating   highly learned 
SVM's forecast capabilities since that just removes one 
input sample again from the learning group during 
projection. Unfortunately, the terminator of each of the 
hundreds of sequences might need to be demanded far more 
CPU effort than could afford. As a result, chose that lesser 
stringent option whilst nevertheless demonstrating their left-
10 percent -out merge approach. Overall CPU durations 
spent when retraining individual rRNA, RNA, and genetic 
material SVMs using individual computers averaged 5 
minutes, 28 minutes, but also 18 hours, correspondingly, as 
shown from Table 2. Their median CPU latency during 
forecast is approximately 2 minutes for each request, based 
on 10 907 tries. These various retraining timeframes 
represent what challenging this then was for these SVMs 
and convergence onto any good separation vector space. 
Generally speaking, the higher larger   learning collection, 
the usually increasingly challenging it becomes could 
achieve confluence, resulting in generally incurring a 
penalty that increases proportionally with its database 
length. 

 This research was one of those first to use SVM, using 
machines intelligence approach, towards creating gene 
functional predictors. Several SVMs for categorical 
identification and rRNA-, RNA-, but also genetic material 
enzymes had been constructed. Every among these guesses 
which among those 3 types given question molecule 
corresponds into. Those SVMs were concepts that will be 
used to assess economic viability with my methodology. 
Because with these varying amounts overall sequencing but 
also physiological variety, this same various types human 
enzymes provide various amounts significant difficulty. By 
combining the overall learning dataset using SWISS-PROT 
annotating, they were able could generate an artificial level 
of distortion that seems nearly identical to those found with 
actual understanding. Identity but instead bridge testing 
were used to evaluate overall effectiveness for these various 
SVMs. We rate their effectiveness as average through 
excellent. 

 From their understanding, methods relying upon 
nonlinear sequence homology had previously identified 
encoding genes enzymes into any specific course. Those 
1056 Crispr molecules within this successfully trained 
sample, under our PROSITE dataset, belonged into 
hundreds more distinct translational polypeptide families, 
everyone with their unique hallmark pattern. Those couples 
have quite a lot in common. In speaking, oriented” remains 
minimal. Protein nucleotide commonality, for instance, 
equals roughly 10% among individuals from either 
ribosome lineages 30S S4 but also subunit L20, each species 
which are widely represented within this learning collection. 
As a protein result, this intergenic SVM's outstanding 
efficiency throughout this same board unit was largely 
owing to having been educated using just a single, 
comparable optimistic subgroup. 

 Instead, it demonstrates how SVM may locate the 
component that is similar to a broad group of good coaching 
information but absent from the negative collection and 
employ it to acquire optimum categorization. It's intriguing 
to figure out what this common component is for rRNA-
binding proteins. This would assist us to learn much about 
ribosomal proteins and develop more logical prediction 
algorithms. Unfortunately, translating the sophisticated 
SVM internal architecture to biological concepts is also 
challenging, as it is for various nonlinear learned systems. 

 The cross-validation testing predicts for such remaining 
of the coaching collection using SVMs educated on a subset 
of it. The objective was divided into 2 parts. For starters, it 
makes a realistic estimate with demonstrable Secondly, 
precision. This also tests the reliability of prediction ability 
by switching the section available to projection. The rRNA-
binding SVM obtained 95–99 percent accuracy on that 
sample (see Table 3). The precision is great and constant. 
The less-than-ideal outcomes are consistent with the 
coaching set's sequence variability. Utilizing considerably 
larger negativity selection (f 26 percent overall amount if 
it’s affirmative subgroup) for train model SVM instead of 
just original f five rounds decreases overall efficiency into 
85–93% that seems consistent given their viewpoint. 
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 The decline is mostly due to a reduced identification 
rate. The randomly selected, bigger alternative negatives 
subgroup is likely to have a higher amount of incorrect 
negatives which have perplexed the SVM. As a result, the 
SVMs that have been properly educated are expected to 
produce have stronger predictive greater than that partly 
educated counterparts when using the original, better 
balance database. Nevertheless, the fluctuation inaccuracy, 
although little, brings to think a feature that uses SVM 
presumably generally pertains towards computational 
understanding. Specifically, the statistical principles it 
extracts from the training data restrict its prediction 
potential. Any "deterministic" regulation which remains 
aspirational grasps consequently substance in early facts, on 
the other hand, may have a higher potential for 
extrapolation. Once that learning information is complete, as 
appropriate in addition to a low large lot of disturbance, 
because that SVM isn't very good at it. Used, these 2 types 
of algorithms can agree. 

TABLE 2. Cross Validation Tests Outcomes 

 
 

 Both Transcriptome and genetic material are two 
different types of interaction. Proteins are large divisions 
with a wide range of sequences and nucleic acid binding 
modes. The pairwise sequences are typically under 20% in 
one of these groups, but also there was one overall 
commonality of 8%. The functions of Antibodies that 
connect to Genetic material were known as RNA and 
Genetic material enzymes quite varied. There are nucleic 
acid-processing enzymes that identify particular monoclonal 
locations. The correctness of contains SVMs that attach to 
Ran's, as well as Chromatin within the cross-validation 
experiment, was 82–91 percent and 78–86 percent, 
accordingly. We believe that, at the present level on 
corrections rates, such prototypic SVMs may be employed 
as an initial pass of functionality predictions, in addition to 
existing approaches. 

 Both SVMs demonstrated uneven accuracy in separated 
findings for the positive & negative subgroups on the self-
consistency test: 93 percent vs 77 percent, and 76 percent vs 
97 percent, accordingly (see Table 2). Its SVMs' 
sensitivities are strong for such a better score group, but 
their selectivity is low. Sensitive & selection swap places for 
the lower scoring subset. With this information, we can put 
SVMs to actual usage in the right situation. Moreover, the 
imbalance might provide us with insight into how to 
develop. The phenomenon means that the ideal separation 
hyperplane is fundamentally capable of isolating the vector 
1 among them subgroups However, within that 
characteristics region, they were unable cannot prohibit 
elements from any alternative group from entering. The 
characteristics that are connected embedded with 

fundamental characteristics can be tweaked to provide more 
acceptable vectors dispersion. If the penetrating is not 
randomly diffusive, on either hand, using an alternative 
kernel function of SVM might "bend" the space toward a 
greater separating. 

 Our technique is meant to be used in conjunction with 
others often employed in operational genomics. To transmit 
its operational annotations between hits into question, a 
majority of these employ databases searches for similarities 
on sequencing, motif, profiles, or hidden Markov models. 
Recently, its complete genomic for its bacteria P. putida 
KT2440 included 3571 with 5420 accessible sequencing 
elements given the potential purpose using BLAST & 
embedded Markov models searches. If assignments were 
confined on the same approaches, just over one hundredth 
completed chromosomes from these 3 primary categories all 
exist to have about 60 percent identification frequency, 
which seems expected to increase when well chromosomes 
are transcribed all across that world. Several of the 
thousands of genes that aren't allocated by this method may 
have known activities but aren't equivalent matches every 
molecule that has been characterized. With a particular case, 
light, it seems to be important to mention because if  're 
looking for another unique way to express, newly created 
simulated neuronal network networks technique proteases 
were allocated with another substantially bigger proportion 
beyond that for typical person chromosome initial human 
genome draught publication indicated. 

 Despite the fact because ANN researchers considered 
that it hard can evaluate the changes in prediction due to 
technique differences, the work does demonstrate the 
potential benefits of using complementary approaches. It's 
additionally hard to compare the ANN method's 
effectiveness to ours because various there were several 
types of proteins investigated. However, they found this 
fascinating because using the neural approach has some 
compromise as well inaccuracy when estimating positives 
and negatives. For identifying Twelve SWISS-PROT 
groups, as an example, 90% accuracy for estimating positive 
is followed by the comparable 20–90% efficiency in 
estimating negatives. When comparing accuracy levels, the 
proposed technique has proven to be competitive even at 
this early stage. We hope that combining this with other 
approaches, will help to improve the protease functionality 
breadth but instead precision predictions. 

V. CONCLUSION 
 This has shown proven that combining SVM using 
quasi acids makeup towards any revolutionary enzyme 
functionality predictions method was viable. These 3 SVMs 
that developed functioned wonderfully especially simply 
one prototype. We discovered insights to enhance SVM 
using assessment testing. SVM achievement depends on 
features vectors & kernel functional choices, as well as an 
acceptable and low-noise learning dataset. For greater 
precise any formula could forecast, that better accurate it is 
precise any workout setting May been made, therefore 
greater than group, stronger forecasting capability of the 
accompanying SVM. However, as the SVMs have 
demonstrated, being particular in purpose would not 
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necessitate sequence similarity. Some of our greatest 
popular appealing features when it comes to protein 
functioning, SVM is a great way to go. predictions would be 
the separation of sequence or operational similarities. SVM 
requires a lot of computer time to train, test, and tune. 
Predicting is a pretty quick process. We see another 
collection of more supervised learning taught may foresee 
particular functionalities in interpreting information on 
genetic sequences sequence in the future, supplementing 
present approaches to provide more accurate, and high-
throughput gene function predictions. 

REFERENCES 
[1] E.H. Houssein, M.E. Hosney, D. Oliva, W.M. Mohamed, and M. 

Hassaballah, “A novel hybrid Harris hawks optimization and support 
vector machines for drug design and discovery,” Computers and 
Chemical Engineering,vol. 133, p. 106656, Feb 2 2020. 

[2] G.V. Lakshmi, Y. Vasanthi, A. Suneetha, and M.Nagaraju, 
“Imbalanced data in sensible kernel space with support vector 
machines multiclass classifier design,” Journal of Critical 
Reviews,vol. 7, no. 4, pp. 820-4, 2020. 

[3] W.C. Cheng, X.D. Bai, B.B. Sheil, G. Li, and F. Wang, “Identifying 
characteristics of pipejacking parameters to assess geological 
conditions using optimisation algorithm-based support vector 
machines,”Tunnelling and Underground Space Technology. Vol. 106, 
p. 103592, Dec 1 2020. 

[4] T. P.Latchoumi, T. P.Ezhilarasi,and K. Balamurugan, “Bio-inspired 
weighed quantum particle swarm optimization and smooth support 
vector machine ensembles for identification of abnormalities in 
medical data,” SN Applied Sciences, vol. 1, no. 10, pp. 1-10, 2019. 

[5] E. Akman, A.S. Karaman, and C. Kuzey, “Visa trial of international 
trade: evidence from support vector machines and neural networks,” 
Journal of Management Analytics,vol. 7, no. 2, pp. 231-52, Apr 2 
2020. 

[6] M. Shao, X. Wang, Z. Bu, X. Chen, and Y. Wang, “Prediction of 
energy consumption in hotel buildings via support vector machines,” 
Sustainable Cities and Society,vol. 57, p. 102128, Jun 1 2020. 

[7] Sitharthan, R., Vimal, S., Verma, A., Karthikeyan, M., Dhanabalan, 
S. S., Prabaharan, N., ...&Eswaran, T. (2023). Smart microgrid with 
the internet of things for adequate energy management and analysis. 
Computers and Electrical Engineering, 106, 108556. 

[8] T. P.Latchoumi, K.Balamurugan, K. Dinesh,and T. P. Ezhilarasi, 
“Particle swarm optimization approach for waterjet cavitation 
peening,” Measurement, vol. 141, pp. 184-189, 2019. 

[9] T. P.Latchoumi, A. V.Vasanth, B.Bhavya, A.Viswanadapalli,and A. 
Jayanthiladevi, “QoS parameters for Comparison and Performance 
Evaluation of Reactive protocols,” In 2020 International Conference 
on Computational Intelligence for Smart Power System and 
Sustainable Energy (CISPSSE),  IEEE, pp. 1-4, July, 2020. 

[10] D. R. Rani,and G. Geethakumari, “A meta-analysis of cloud forensic 
frameworks and tools,” In 2015 Conference on Power, Control, 
Communication and Computational Technologies for Sustainable 
Growth (PCCCTSG), . IEEE, pp. 294-298, December 2015. 

[11] P.Garikapati, K.Balamurugan, T. P.Latchoumi,and R. Malkapuram, 
“A Cluster-Profile Comparative Study on Machining AlSi 7/63% of 
SiC Hybrid Composite Using Agglomerative Hierarchical Clustering 
and K-Means,” Silicon, vol. 13, pp. 961-972, 2021. 

[12] T. P.Latchoumi, M. S. Reddy,and K. Balamurugan, “Applied 
Machine Learning Predictive Analytics to SQL Injection Attack 
Detection and Prevention,” European Journal of Molecular and 
Clinical Medicine, vol. 7, no. 02, 2020. 

[13] K.Sridharan,and P. Sivakumar,” A systematic review on techniques of 
feature selection and classification for text mining,” International 
Journal of Business Information Systems, vol. 28, no. 4, pp. 504-518, 
2018. 

[14] S.Ranjeeth,and T. P. Latchoumi, “Predicting Kids Malnutrition Using 
Multilayer Perceptron with Stochastic Gradient Descent Predicting 
Kids Malnutrition Using Multilayer Perceptron with Stochastic 
Gradient Descent”. 

[15] I.Manoja, N. S.Sk,and D. R. Rani, “Prevention of DDoS attacks in 
cloud environment,” In 2017 International Conference on Big Data 
Analytics and Computational Intelligence (ICBDAC), IEEE, pp. 235-
239,March 2017. 

[16] Moshika, A., Thirumaran, M., Natarajan, B., Andal, K., Sambasivam, 
G., &Manoharan, R. (2021). Vulnerability assessment in 
heterogeneous web environment using probabilistic arithmetic 
automata. IEEE Access, 9, 74659-74673. 

[17] C. Bhuvaneshwari, and A, Manjunathan, “Advanced gesture 
recognition system using long-term recurrent convolution network”, 
Materials Today Proceedings, vol. 21, pp.731-733, 2020. 

[18] C.Bhuvaneshwari, and A.Manjunathan, “Reimbursement of sensor 
nodes and path optimization”, Materials Today: Proceedings, vol.45, 
pp.1547-1551, 2021. 

[19] M.D. Udayakumar, G. Anushree, J. Sathyaraj, and A. Manjunathan, 
“The impact of advanced technological developments on solar PV 
value chain”, Materials Today: Proceedings, vol. 45, pp. 2053–2058, 
2021. 

[20] M.Ramkumar, R.Sarath Kumar, A.Manjunathan, M.Mathankumar, 
and JenopaulPauliah, “Auto-encoder and bidirectional long short-term 
memory based automated arrhythmia classification for ECG signal”, 
Biomedical Signal Processing and Control, vol. 77, p. 103826, 2022. 

https://scholar.google.com/scholar?oi=bibs&cluster=2853375158684725975&btnI=1&hl=en�
https://scholar.google.com/scholar?oi=bibs&cluster=2853375158684725975&btnI=1&hl=en�

