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 Abstract—India's economy and society are largely 

dependent on agriculture, and the nation currently has one of 

the highest percentages of farm producers in the world. 

Because they are ignorant of new technologies and criteria that 

could help them increase productivity, farmers lose 

production. Farmers require technological assistance and 

support. From January 2015 to September 2017, all call 

records from the Kisan Call Center (KCC) were made public 

by the Indian government. Farmers and agriculture experts 

provided the researchers with similar KCC datasets. We 

identified four key areas in need of information support based 

on both sources: plant protection, pests (diseases), weather, 

and best practices.Natural language and in-depth learning The 

use of chatbots has increased significantly in recent years. They 

are used in many different fields, such as personal assistance, 

reservation systems, and customer service. To overcome 

challenges in their fields, farmers continue to rely significantly 

on the advice of their colleagues. Inadequate usage of these 

technologies has prevented farmers from receiving the crucial 

information on time. This project aims to develop "AgriBot," a 

closed-domain ChatBot for the agricultural industry. Farmers 

can interact with closed-domain and get expert advice about 

their industry. The basis for “AgriBot” is the RASA Open-

Source Framework. The “AgriBot” deciphers the user's words 

to determine the issue and entity, then retrieves and distributes 

the solution from the database.We tested the Bot with existing 

data and found it to be promising. 

 Keywords—Rasa, Deep Learning, NLP, KCC, Agribot, 

Personal Assistant 

I. INTRODUCTION 

 By leveraging natural language technology to respond 

to questions on agriculture, horticulture, and animal 

husbandry, our Agri Chatbot can have a significant 

influence on marginalized communities. The farmer will be 

able to access localized information and agricultural 

information, including weather forecasts and the current 

market prices of different crops in his or her region. On the 

Kissan website, a farmer can send a direct message to our 

AI-enabled Chatbot and receive a response in their native 

tongue. Our approach would make it possible for the farmer 

to ask as many questions as they like, whenever they like, 

which would help current farming technology spread more 

quickly and to more farmers. 

 Below are a few examples of chatbot developments in 

the field of agriculture: 

 This research uses a virtual conversational assistant to 

ask a question about agriculture and receive a text response. 

Further improvement is possible by responding in the 

respondents' native tongue, and production and rainfall 

predictions are also possible. In its path to efficiency, 

sustainability, and meeting the world's food demands, 

agriculture is predicted to experience exciting times in the 

future thanks to the use of cognitive technologies. Natural 

Language Processing techniques are used by this 

conversational assistant to comprehend user inquiries in 

their native tongue. This will enable the machine 

tounderstand input queries that are grammatically incorrect 

[1]. The user queries go through a pre-processing stage 

where they are first tokenized into words, stop words like a, 

is, and the like are eliminated to reduce the likelihood that 

the queries will be classified according to their respective 

classes, and finally the steaming process is carried out where 

the words are converted to their root words. For the 

classification method to process the words effectively, they 

are first transformed into a bag of words and then into a 

vector form. The training dataset is then used to train the 

bot. The gradient descent approach is used to form a neural 

network from the training set of data and optimize error [2]. 

 The same pre-processing steps, classification steps, and 

neural network formation are applied to the test data set. To 

obtain accurate findings, the class with the highest 

probability is iterated. 

 We aim to create a chatbot that can respond to farmers' 

basic questions and possibly offer some agricultural 

information. We therefore have total visibility throughout 

the agricultural value chain thanks to the traceability 

software we are utilising from Source Trace. It affects how 

farmers live, aids in the adoption of data-driven agriculture 

by an organisation, and promotes improved stakeholder 

relationships and trust[6]. Half of India's workforce was 

involved in agriculture, which contributed 17–18% of the 

nation's GDP. In 2014, the employment rate in agriculture 

and closely associated businesses including forestry, animal 

husbandry, and fisheries was over 31%. In 2016, these 

sectors contributed 15.4% of GDP. 

 In order to enable remote contact between users/farmers 

and the agricultural environment, this project aims to 

develop a chatbot that makes use of natural language 

processing.  Our goal is to develop a chatbot that can 

respond to common inquiries from farmers and provide 

knowledge and solutions related to agriculture. This chatbot 

can learn on its own and improvise responses because it has 

received training in natural language processing [3].Farmers 

or agriculturists are the study's intended audience. Their 

efforts will be based on the developed model. The results of 

the study will therefore be useful to agriculturalists. 
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II. MATERIALS AND METHODS 

 We suggest an Agribot as a solution, which is 

interactive for farmers and can quickly and effectively 

respond to their questions[4]. The workflow begins with the 

bot responding with a "hello" message, after which farmers 

will ask questions and the bot will provide potential answers 

based on the trained dataset we provided for training. We 

use RASA as a tool to create personalised AI chatbots using 

Python and NLU (NLU). The user can train the model and 

add custom actions as well. 

A. Data Overview  

 On the Rajasthan KCC dataset, we are working. The 

researchers received inquiries from farmers and agri-experts 

that were comparable to those they discovered in the KCC 

dataset. 

 They identified two key areas in need of information 

support based on both sources: 

•  Plant Protection: In the KCC dataset, 30.59 percent of 

the farming calls—or nearly half of the dataset—were 

about questions relating to plant protection. 

•  Weather: In the KCC dataset, 46.67 percent of the 

farming calls—or nearly half of the dataset—were 

connected to weather-related inquiries. Farmers eagerly 

awaited weather updates because rain can wash away 

expensive insecticides that have been sprayed and 

because the ideal time to harvest crops depends on the 

weather. 

•  Market Information: 13.5% of farming-related 

questions concerned market data. It primarily contains 

inquiries about the mandi rate and market rate of a 

select few crops, including guar, groundnut, and others. 

•  Fertilizer Usage and Availability: In the KCC dataset, 

20% of the farming calls—or nearly half of the 

dataset—were connected to inquiries about plant 

protection. It informs the farmer on the type of fertiliser 

needed for the crops, among other things. 

•  Soil testing: In the KCC dataset, 10% of the farming 

calls—or nearly half of the dataset—were connected to 

inquiries about plant protection. 

•  Nutrient Management: In the KCC dataset, 28 percent 

of the farming calls were related to plant protection 

related questions which is almost nearly half of the 

dataset.It gives insight to farmers the nutrients that need 

to be given to the pulses and crops. The rest of the data 

set includes minor factors like varieties, Government 

schemes, etc.  

 Data from the Kisan Call Center (KCC) is comprised of 

questions posed by farmers and the KCC's replies. The 

complete corpus is accessible on the official website of the 

Indian government, "data.gov.in," under the name Kisan 

Call Centre[10]. Data in CSV format is available from the 

years 2006 through 2020. Every month, a different 

catalogue is kept for each district in each state. There are 11 

fields total on each call log, including the KCC agri-

response. expert's 

 

Fig.1 Different Variables in the data 

•  Season: Details about the season during which the 

query was posed. 

•  Sector: What industry was the question about? 

Examples include agriculture, horticulture, animal 

husbandry, and fishing. 

•  Category: Which category, for instance—vegetables, 

animals, cereals, drugs and narcotics, etc.—does the 

query concern within a given sector? 

•  Crop: Which crop is in question? Examples include 

potatoes, paddy, wheat, bananas, goslings, and others. 

•  Query Type: such as Plant Protection, Weather, 

Nutrient, Management, etc., fall within the general 

category of specific question posed. 

•  Query Test: The user's actual inquiry. 

•  KCC Answer: Response given to caller Kisan by the 

KCC agent. 

•  State Name: State in which the question has been asked.  

•  District: The state where the query was posed. 

•  Block Name: Block in the neighborhood where the 

question was posed. 

•  Created On: Date that the question was posed. 

B. Exploratory Data Analysis 

 For our investigation and demonstration, we examined 

the Rajasthan data set from 2015 to 2020. There were 

1,16,163 searches. More than 50% of inquiries are on the 

season Rabi, which is followed by Kharif and NA. 

According to industry-specific analysis, agriculture and 

horticulture account for about 85% of all enquiries. 

 

Fig. 2. Describes different Crop Types In each season 
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Fig 3 Shows the different Queries by the farmers across various sectors 

 As we look more closely at the questions, we discover 

that the two most important agricultural seasons in India, 

Kharif and Rabi, come up frequently. This data can be used 

to scale up or down the number of servers required and to 

calculate the infrastructure needed to host the solution [11]. 

Farmers ask questions in a number of subject areas, with 

agriculture and horticulture being the most popular ones. 

This is also in line with the fact that the majority of 

Rajasthan's agricultural production consists of cereals, 

vegetables, and pulses. This allocation could help the both 

of them become more effective. 

 Farmers have a wide range of queries, with season and 

crop-related inquiries being the most common. 

 

Fig 4 Shows different Queries from farmers on various crops and season of 
the region. 

C. RASA Framework 

 Rasa is a tool that builds customized AI chatbots using 

Python and NLU (NLU). Rasa offers a platform for building 

AI chatbots that make use of natural language 

comprehension (NLU). Moreover, the user can train the 

model and add unique actions [12]. Slack, Microsoft Bot, 

and Facebook Messenger are just a few of the platforms 

where chatbots created by Rasa have been implemented. 

Rasa is composed of two primary parts: 

•  Rasa NLU (Natural Language Understanding: The 

open-source natural language processing programme 

Rasa NLU ascertains the user's request, extracts the 

entity from the chatbot in the form of structured data, 

and helps the chatbot understand what the user is 

saying. 

•  Rasa Core : Instead of utilising an if/else statement to 

determine the best course of action, a chatbot system 

with machine learning-based dialogue management 

forecasts the best path of action using a probabilistic 

model like an LSTM neural network. Under the hood, 

reinforcement learning is also used to improve the 

prediction of the best course of action.                                                                

D. ChatBot Implementation  

 Before beginning programming, Rasa must be installed 

because it is an open-source framework. Using a virtual 

environment to prevent version inconsistency across various 

components is strongly advised. 

Environment Preparation 

 •  Download and Install the latest python library using 

below commands for windows machine.   

pip install python  

•  To create a virtual environment, decide upon a directory 

where you want to place it, and run the venv module as 

a scriptwith the directory path. 

python3 -m venvchatbotenv 

•  Once you’ve created a virtual environment, you may 

activate it.  

 \chatbotenv\Scripts\activate.bat  

•  Install the rasa framework on the same directory.  

 pip install rasa  

•  initialize rasa project. 

 rasainit 

 

Fig 5. Shows the default screen of the Environment preparation. 

E. Model Pipeline Design 

 A pipeline-based general framework is Rasa NLU. Rasa 

has a lot of versatility as a result. 

 Each component's data processing order is specified by 

a pipeline. Some components are dependent on one another. 

The pipeline will fail if even one of these dependence 

conditions fails. Rasa NLU examines each component's 

dependence requirements individually. Rasa will halt the 

program and issue the appropriate errors and warnings if 

any of the dependency requirements fail [13]. 

 Language model component: This loads the language 

model files to support the following components. There 

are multiple inbuilt language models available and we 

have used LanguageModelFeaturizer in Agribot. 

 

Fig 6 – Shows different language model files that supports Different 
components. 
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 Tokenizer component: Languages and tokenizer 

components have a close relationship. All languages 

cannot be supported by a tokenizer. You should select 

the right tokenizer based on the language that will be 

your target. Space-splitable languages can employ 

"Whitespace Tokenizer." In other words, if English is 

your target language, you should utilise "Whitespace 

Tokenizer." You should utilise "JiebaTokenizer" for 

Chinese. In languages (like Japanese, Chinese, or 

Korean) that don't employ space to break words, "Mitie 

Tokenizer" (which makes use of a pre-trained model 

from MitieNLP) is typically used for word 

segmentation. The tokenizer you choose should be 

compatible with the language that your pre-trained 

model uses. [14] [17] Currently, "Spacy Tokenizer" 

supports 63 different languages. We have supported 

English language hence ―Whitespace Tokenizer” is 

used for our Agribot. 

 

Fig 7 – Shows DifferenetTokenizer for differentrequired languages. 

 Featurizer component: Features supplied by upstream 

components are necessary for entity extraction as well 

as intent classification. To perform feature extraction, 

developers can employ a variety of components [18]. 

Developers can freely select and mix those components, 

as they have feature union functionality implemented. 

We have used RegexFeaturizer in Agribot. 

 

Fig 8. Shows different type of feature Expressions used according to the 

Requirements. 

 Entity extractor component: Rasa is compatible with 

several entity extraction components. With a few 

exceptions that can be utilized together under specific 

circumstances, the majority of those components 

shouldn't be used together. A few components can only 

create predefined entities; they cannot be educated on 

the entities that the developer creates. Rasa suggests 

DIETClassifier [21] because it typically performs 

better; as a result, we have followed her advice. 

 

Fig 9. Different Entities that RASA supports. 

 Intent classifier component: This element is used to 

categories each query's intent[13]. DIETClassifier is 

suggested by Rasa for improved performance. 

 

Fig 10.Shows different Classifier to be used for better performance. 

 Structure output: This generates structured data from 

the prediction results that have been organized. This 

portion of the pipeline is a built-in function rather than 

a component. It cannot be directly accessed by 

developers as a component. 

 

Fig 11. - Shows the Pipeline of the Data Processing. 

The following pipeline is designed for Agribot 

 

Fig 12. Shows the snippet of the Pipeline that was followed. 

F. Session Configuration 

 

 The session is a conversation between the user and the 

bot. One session can persist for multiple dialogue turns. 

Currently,[22].  

Rasa supports two types of session configurations 

• session_expiration_time: specifies how many minutes 

after the user receives the most recent message the 
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message will expire. If it is set to 0, there is no 

expiration time. 

•  carry_over_slots_to_new_session: decides if the 

system should carry over the slots from the previous 

session to the new session. If set to false, the previous 

session's slot values will not be sent to the next session. 

G. Training Data Preparation 

•  nlu.yml: We have training data for several intentions in 

the NLU training data file. The name of the intent and 

the name of the entity make it simple to determine its 

meaning. All of the training data for our project is kept 

in the data/nlu.yml file. We'll show you a portion of the 

training file right here. 

 

 

Fig 13. Shows the stored training data in yml file format. 

 stories.yml: Rasa gains knowledge from conversations 

and organises it through story-based instruction. A 

high-level semantic method of capturing talks is the 

tale. Together with user expressions, it also documents 

when the system's state changes correctly. 

 

Fig 14.Shows the stored user expressions from user’s. 

•  domain.yml: All the knowledge a chatbot requires is 

defined by a domain, including intents, entities, slots, 

actions, forms, and responses. All of this information 

provides precise definitions of a model's inputs and 

outputs. This is the domain file that has been prepared 

for Agri Chatbot. 

 

Fig 15. Shows the clear definitions of the inputs and outputs of a model 

H. Train the Model 

 We can start the model to modify the weights based on 

training data once we have prepared all of the training data 

and placed the file or appropriate folder structure. In order 

to verify the accuracy of the module, we may also prepare 

the testing data. The interactive shell creation and execution 

commands are listed below. 

 rasa train 

 This command will train the model using the NLU train 

data, story data, and configuration. By doing this, the model 

zip file will be created and saved in the default model folder. 

 rasa shell 

 With this command, you can interact with the bot by 

running the Rasa server and launching the interactive 

command line interface. 

III. RESULT AND DISCUSSIONS 

 The user was able to communicate with AGRIBot and  

it was able to recognise the entity and intent for which it was 

taught.The Bot shared the user with the proper response it 

had found in the database. Even for questions that were 

beyond the capabilities of the Bot, it performed effectively. 

The AGRI ChatBot is intended to seamlessly respond to 

beneficiary questions, and it is an effort to give mass 

farmers access to a channel of communication through 

which they can ask questions and receive answers at any 

time without having to be concerned about call centre 

operating hours or network congestion problems. We 

decided to add the chatbot to this platform because the 

Kissan website has one of the most popular chat platforms 

in India. The user can then continue with their questions 

when the bot responds to their greeting with an appropriate 

welcoming message about itself. The bot will check to see if 

the user is satisfied with the response after providing the 

information and will then welcome any additional questions. 

If the response is unsatisfactory, the bot will give the farmer 

the phone number to call the call centre during business 

hours. 

 The NLP algorithms can be integrated in a variety of 

ways to build up a solution on the RASA platform, which is 

the foundation around which the bot has been constructed. 
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We can use the platform's pre-built models or feed it any 

custom models to create the final model utilising transfer 

learning with the given data. 

 

Fig 16. The above figures show the snippet of the response from the bot for 

all scenarios where the confidence rate was high enough from our bot. 

 

 

Fig 17 – Shows all the Queries from the Farmer tested by us and the 
Replies captured from the Agribot developed in Tabular form. 

 A beneficiary may ask some questions that are not 

relevant to the FAQ in response, which the bot might not be 

able to address. When this occurs, the bot will choose for a 

fallback response because it has less than a 70% confidence 

in its ability to respond to the inquiry. 

 We have tested the built model and found it to be 

satisfactory in providing a relevant response. 

A. Discussion on the Result 

 Almost half of the population in India depends on 

agriculture for a living, making it a significant source of 

employment. The general public requires information on a 

variety of topics, including weather, seeds, crop protection, 

schemes, etc. The KCC was created with this objective in 

mind, and it has been assisting farmers for a number of 

years. The weak network connectivity and scarcity of 

contact centers, however, impede the flow of information 

that is so important to farmers. In an effort to close this gap, 

AGRIBOT chooses the advantages from both ends. 

 We strive to use a chat channel to provide farmers with 

the information they require, while at the same time using 

the massive KCC dataset. 

 In an effort to test the bot, we have built out a FAQ-like 

chatbot that can respond based on previously asked 

questions using a tiny portion of Rajasthan's KCC data set 

for the last five years. Our goal was to have the bot react to 

the beneficiary's general inquiries. The bot responds to the 

queries fairly well in our minified dataset. 

IV. CONCLUSION 

 Agribot is the first attempt to combine two previously 

distinct economic sectors for the laudable goal of providing 

Indian farmers with information promptly and easily. In 

order to provide the end users (farmers) with a smooth user 

experience via the Kissan Website and assist them in finding 

answers to their questions at any time, big data technology 

and mobile technology have been combined. 

 On the one side, this will save call centre expenses, and 

on the other, it will allow the beneficiaries to get the 

information whenever they need it without having to wait 

for KCC to open or worry about network congestion 

problems. The system also introduces a balancing act in that 

it either responds to inquiries that it can understand from the 

current corpus or else offers the end users a seamless way to 

contact a call center for support by supplying the call center 

number. 

 Although the solution in this paper is only a proof-of-

concept, it can absolutely be developed further and made 

into an enterprise solution because the sample testing results 

were encouraging. The following stage allows us to include 

additional solutions to expand the corpus depending on any 

new queries submitted by users and their resolution using 

the KCC representative's suggestions. 

A.  Future Scope of AgriBot  

Virtual Conversational Assistant Chatbot 

 Here, a text response to a question about agriculture is 

provided. Further improvements can be made by responding 

in their own native tongues, and productivity and rainfall 

predictions can be added. In its path to efficiency, 

sustainability, and meeting the world's food demands, 

agriculture is predicted to experience exciting times in the 

future thanks to the use of cognitive technologies. Natural 

Language Processing techniques are used by this 

conversational assistant to comprehend user inquiries in 

their native tongue. This will enable the machine to interpret 

input queries that are grammatically incorrect. The user 

queries go through a pre-processing stage where they are 

first tokenized into words, stop words like a, is, and the like 

are removed to reduce the likelihood that the queries will be 

classified according to their respective classes, and finally 

the stemming process is carried out where the words are 

converted to their root words. For the classification method 

to process the words effectively, they are first transformed 

into a bag of words and then into a vector form. The training 
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data set is then used to train the bot. The gradient descent 

approach is used to form a neural network from the training 

set of data and optimize error. 

 The same pre-processing steps, classification steps, and 

neural network formation are applied to the test data set. To 

obtain accurate findings, the class with the highest 

probability is iterated. 

• TEXTUAL ASSISTANT CHATBOT: Agricultural 

chatbots are essential to the agriculture sector since they 

help all farmers and those with an interest in 

agricultural operations by assessing their questions and 

giving them the right answers. Most questions may be 

answered by this Question-Answer system accurately 

and without the need for human intervention. Greater 

human resource utilization and the avoidance of 

unnecessary costs related to the opening of additional 

contact centers would result from this. Natural 

Language Processing techniques are used by this 

conversational assistant to comprehend user inquiries in 

their native tongue. This will enable the machine to 

interpret input queries that are grammatically incorrect. 

The user queries go through a pre-processing stage 

where they are first tokenized into words, stop words 

like a, is, and the like are removed to reduce the 

likelihood that the queries will be classified according 

to their respective classes, and finally the stemming 

process is carried out where the words are converted to 

their root words. 

• GPT BASED CHAT BOT: Generative Pre-Trained 

Transformer is referred to as GPT. The term 

"generative language model" refers to Chat GPT. In 

reality, it is regarded as an AI chat that has been 

programmed and created to carry on normal 

conversations. OpenAI, a research firm, owns Chat 

GPT. By creating innovations and attempting to raise 

their levels by assessing the quantitative and qualitative 

data in various ways, GPT-based chat bots have 

provided solutions. Upgrading to these tiers will 

definitely assure two-way communication. The worst 

error any chatbot can do is to make the user wait for a 

response; in this case, the farmer. This will let the user 

down and make them look for other options. Based 

simply on online data, this new machine-learning model 

was able to produce any kind of writing. And it was the 

most accurate representation of its kind ever made! The 

GPT-based chatbots are so advanced, according to 

Open AI, the company that created the technique, that 

they can pass the Turing test. 

• INTEGRATING BERT MODEL WITH RASA:  BERT 

is an acronym for "Bidirectional Encoder 

Representations from Transformers." It is a machine 

learning method based on transformers that Google 

created for pretraining natural language processing. 

Jacob Devlin and his Google colleagues developed and 

released BERT in 2018.In order to understand the 

context of the statement, BERT uses bidirectional 

training, which reads the sentence from both directions. 

Just keep in mind that BERT is an encoder. It is lacking 

a decoder. 
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