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Abstract.  

 
    The invention and upgrading of systems and instruments that collect data at each point 

are narrowing the world. As a result, data is growing at an exponential rate. We are unable 

to process such a vast volume of information in a timely manner. The data comprises 

numbers that change over time, as well as other factors and functions that cause it to fluctuate 

suddenly. Anomaly is a term used to describe an abrupt change in data from its standard. 

The purpose of this survey is to present the deep learning approaches and the deep learning 

architectures with which we can detect anomalies. The review also presents the summarized 

view of the various approaches, techniques, datasets used to detect the anomalies in the 

studies done over the years. The prime goal of this paper is to summarize the various deep 

learning approach, architecture, and datasets with which we can detect anomalies.     
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1. INTRODUCTION 

The Anomalies are rapid changes in data from normal deviation into clusters. Anomaly 

detection is the process of analysing the data provided by machines or sets of machines to 

find abnormalities. Anomaly detection has recently had a big influence in areas including 

hospital monitoring systems, security, banking, IoT and sensor networks, marketing, and 

natural disasters. As a consequence, anomaly detection has been a popular research topic for 

decades, owing to its intrinsic complexity and tumultuous nature[1]. While traditional 

techniques of identifying anomalies have existed for a long time, deep learning emerged to 

outwit numerous learning tasks by learning complicated data using neural networks, which 

are computer representations of brain neurons. Many research methodologies are employed 

to build the most effective model that can identify irregularities with a reduced signal to 

noise ratio. The goal of such a model is to detect as many outlier clusters as possible while 

reducing risk. The necessity for new models that can evaluate enormous datasets was 

essential since previous approaches could not handle such quantities to create outliers. 

Traditional approaches failed to optimise time-series, picture, and sequential data due to 

their complicated structures[2]. Whereas a standard model relies on human feature selection 
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from a dataset, a model using deep learning outlier detection may learn graded 

discriminative features[2]. 

2. DIFFERENT DEEP LEARNING APPROACHES FOR ANOMALY 

DETECTION 

2.1. Supervised anomaly detection 

Separating training and test datasets is essential for supervised anomaly detection. 

Despite better efficiency and outcomes, semi-supervised and unsupervised techniques of 

anomaly detection were more reliable due to greater unlabeled training samples in the 

created dataset [2][3].  

2.2. Unsupervised Anomaly Detection 

Unsupervised deep learning anomalydetection builds and trains a model using an 

unclassified and uncategorized dataset[1]. A model evaluates unscaled datasets and predicts 

hidden patterns. It is explained in the study publication [2] that an unsupervised anomaly 

detection system is able to learn from the data and find anomalies by separating normal from 

abnormal data points. 

2.3. Semi-Supervised Anomaly Detection 

It is using both scaled and unscaled datasets to train a model is called hybrid 

learning[4][5].The scaled to unscaled data ratio is decreasing, indicating that less scaled data 

is used for training and more unscaled data is used for better outcomes [6].   

3. DIFFERENT ARCHITECTURES IN DEEP LEARNING FOR ANOMALY 

DETECTION 

3.1. Multi-layer Perceptron neural network 

Multilayer perceptron (MLP) is a multiple layered feed-forward neural network[7], [8]. 

These activation functions[9] are represented as   

y(vi) = tanh (vi)                                                                          (3.1) 

y(vi) = (1 + e-vi)-1                                                            (3.2) 

Here, back-propagation, popular supervised learning technique is used for training the 

dataset[9]. 

The multilayer perceptron neural network as given: 

Let us consider dj as the targeted value and yj as the output value calculated by the perceptron 

algorithm. Now the error in one neuron is generated by: 

ej (n) = dj (n) – yj (n)                                                             (3.3) 

with which our error function is calculated by: 

ɛ (n) = 
1

2
 Ʃ ej

2 (n)                                                                             (3.4) 
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Now apply the gradient descent, the value while updating the weights in each cycle is 

calculated by: 

Δ wij (n) = - ղ (d ɛ / dvj ) yi (n)                                                                (3.5) 

3.2. Convolution Neural Network(CNN)  

       CNN prioritises the local dependencies in the input data gathered earlier in the process. 

Many engineers, academicians built CNN models using image datasets. A variety of 

methodologies and datasets have been used by other researchers to create the model [10]-

[11]. 

3.3. Recurrent Neural Network 

It  is a type of advanced deep learning that operates by sending the  hidden layer output 

back to the input layer, resulting in the prediction of that layer's output [14]. Unlike other 

neural networks, RNNs have an internal memory that allows them to perform the same 

function for each input.  

3.4. Long Short-Term Memory  

In Researchers developed the LSTM as a sophisticated RNN in the late 1990s and early 

2000s[10]. The vanishing gradient issue in RNN happens when back-propagation is used to 

train a model [17]. LSTM is an efficient solution. Advanced recurrent neural network 

architecture that uses previously stored data to analyse and forecast abnormalities [15].  

 
 

(a) LSTM network architecture14 (b) An architecture of adversarial 

autoencoder19 

 Figure 3.1  An architecture of LSTM Network and adversarial autoencoder 

3.5 Adversarial Auto Encoder  

Adversarial Autoencoder (AAE) is a promising strategy in deep learning to identify 

anomalies that may transform an autoencoder model into a generative adversarial network 

with the primary goal of minimising AE reconstruction error and mapping a prior to the 

hidden code vector[13]. 

3.6 Restricted Boltzmann Machine 

It is a stochastic neural network controlled by energy principles and distinguished by 

variables such as entropy, energy, and temperature[16]. With applications ranging from 

feature extraction to filtering to pre-training neural networks to picture reconstruction [33-

42], networks are increasingly becoming unsupervised learning machines. RBM is an 
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unsupervised learning technique with two layers: input and hidden. Because there is no 

output layer, the propagation entails returning the reconstruction to the input layer[15].   

3.7 Generative Adversarial Networks 

      In order to simulate the large variety of distribution of complicated and multi-

dimensional data, we need more sophisticated approaches, such as generative adversarial 

networks (GANs)[16],[17]. The primary flaw of GANs is that they are unstable to train and 

provide absurd outputs. 

3.8 Deep Belief Networks  

Deep Belief networks (DBNs)[18] are generative model for neural network that stack 

RBMs layer by layer and carry out the learning process.  

 

 

(a) Multilayer perceptron network architecture7 (b)Deep belief network architecture 

               Figure 3.3 Multilayer perceptron and Deep belief network architecture21. 

Above architecture of DBN shows us the combine structure of simple and hierarchical 

connected RBMs [19]. 

3.9 Autoencoder  

     The key objective of an autoencoder is to learn in an unsupervised manner interpretation 

of the dataset which can later be used to solve several real-life applications[20].Also, several 

variations of regularization techniques for autoencoders were studied in various case studies 

which includes Sparse Autoencoders[21]–[23],Denoising Autoencoders[24], [25] and 

Contractive Autoencoders[26].  

3.10   Deep Neural Networks 

Moreover, with these features DNNs is widely used for anomaly detection methods 

surpassing the effectiveness and accuracies of MLP, CNN, RNN, LSTM, RBM and LSTM 

and are being used as black boxes in a model with their dense non-linear structure[27], [28]. 

4. COMPARISON RESULTS 

 Supervised, semi-supervised and unsupervised approaches were presented in the paper 

reviewed throughout the research, but most importantly unsupervised learning approach is 

most desired for anomaly detection.Couple of more anomaly detection architecture based 

on LSTM[29], LSTM-SVM[30], CNN-LSTM[11], LSTM-RNN[32] and Stacked 
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LSTM[31] were observed where we could see various decision function and some methods 

are extremely good where maximum ratio of anomalies was detected whereas some were 

average.This research was conducted by making model to detect anomalies from normal 

patters using deep Auto-encoder and restricted Boltzmann machine which uses 

backpropagation by setting equal inputs, outputs and generate the results based on MSE, 

RMSE and AUC.Last but not the least, we observed Deep Auto-encoder (DAE) architecture 

[33]which elaborates the need of hybrid semi-supervised anomaly detection model which 

could minimize the complexity observed in dimensionality in high dimensional space for 

high-dimensional data.  

5. CONCLUSION 

This paper presents the Deep learning anomaly detection approach and methods along 

with the literature survey based on the approach, detection technique, architecture, datasets 

used, and result obtained. The prime goal of this paper was to summarize the various deep 

learning approach, architecture, and datasets with which we can detect anomalies. Another 

aspect of this research was to find the application areas within deep learning for which we 

can opt anomaly detection technique. Anomaly detection using deep learning technique is 

the major area of research and this paper could be useful for researchers in the field. 
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