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Abstract 

In these years, digital medical data has increased exponentially, and web search is becoming 

very common.   Information Retrieval (IR) provides users with the needed information. 

However, it is tedious retrieving relevant information for several reasons. One important 

reason is more than one meaning of the word. The medical domain is sensitive, and 

appropriate and timely information retrieval is necessary. To enhance medical information 

retrieval, we present an information retrieval framework for retrieving articles and medical 

information according to the query given by the user. We used a vector space model. The 

health care information retrieval system would be helpful for doctors, patients, and 

researchers to get information related to their queries. The retrieved related medical records 

could help in diagnosing and treatment of associated diseases. We used data set TREC-15, 

for experimental evaluation of the model and obtained promising experimental results.  
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1. INTRODUCTION 

Medical information searching is becoming very common in present days of digital era and 

the availability of huge digital data. Health care retrieval systems are very help full for 

various types of users, such as patients, doctors, and researchers, to access medical 

information [19]. An information system is understood as a method of searching of 

information from the web. Users expect relevant retrieval of contents for the query given by 

them. The query given is matched with the metadata that is about the details in the contents 

collection. The user needs some sort of information, and the need is formed as a query. 

Matched documents with the query are returned as a search result. The information is now 

available on many types of platforms like websites, social media platforms like Twitter, 

Github, and records of hospital. Searching for health content is very popular these days, and 

it is the foremost important domain in information retrieval [22]. Physicians want evidence 

related to the best curing methods for their patients' diseases. 

These evidences are available in articles, historical books, and reports which are earlier faced 

by some expert physicians, researchers. The analysis presented in [22] shows that most 

commonly search is done for the following information, specific disease related information, 

treatment, doctors, hospitals, medical insurance, food, drug safety, health or environmental 

threat [22].  
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Information retrieval for medical is challenging as medical sciences is very vast and diverse 

[18, 22]. Publications and organizations are some examples of information resources [22]. 

The major challenge of IR is the heterogeneity of the information resources. Search engines 

display retrieved information in the list form. It is very tedious searching for information 

relevant to the user from the long list [3,4]. Information retrieved and stored in the 

meaningful cluster would be helpful for efficient searching, where clustering could be used 

[5,6,7,8]. In [9], the author explored the evolutionary approach of clustering for searching 

[9]. 

The remainder of the paper is organised as follows: Section 2 is literature survey discusses 

related research, and section 3, presents the methodology of our study. Section 4 presents 

experimental results and analysis, and section 5 is the conclusion and future work. 

3. DESIGN AND METHODOLOGY 

Medical information retrieval is a sensitive and challenging task. This section discusses 

some related research. Abadeh MS [1] discussed approaches to dilute fuzzy systems with 

learning methods made in soft computing. Neural and fuzzy systems will dilute the 

approximate reasoning method of fuzzy systems with the capabilities of learning neural 

networks and algorithms. He also said that genetics-based learning algorithm and discussed 

its usage to detect intrusion in a computer network. Aravind et al.[2], He presented that they 

will describe a magnificent approach to fetch related medical articles from PubMed 

collection, based on a required given query. So his Information Retrieval system consists of 

3 parts: inverted indexing using Lucene, lexical query expansion to increase recall with Meta 

Map, and reranking aimed at optimizing the system. He evaluated his system using 30 

medical queries.  Yang [10],  disc ered  in his study that  the  present  search engines in web  

often cannot handle the medical search efficiently because of not considering the special 

requirements of search. An uncertain procedure for a medical information searcher about 

questions and is unfamiliar with medical terminology. So, the author sometimes prefers to 

pose long queries, saying symptoms and the situation in English to receive information 

relevant from the search results. Eysenbach Gunther [11] identified that e-Health is an 

essential field in bisecting the medical informatics, business, referring to health services and 

information enhanced by searching on the Internet or related technologies. More broadly, it 

characterizes both technical development and state of mind and attributes like attitude, 

commitment, global thinking, to improve health care logically, and communication 

technology. Estrela [12] discussed the importance of Medical Image Processing in e-health 

and telemedicine. This will enable rapid diagnosis with visual, quantitative, and analytical 

assessment. Remote care could reveal some important changes that indicate a therapy 

progression. For example, Covid disease evaluation uses behavioural tests, PET scans and 

MRI of the whole brain. The collection of diverse images offers some chances to improve 

diagnosis the evidence-based. So there is some need for proper methods to search some of 

these collections for images with similar images. Wang et al. [13], stated that medical 

information retrieval set a goal to discover the scientific evidence to support decision making 

with some knowledge in the medical domain. Knowledge developed by domain experts is 

able to enhance the understanding of the free text with some knowledge in the domain. 

Structured knowledge bases represent the information as a group of knowledge graphs 

consisting of nodes and edges. This representation has a long history in logic and artificial 

intelligence. Strictly, UMLS is used chiefly knowledge base in the medical domain. UMLS 



 

Proceedings-AIR2022, River Publishers (ISSN: 2794-2333) 

 

 

593 

is a classroom of biomedical terms and concepts. Kasban et al. [14], presented a method to 

retrieve the medical images for searching the required image for the query image in the 

database.  Nishant et al. [16], experimented with Random Forest. Bayesian Classification, 

Decision Tree, and SVM for medical Data. The  SVM algorithm demonstrate highest 

precision and F-measure.   Nishant et al. [17] presented an experiment with sampling 

methods to improve classifiers' performance. Most of the data in the medical is a class 

imbalance. Therefore, it is required to apply some sampling methods before any 

classification to improve the performance.   Di Girolamo, Nicola [20], used and evaluated 

the Bayesian algorithm for information retrieval and clinical decision support. 

4. DESIGN AND METHODOLOGY 

This section present methodology we used in our study, and the data details used for the 

experiments. 

3.1 Vector Space Model:   

It is a very  popular framework for applying term weighted. Term frequency inverse (TF-

IDF) is used to weight the term, which shows the term's importance [25]. 

Following formulas for representing the documents as a vector space model. In this model, 

each document is considered as a vector in the term-space. 

Inverse document Frequency = 1/(log(DF)+1)      (1) 

TF-IDF = TF*(1/(log(DF)+1))          (2) 

TF – (count of a required word in query)/ (Total no of words in the document) 

DF – (No of documents that contain the required word)/(Total number of documents present 

in the corpus)  

 

 

                                               Figure 1. Workflow of our process 

3.2 Data Description 

We used the TREC-15 dataset for this project. TREC-15 consists of 128491 rows and four 

columns. 

Dataset consists of columns like topic-id, query, question, and narrative. 

Corpus tokenizer tagger parser Document

User Query

Result 
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Topic id refers to the id of the topics. Query refers to the type of query that the user is giving. 

The second dataset consists of country, latest, long, and dates columns. The country says the 

country in which the given covid cases are registered. The latest gives the number of cases 

up to then those are registered. Long gives the largest number of cases registered in a period. 

Dates represent the covid cases recorded on the specific date. 

3.3 Relevance based Evaluation: 

The main goal of the IR system is to retrieve relevant information/documents. We 

considered the relevance and diversity of the search for the evaluation. To measure how the 

models performed in this regard, we use precision, recall, and f-measure matrices. 

Information retrieved could be true positive (TP), false positive (FP), true negative (TN), or 

false negative (FN). TP + FP are the total numbers of documents retrieved, while TP+FN 

are the relevant documents [23]. 

Precision is a fraction of the relevant documents retrieved. 

Precision = (TP) / (TP + FP)                                                                       (3)   

Recall  is  fraction of the relevant documents retrieved from the data. 

Recall = (TP) / (TP + FN)                                                                            (4) 

F-measure is  harmonic mean of  precision and recall. 

F-measure = 2*(precision*recal)/(precision + recall)             (5)  

5. EXPERIMENT AND RESULT ANALYSIS 

The Figure 2, presents  pie chart with various categories of queries in the data.  

  

 

Figure 2. Number of occurrences queries 
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We can observe in the Figure 2 queries and their count, and pie chart with classification of 

queries.  

 
   Figure 3. Documents retrieved  

6. CONCLUSION AND FUTURE WORK 

The paper presents a health care information retrieval framework. Searching for various 

information is becoming very common in our day-to-day life due to the massive usage of 

internet and the availability of digital data. Various health related people such as doctors, 

patients, health insurance seekers, researchers etc. could be benefited from a lot of available 

information on web.   
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