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Abstract.  

Personality is a term that refers to a person's strengths and flaws. Handwriting, among all 

the distinctive traits of a human being, has the most information for gaining insights into 

the writer's physical, emotional, and mental state. Graphology can be used to determine a 

person's personality. Graphology is the science of examining and analyzing handwriting. It 

is a scientific approach for determining a person's personality traits such as fear, honesty, 

and defensiveness by evaluating numerous traits in the handwriting. The page margin, the 

baseline, letter size, pen pressure, the slant of the alphabets, line spacing, and word spacing 

are the most important aspects of handwriting to consider. All of these characteristics can 

reveal a lot about a person. Emotional stability, Will Power, Modesty, Lack of discipline, 

Personal Harmony, Non-communicativeness, Social Isolation, and poor concentration are 

some of the personality qualities that our project aims to predict. 

We decided to use a supervised learning model called a support vector machine. The 

advantages listed above influenced our decision to use a support vector machine. It's 

effective in high-dimensional spaces, memory-efficient, and versatile: the decision 

function can be set with multiple Kernel functions. Custom kernels can be supplied in 

addition to the standard kernels. 

Hiring a graphologist could be expensive, time consuming and accuracy is unpredictable, 

hence we intend to build a machine learning model which could do the same job as a 

graphologist but cost effective, time efficient and gives us more accuracy. 
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1. INTRODUCTION 

Handwriting, often known as brain-writing, is a powerful tool for determining an 
individual's personality characteristics. The handwriting of a person can reveal a lot about 
them. Personality traits can be discovered and understood using patterns and strokes in 
handwriting. Graphology is the name of this technique. Fear, honesty, a defensive 
personality, and many other personality traits are confirmed by handwriting. Graphology is 
a discipline that uses spaces, strokes, and curves in a drawing to determine, research, and 
interpret a person's personality using handwriting. Handwriting is nothing more than a 
subconscious mental expression, according to Graphology. It can either help the person in 
overcoming his/her personality crisis. A Graphologist is someone who analyses people's 
handwriting and if the graphology test is performed manually, it may take a lot of time due 
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to the number of factors that are examined in graphology. Furthermore, handwriting 
analysis accuracy is dependent on the analyst's ability level. Handwriting analysis may 
now be done automatically, thanks to advancements in image processing and pattern 
recognition. Because engaging a graphologist can be costly, this technology ensures 
economic feasibility and efficacy. It can also analyze more documents in less time. This 
application aids in the identification of personality on a wide scale in a short period of 
time, such as for mass recruiting in a firm, hiring for a specific position in a company, or 
matrimony sites. 
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The rationale for utilizing Support Vector Machine is to tackle a problem that other models 
have failed to handle, such as not selecting crucial basic features or selecting a model that 
does not produce accurate results. 

3. REQUIREMENTS 

● Software Components 

a) Open CV  

 OpenCV is an amazing image processing and computer vision software. It's an 

open-source library that may be used for things like facial recognition, object tracking, and 

landmark recognition, among other things. Python, Java, and C++ are just a few of the 

programming languages available. [19] 

b)   Python 3.7 

 Python is used over MATLAB because it is more straightforward to set up and 

use. Python is a good choice for our research because it includes a huge number of free 

image processing and machine learning libraries. 

c)   NumPy 

Numpy is mainly used to deal with the matrix of any dimensions, and perform  standard 

mathematical and scientific computations which helps in calculating variety of 

tasks.Matlab, A prominent technology computing platform is replaced with this 

combination .Numpy also has an advantage of being free and open-source. 

d)   Scikit-learn 

Scikit-learn is the most accessible and machine learning library. It uses a Python 

consistency interface to deliver a set of efficient machine learning and statistical model 

capabilities, such as classification, regression, clustering, and dimensionality reduction. 

NumPy, SciPy, and Matplotlib are the foundations of this Python-based toolkit. 

e)   Streamlit 

https://ieeexplore.ieee.org/author/37086920183
https://ieeexplore.ieee.org/author/37086920183
https://ieeexplore.ieee.org/author/37085758619
https://ieeexplore.ieee.org/author/37085758619
https://ieeexplore.ieee.org/author/37085758619
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Streamlit is used to build web apps of data science and machine learning ,it takes very less 

time in building and  deploying the apps .It allows to write streamlit app code which is the 

same like that we do write in python .The outcomes of streamlit are pretty straightforward.  

b) Support Vector Machine-SVM 

SVM is a supervised ML approach for classifying and predicting data and attempts to find 

a hyperplane in an N-dimensional space that categorizes data points clearly.  

Two independent variables: X1 and X2 

One dependent variable: A blue or red circle. 

As shown in the diagram, 

 

Fig -1: Separating two classes of data points with the SVM algorithm. 

As you can see in the graphic above, there are multiple lines that split or categorize our 
data points into red and blue circles. 

Optimal hyperplane, Choose the one with the greatest difference. If classes are completely 
linearly separable, a hard-margin can be used. A soft-margin is required otherwise. SVM 
overcomes this by using a kernel to produce a new variable if the data isn't linearly 
separable. 

When there is a non-linear separation, the SVM kernel does some extremely sophisticated 
data transformations before deciding on the best approach for separating the data based on 
the labels. 

Radial Basis Function is a commonly used kernel in SVC: 

 

Where ||x-y||² is the squared Euclidean distance between two data points x and y. 

There are two parameters in the RBF kernel: gamma and C. 
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Gamma is an RBF kernel parameter that represents the spread of the kernel and thus the 
decision region. The 'curve' of the choice border is very low when gamma is low, resulting 
in a reasonably broad decision zone. The decision boundary's 'curve' is high when gamma 
is large, resulting in decision-boundary islands encircling data points. 

C: The penalty for incorrectly categorizing a data point is C, which is an SVC learner 
parameter. The classifier doesn't mind if data points are misclassified when C is tiny (high 
bias, low variance). Because misclassified data is heavily penalized when C is large, the 
classifier goes to great lengths to avoid misclassified data (low bias, high variance). 

4. FLOW OF SYSTEM 

 

Fig -2: Flow of system 

 

5. IMPLEMENTATION METHODOLOGY 

a) Data Acquisition 

We used the dataset from The IAM Handwriting Database  which is avaliable on 

Computer Vision and Artificial Intelligence INF. The data is easily downloaded and can be 

used for non-commercial research. 657 writers provided samples of their handwriting to 

the collection, which has 1538 pages of scanned text. By physically studying each paper, 

each handwriting sample is identified with the associated psychological qualities. With the 

help of an automatic action script, these photos are trimmed and saved as PNG images. 

The image now has a height dictated by the handwriting content and a width of 850 pixels.  

 

b) Pre-processing 

Unwanted noise, printed phrases, and lines can be found in the handwriting photos we 

collected. By default, the source photographs have a very high resolution. Pre-processing 

is used to prepare picture data for feature extraction by removing unnecessary properties, 

improving quality, and applying transformations. This section discusses the procedures 

used in pre-processing. 
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i.Image Resolution and Cropping 

An action script in Adobe Photoshop is used to crop out the left and right margins, resize 

all the photos to 850 pixels width and perspective height, and save them in PNG format. 

 

 ii.Image noise removal 

Image noise is an electrical noise that is characterized as a random variation in image 

brightness or color information. The use of a bilateral filter to remove these disruptions is 

beneficial since it keeps the edges of the image's elements, which is desirable. A bilateral 

filter is a nonlinear image smoothing filter that keeps edges while reducing noise. It 

replaces each pixel's intensity with a weighted average of intensity data from nearby 

pixels. 

 

 iii.Grayscale and Binarization 

Conversion to grayscale and binarization are crucial aspects of the pipeline for obtaining 

handwriting information. Inverted global thresholding is used to transform the image 

instances to grayscale and binarize them. A pixel in a binary image can be either 0 (black) 

or 255 (white) (white). A simple threshold can be used to divide all pixels in the picture 

plane into foreground and background pixels, i.e. the handwriting itself and the white 

background of the paper, in order to form the two-valued binary image. Then, using an 

inverted binary image function, pixels above a certain threshold (foreground) are 

converted to 255, while pixels below the threshold (background) are converted to 0. This 

operation of thresholding can be written as: 

 

The new pixel intensity  = 0, when src(x,y) > threshold. 

else it is set to maxVal 

 

iv.Contour and Warp Affine Transformation 

Following noise removal and picture conversion to grayscale and inverse binarization, the 

lines of the handwriting are straightened using the OpenCV library's dilation, contour, and 

warp affine transformations. Further processes using horizontal projection of the image to 

extract these handwriting lines will produce better results.  

Before you can see the contours of a picture, you must first dilate it. Combining an image 

A with a kernel B, which is usually circular or square, is a dilation operation. Kernel B's 

anchor point is typically the kernel's core. 

We compute the highest pixel value overlapped by B as the kernel B scans and updates the 

image. 

Bright areas of an image grow as a result of this maximizing technique (therefore the name 

dilation). 
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The limits of an object in an image are represented by a contour, which is a closed curve of 

points or line segments. Correct contour extraction will yield more accurate features, 

increasing the likelihood of accurately identifying a given pattern.  

The warp affine transformation rotates the contours on a picture so that the handwriting's 

baseline is strictly horizontal. One of the seven features afterwards is the angle of 

rotational transformation returned by the procedure. 

 

c) Feature Extraction 

i) Extraction of Baseline  

For baseline extraction, follow the steps listed below. 

1. The image is converted to a binary image using inverted binary thresholding with a 

threshold of 120. The foreground (handwriting) pixels are now black while the background 

pixels are white. 

2. A 5x100 kernel is used to dilate the image from step 1 such that each line becomes a 

thick horizontal segment. 

3. On the image from step 2, contours can be found. Contours with a height of less than 20 

pixels are eliminated since they are not a handwritten line. The remaining contours now 

depict each line of handwriting or a group of congested lines. 

 

4. The OpenCV minimum area rectangle function takes a contour object and returns as one 

of the returned values the angle that the contour makes with a hypothetical vertical line. 

The angle formed by these contours with an imaginary horizontal line is then calculated. 

5. The baseline angle, which is our initial feature, is calculated by taking the average of all 

the contour angles. 

6. Around a contour, a rotation matrix is created. The rotation matrix is used to make the 

contour precisely horizontal by rotating it by its baseline angle in the opposite direction. 

This procedure aids in the maximization of horizontal projection operations' effectiveness. 

 

ii) Extraction of Individual Lines 

Below is the algorithm for extracting individual lines: 1. The horizontal projection of the 

straightened images captured from baseline extraction is found in a python list called 

hpList. 

 

2. The hpList gets scanned in reverse order. Some horizontal projection values, such as 0, 

depict blank space rows. A pixel row with a non-zero hpList value is one that encounters at 

least one foreground pixel (contour). From the commencement of a non-zero value through 

the next zero value, each contour is identified. 

 

3. If there is a group of congested lines, the contour is scanned again to extract individual 

lines. At the intersection of the line above and the line below, a contour with a dense set of 

lines will have an extremely low hpList value. To detect such rows, a threshold is set. As it 

moves from the top of each line to the bottom, the hpList will progressively climb, then 

decrease. The hpList value is less than the barrier around the bottom region, indicating that 
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this line and the following line are overlapping. This line's end index and the next line's 

start index comes out from the index of the previous line. 

4. Repeat step 4 for each of the contours discovered in step 2. We will have the starting 

and ending indexes of all the individual lines by the end. 

 

iii) Extraction of Letter Size 

To estimate letter size, the horizontal projection of each line extracted in the previous 

procedure is scanned. The number of consecutive rows with a projection value greater than 

a threshold is counted. The average letter size of all the lines will be used to establish our 

letter size. This only takes into account the size of the midzone, ignoring the upper and 

lower zones. 

 

iv) Extraction of Line Spacing 

1. Except for the top margin, the entire number of rows with horizontal projection 0 is 

counted. Let's just call it that. 

2. In the retrieved lines, the total number of rows with horizontal projection less than a 

threshold is counted. Let's name it b for now. These are made up of the lines' upper and 

lower zones. (Finding the letter size required this step as well.) 

3. The number of extracted lines in the manuscript is n. The entity x = a + b/n calculates 

the average handwriting line spacing. 

4. To make the final line spacing proportional to the size of the handwriting, divide x by 

the letter size. 

 

v) Extraction of Word Spacing 

Word spacing is defined as follows 

1. Each line of the image's vertical projection is generated and stored in a Python list 

(array). 

2. Except for the left and right margins, the number of columns in the list with a value of 0 

(column with all pixel values of 0, it is vacant area) is tallied. Let's assume it to be a. 

3. The number of words or disconnected letters is determined by the number of non-zero 

column runs. Let's keep it as b. 

4. Now, x = a+b shows the average word spacing while writing. 

5. Find the average of these x's across all lines. Let it be y. The word spacing is calculated 

by dividing the letter size by y, so it is proportional to the handwriting size. 

 

vi)Extraction of Top Margin 

To extract the top margin, we simply scan the horizontal projection of the image from top 

to bottom for its first run of 0's. The amount of 0s determines the height of the top margin, 

which is then divided by the letter size to make it proportional to the handwriting size. 

 

vii)Extraction of Pen Pressure 

Pen Pressure is determined as follows: 
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1. The image is inverted using the formula: dst[x][y] = 255src[x][y]. This step is 

computationally very costly. 

2. If src(x; y) is less than threshold=100, an inverted binary threshold (THRESH 

TOZERO) is used, and the new pixel value dst(x; y) is set to 0, otherwise it is kept 

unchanged. 

3. The average value of all the non-zero pixels is taken as the pen pressure. The value is 

not inverted again (to reverse the effect of step 1) so that higher value would mean higher 

pen pressure. 

 

viii)Extraction of Slant of Letters 

The concept that when the number of columns carrying a continuous stroke reaches its 

maximum, the word becomes deslanted is used to determine the slant of letters in 

handwriting. The tilt is determined using the algorithm below. 

1. A shear transformation is done to 9 different angles (-45, -30, -15, -5, 0, 5, 15, 30, and 

45 degrees). 

We get the following histogram. 

H(m)=h(m) / Y(m),  

where, 

The distance between the highest and lowest pixel in the same column is given by y(m). 

H(m) is the vertical density. H(m)=1 when column m has a continuous stroke. else, H(m) 

[0,1]. 

2. The following function is calculated for each shear converted image. 

 S = h(i) ^2 

3. The slant of the handwriting is the angle that produces the maximum value of S. 

 

d) Classification- Support Vector Machine 

The seven raw features obtained from the handwriting samples are normalized into 

discrete values according to experimentally determined threshold values. 
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Fig -3: Normalization of Features. 

The eight personality traits will be predicted by the combinations of these seven features. 

Hence, there will be eight separate labels for each personality trait and eight SVM 

classifiers. The images are labeled by studying each handwriting sample and its 

corresponding normalized features. 

The SVM implementation of Sci-kit Learn Library is used and the eight classifiers are 

trained with radial basis function (RBF) kernel. Two third of all the images are randomly 

chosen for training and the remaining is used to find accuracy. 

6. RESULT 

The eight SVM classifiers are trained with randomly chosen two third of all the images. 

The remaining images are used to test the accuracy score. The following table shows the 

accuracy of each classifier.  
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Fig -4:  Accuracy of the Classifiers 

We are able to achieve hundred percent accuracy by using the RBF kernel 

7. CONCLUSION 

The use of machine learning to analyze an individual's handwriting patterns has been 

proposed as a tool for predicting some personality traits. We examined extracting seven 

handwriting variables and predicting eight personality traits using different combinations 

of them. Each SVM classifier is trained for each of the personality traits. We can estimate 

personality traits on new handwriting picture samples with remarkable accuracy and 

efficiency after a reasonable amount of training. 
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