
 

 

Credit Card Fraud Detection using Machine Learning 

1Aditya Kumar Pandey, 2Aman Srivastava, 3Aman Kumar Singh, 4Abhishek Kumar              

Singh,5 Dr. Sasidhar Babu Suvanam 

School of Computer Science and Engineering, REVA University, Karnataka 

1R18CS021@cit.reva.edu.in, 2R18CS033@cit.reva.edu.in,3 R18CS032@cit.reva.edu.in, 

4R18CS013@cit.reva.edu.in, 5sasidharbabu.suvanam@reva.edu.in 

 

 

Abstract.  

Mastercard fraud is growing at a rapid pace, owing to the advancement of current 

technology and the global interstates of correspondence. Each year, Mastercard fraud costs 

buyers and the financial institution billions of dollars, and cyber attackers are constantly on 

the lookout for new guidelines and strategies to commit illegal activities. As a result, 

extortion identification frameworks have become critical for banks and the monetary 

establishment in order to limit their losses. Despite this, there is a dearth of distributed 

writing on Visa's misrepresentation identification procedures, owing to analysts' inability 

to access the credit card exchanges dataset. Classification methods can be constructed 

using a variety of Algorithms. In this article, we will evaluate several algorithms and then 

construct the model with the best performing calculation. 
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1. INTRODUCTION 

 

A customer's account is deemed to be in default if he or she fails to repay the money after a 

particular notification period specified by the bank. This money is later retrieved from 

clients with the assistance of collection agencies. Too many defaults will almost certainly 

cause financial institutions to lose money. It'll be expected to evaluate the probability of a 

record defaulting and to terminate its processes. 

The majority of defaulted accounts occur when financial institutions issue credit cards to 

customers in order to improve their market value. Certain customers may lack financial 

literacy and wind-up spending excessively or purposefully do not plan to repay. Financial 

institutions may be unable to collect funds from some consumers who are unable to repay 

or who have incorrect credentials. Financial institutions suffer significant financial losses 
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because of these circumstances. Thus, it is critical to assess the trend of delinquent 

accounts and take appropriate steps to prevent more fraudulent activities. This will assist in 

limiting future misfortunes and the number of defaulted records. Machine learning 

methodologies help in developing systems that significantly improve the likelihood of 

detecting false representation. A model is proposed and compared to previous models for 

detecting default payment credit card frauds. 

 

2. LITERATURE SURVEY 

The authors have tried the approach of Majority Voting and Adaboosting upon multiple 

classification models to get a precise prediction of result [2]. In the benchmark dataset the 

adaboost method gave accuracy for fraud detection up to 82.317% using SVM and gave 

lowest 42.683% for Random Forrest whereas majority voting gave accuracy of 78.862% 

for combination of Naïve Bayes and Neural Network algorithm and gave lowest 23.780% 

for combination of Random Forrest and Gradient Boost. After selecting only relevant 

features and applying the models on a real time dataset they got 96.078% accuracy with 

Deep Learning and 98.039% with the combination of Naïve Bayes and Gradient Boost.  

The authors executed multiple deep learning models for fraud recognition and assessed 

their precision [3]. The models implemented were Artificial NN, Recurrent NN, LSTM, 

Gated Recurrent Unit. They implemented feature engineering to derive important features 

and used undersampling to balance the uneven dataset. The GRU gave the highest 

accuracy of 91.6%, LSTM gave accuracy of 91.2%, RNN gave accuracy of 90.433% and 

ANN gave the lowest accuracy of 88.9%. 

The author has focused in on the tree-based ensemble learning [9] to counter the insecurity 

of conventional Decision Tree. Dataset resembles what has been utilized in this paper. To 

compare the performances, both weighted and unweighted methods were utilised. Random 

Forest possesses the most precise testing data. with an accuracy of 82.12%. Adaboost 

achieved 68.9%, while Logistic Regression achieved 64.64%. 

 

3. ALGORITHMS FOR DEFAULT DETECTION 

Allowing frameworks to learn on their own is the goal of Machine Learning. As a result, 

rather than being tailored to perform a specific action, the framework learns on its own, 

makes do, and adjusts. Software engineers who are able to access and modify the given 

information in accordance with the needs of the client are the real focus of this field. There 

are three types of artificial intelligence: those that are directed, those that are solo, and 

those that support learning. A type of Machine learning known as "directed learning" is the 

most widely accepted one. The purpose of this paper is to conduct experiments and assess 

the results of various Machine learning models. 
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A. Logistic Regression 

Essentially, it is a factual model that utilizes a strategic capacity to envision a paired ward 

variable. It is frequently used in situations where the possibility of a binary classification 

exists. It performs well on classes that are easily isolated. 

 
B. K-Nearest Neighbor 

It is a characterization and regression technique that is used in a wide assortment of uses. It 

is based on the resemblance of features. It is alluded to as a non-parametric procedure as it 

generates no inferences concerning data being used.The calculation determines a point's k-

closest neighbors and assigns the point the name with the greatest number of k neighbors. 

This is a straightforward calculation, which makes it easier to comprehend. KNN is 

resource intensive due to the way it should register the k-closest neighbors of all 

preparation data, as well as the fact that all preparation data should be saved as well as 

calculated. 

 

C. Decision Tree 

It is a parallel tree that maps elective outcomes to a collection of issue-related inquiries. 

The tree begins at the root and gradually grows in quantity as it develops. The leaf nodes 

replicate the marks, whereas the within nodes address a few critical inquiries and branch 

left or right as necessary. This procedure is repeated till we reach a leaf node. These 

inquiries are created utilizing characteristics such as the Gini index. The index causes the 

information to be as lopsided as possible, creating ambiguity about where the branch 

should go. While it is a straightforward method that works with both class and 

mathematical data, it proves to be more perplexing when dealing with highly vulnerable 

data. 

 
D. Naïve Bayes 

It is a predictive classification method, which means that this may generate prediction for 

multiple classes concurrently. The Naive Bayes corroborates this. Probability - based 

Classification methods are those that enable the prediction of multiple class 

characterizations. Conditional probability is used to make the determination. Instead of a 

single algorithm, this paradigm employs a collection of algorithms that share a common 

idea. Each characteristic is assumed to contribute equally and independently to the 

outcome in this model. This model has a number of benefits above other models, including 

the fact that it requires very little preparation information. 

 
E. Support Vector Machine 

It is a type of Controlled Learning strategy used to address Regression and Classification 

problems. In any case, it is frequently used in Computational challenges involving 

classification. The SVM calculation's objective is to locate the optimal line or choice limit 
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that effectively classifies n-layered space, allowing us to order new pieces of information 

later. A hyperplane is a term that refers to this ideal choice limit. The hyperplane's 

outlandish focuses/vectors are chosen by SVM.  

 

F. Random Forest 

It is a classification technique based on ensemble learning. Random Forest is a flexible, 

easy-to-use AI calculation that consistently produces fair results, even in the absence of 

hyper-boundary changes. Additionally, it is a prominent approach due to its simplicity and 

suitability for regression and classification applications. Random Decision Forests are used 

to address the issue of overfitting in the training set in decision trees. Forests develop 

naturally without the need for excessive preparation, as forest splits along angled hyper 

planes, resulting in increased precision. 

 
G. XGBoost 

XGBoost is a choice tree-based gradient boosting technique. Choice tree-based 

calculations are great for small to medium-sized organized/even data at the moment. This 

computation generates a series of choice trees. In XGBoost, loads are critical. All free 

variables are assigned weights and accounted for in the choice tree that predicts the results. 

The weight of incorrectly anticipated factors is increased and dispatched to the following 

choice tree. After that, individual classifiers/indicators are combined to form a more 

accurate model. This device can be used to address a predicting issue that is defined by the 

user. 

 

 

4. IMPLEMENTATION 

Business Understanding was required as the initial step in the construction of the paper, 

followed by data collection. This dataset was obtained from UCI Machine Learning 

(https://archive.ics.uci.edu/ml/datasets/default+of+credit+card+customers). It contains 

300,000 records and 23 attributes. The depiction of attributes is shown in the image below. 
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Next was the data preprocessing or data cleaning stage. It entails removing invalid 

attributes, if present, omitting irrelevant sections, examining the information type for 

features, etc. We named the features according to our own understanding.  
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  Fig. 1: Image showing code for renaming of columns 

There was an additional one class in section “0” of the marriage code, so it was eliminated. 

Education column also had one extra category “6”, this was also removed. 

The dataset was represented as graphs to obtain additional information. This aided external 

comprehension of the information. Using heatmap, we additionally examined for 

correlated factors. 

 

Labels 

Gender Defaulting status Education 

1 – Male 

2 – Female  

0 – Non defaulted 

1 – Defaulted 

1 – Graduate school 

2 – University 

3 – High School 

4 – Others 

5 – Unknown 

Table 1. Labels used for plotting the graph 

 

 

Fig. 1. Graph showing defaulted and non-defaulted accounts 
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From figure 1 we can infer that there are about 6500 accounts which have been defaulted. 

 

 

Fig. 2. Graph showing credit card users based on age 

 

In figure 2 we can see that there is a large group of young population using credit cards. 

Most of the people who come under the influence of financial freedom are young people 

and it is easy to manipulate them to get any scheme. [26] 

 

 

 

Fig 3. Graph showing defaulted and non-defaulted accounts based on education level 
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Fig. 3. Graph showing defaulted and non-defaulted accounts based on gender 

 

Even though there are significantly more males than females using the credit card, we can 

see that gender does not matter much in the case of defaulted accounts. 

 

 

Fig. 4. Heatmap showing correlation between attributes 
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According to the illustrations, the majority of the segments were inclined. To counter this, 

the element section was scaled using a standard scaler. To modify the data, we utilized the 

SMOTE method. It was then divided into test and training sets, 20% and 80% respectively. 

We constructed models using the algorithmsmentioned earlier and reviewed the 

performance. 

 

5. RESULTS 

We one by one trained the model and evaluated the performance on the basis of accuracy. 

Different ML algorithms was used for determining which is giving the best result and 

Naïve bayes gave the best result.  

 

Algorithm Accuracy (%) Precision (%) 

Logistic Regression 80.84 79 

K-Nearest Neighbor 75.55 75 

Decision Tree 71.24 73 

Naïve Bayes 80.87 79 

SVC 80.84 79 

Random Forest 72.54 73 

XG Boost 80.14 78 

Table 2. Table showing experimental results of each model used for prediction 

 

From table 2 we can infer that LR, NB and SVC have similar accuracy and precision but, 

on the basis of numbers NB is the best performing model. 

    

6. CONCLUSION  

We utilized our data to assess the usefulness of various AI models for predicting its 

probability of a payment defaulting. To arrive at a specific result, we used precision as the 

deciding factor. We looked at Logistic Regression, KNN, Decision Tree, Naive Bayes, 

SVM, Ensemble technique, and XGBoost in this review. We concluded further that Naive 

Bayes model is the most appropriate model for forecasting the likelihood of a payment 

default. 
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Future research works may perform resampling on specific datasets. This contributes to 

decreasing the lopsidedness proportion of datasets, resulting in improved classification 

results. A model with a reasonable degree of precision and accuracy can be delivered as a 

web application or integrated into frameworks for the purpose of monitoring transactions. 
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