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Abstract – Cancer is caused as a result of unconstrained cell growth. It has several subtypes, identification 
of these subtypes in a quick and efficient manner is crucial in the treatment of cancer patients. 
TCGA RNA-Seq dataset is chosen for training the Deep Learning Model. Several pre-processing 
methods such as handling missing data, feature selection and normalization are applied. The 
feature selection technique used is Recursive Feature Elimination, it helps select 50 genes out of 
20,531. The gene data corresponding to each patient is stored in a NumPy array. 

The array is then used to create heat maps with the help of imshow() matplotlib function. The 
dataset contains 33 labels. A CNN model is built to predict the subtype of cancer. The model has an 
accuracy of 73.87%. 
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I. INTRODUCTION 

 

Cancer is ranked as the second biggest cause of death worldwide, accounting for one out of every six fatalities. 

To reduce the impact of cancer on people's health, significant research initiatives have been directed towards 
its screening and therapy strategies. The goal of cancer diagnosis is to classify tumors and identify indicators [1, 
2, 3] for each malignancy so that we may construct a learning system that can detect cancer early on. The 
need for implementing Artificial Intelligence to identify new genetic markers is becoming a crucial element in 
many biomedical applications, with heightened understanding of targeted therapy and timely identification 
strategies progressing over decades of technological advancements, accomplishing a responsiveness of around 
80%. The Cancer Genome Atlas (TCGA) [11], which contains more than 11,000 tumors representing 33 of the 

most common types of cancer, is a well-known resource for cancer transcriptome profiling. 

 

 

II. RELATED WORK 

 

For classifying pan-cancer, the authors of paper [1] have utilised the GA/KNN approach.  

The characteristic selection engine is the genetic algorithm (GA), and the algorithm used for classification is the k-
nearest neighbours (KNN) method. They were able to uncover multiple groups of 20 genes which could properly 
categorise well over 90% of the data from 31 types of tumours in a validation dataset just by making use of 
the RNA-Seq expression of genes.   

 

To help diagnose and evaluate cancer the authors of paper [2] made use of unsupervised feature learning [5, 6] 
with the help of data from gene expression [7, 8]. The key advantage of the suggested approach above earlier 
cancer detection systems is the ability to automatically create features from data from multiple forms of cancer to 
aid in its diagnosis of a particular type. To determine and identify cancer, the system provides a more thorough 
and generic  

strategy.  

 

The authors of paper [3] have made use of the TCGA RNA-Seq data [11] to categorize 30+ various types of 
cancer patients. They compared the efficiency, learning period, accuracy, recalls, and F1-scores of 5 machine 
learning methods, namely decision tree (DT), k nearest neighbour (KNN), linear support vector machine (linear 
SVM), polynomial support vector machine (poly SVM), and artificial neural network (ANN). The results 
demonstrate that linear SVM [9, 10] is the top classifier in the investigation, with an overall accuracy of 95.8%. 

 

The researchers of paper [4] used TCGA RNA-Seq data [11] from about 30 various types of cancer patients, as 
well as healthy tissue RNA-Seq data from GTEx. One thousand and twenty four genes with the greatest up or 



down regulation counts across the entire dataset are chosen. The input for model training is the expression data 
of the selected genes. 

The training data is converted to RGB colours by transforming gene expression levels into binary format of 24 
bits. A Convolutional Neural Network (CNN) model is used to carry out the training of the model. The proposed 
algorithm has an accuracy of 97%. 

 

III. DATASET 
 

The TCGA RNA-Seq dataset is chosen to train the CNN model, it contains 33 different types of cancer, they are ACC, 

BLCA, BRCA, CESC, CHOL, COAD, DLBC, ESCA, GBM, HNSC, KICH, KIRC, KIRP, LAML, LGG, LIHC, LUAD, 

LUSC, MESO, OV, PAAD, PCPG, PRAD, READ, SARC, SKCM, STAD, TGCT, THCA, THYM, UCEC, UCS and UVM.  

 

IV. METHODS 

 

(i). Pre-processing:   

 

a. Missing Data:  

 

The null values present in the dataset are dropped by making use of the pandas dropna() method.  

 

b. Feature Selection:  

 

Recursive Feature Elimination technique is applied to select 50 genes out of the available 20,531 genes.  

 

c. Normalization:  

 

The 50 selected genes are normalized in the range 0 to 255.  

 

(ii). Heat Maps:  

 

In order to create heat maps, the data present in the csv file is first transposed. Now the patient ids are represented in rows and 

the various types of genes are represented in columns. The gene values of each patient are fed to a NumPy array. The 

matplotlib function imshow() is used to create images from the 2-dimensional NumPy arrays.  

 

 
Figure. 1 Heat Map of cancer type ACC 

 

(iii). Model Architecture:   

 

The CNN architecture represented by Figure.2.1 and  

Figure. 2.2 is used for training, it consists of 7 convolutional layers each consisting of a kernel size of 3x3, 7 pooling layers, 7 

batch normalization layers, 2 dense layers and 1 dropout layer. ReLu is the activation function used for the aforementioned 

layers. Softmax is the activation function used for the last dense layer. In order to avoid overfitting, the dropout rate of 0.15 is 

used. 



 
                                                              Figure. 2.1 Architecture of CNN Model  

 
                                                         Figure. 2.2 Architecture of CNN Model 

 

(iv). Training:  

 

The heat map images generated were of the order 432*288 pixels, before starting the training of the model they were reduced 

to 244*244 pixels. The CNN model makes use of 3,084 samples from 33 labels of tumors. The samples are split in the ratio 

of 20:80 for testing and training respectively.  



 

(v). Performance:  

 

The accuracy of the model is 73.87% after 50 epochs.  

The accuracy & loss charts for the test and training data are displayed in Figure. 3. The accuracy, precision, recall, F1-Score 

and Cohen Kappa Score are shown in Figure. 4. The precision, recall and F1-Score for each of the 33 cancer classes are given 

in Figure. 5. The overall accuracy of the model is given in Figure. 6. The confusion matrix is given in Figure. 7.  

 

 

 
 

Figure. 3 Accuracy and Loss charts for test and training data 

Note: Blue represents test data and orange represents training data.  

 

 

 
 

  Figure. 4 Accuracy, Precision, Recall, F1 Score &   

  Cohen Kappa Score   

 

 



 
 

Figure. 5 Precision, Recall and F1-Score for each  of the 33 cancer classes 

 

 
 

Figure. 6 Overall accuracy of the model 

 

 

 

 

 

 

 

         

 



 
 

Figure. 7 Confusion Matri 

 

V. RESULT 

 

Accuracy of the CNN Model is 73.87%. 

 

 

VI. CONCLUSION 

 

Cancer has several subtypes, identification of these            subtypes in a quick and efficient manner is crucial in 
the treatment of cancer patients. The deep learning based CNN model that has been implemented in this paper 
has been tested on the TCGA RNA-Seq dataset. This method provides a test accuracy of 73.87% on this 
multiclass dataset.  
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