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Abstract— Blind people face immense difficulty understanding and comprehending text due to inability to see said text, and need external assistance to guide 

them with the same. Also, tourists face the obvious issue of language gaps and comprehension difficulties of the local language. The goal here is to give users a 

way to understand any text with their own comfortable language. This paper proposes an application that uses a fast and accurate text to language translation 

system and uses a text-to-speech library to speak the translated text out to the user. In this work, we propose Computer Vision to capture and detect text from 

cameras and Tesseractv5, an OCR based on a Long Short-Term Memory (LSTM) to classify said text into alphabets. Then we use translation on said text, to the 

desired language and use Text-to-Speech libraries to output the same in computer generated speech. Furthermore, also a Python module has been developed that 

can be used to convert English text to computerized Braille script. 
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1. INTRODUCTION  

Billions of people in the world are visually impaired. It is a huge struggle for them to understand texts written on a piece of 
paper, and thus forcing them to use systems like Braille text, to feel and understand text. Although there are many electronic 
equipment that can assist in reading, there are few to actually translate the same for them. Also, life would be more convenient if 
said blind people could use a computer program to read out that same text to them, thus making them independent in the process.  

 Also, in today’s world, where travelling is so common between various nations, language gaps are a challenge to a satisfied 
tourism experience. Also, the biggest issue tourists might face when they visit a certain place, is to understand the texts in the 
national/local language of their own place. This paper proposes a Computer Vision solution to capture and detect text from 
cameras and Tesseractv5, an OCR based on a Long Short-Term Memory (LSTM) which is a type of Recurrent Neural Network 
(RNN) to classify said text into alphabets. Then translation is used on said text using Python module ‘translate’, to the desired 
language and use Text-to-Speech library, called gTTS in Python, to output the same in computer generated speech. 

 Furthermore, for people who are both blind and deaf, a Python module has been developed that can convert English text to 
Braille. This means the translation from source language can be done to English, then converted to Braille text, which can have 
further applications for comprehension of the text to the blind and deaf user. 

2. LITERATURE SURVEY 

Handwriting-feature-based algorithms have been designed to approach the handwriting problem [1] as if it were a voice 
recognition problem, that is, by treating the input as a signal. 

User input in handwriting recognition has a defined beginning and end, similar to how data points are segmented [2]. 

Optical character recognition (OCR) is a technique for converting scanned or printed text images[3], as well as handwritten 
text, into editable text that may be further processed. 

The output of OCR is the text, which is saved in a file when the text is converted to speech (speech. txt). To transform the text 
to speech, Festival software[4] is utilised. 

[5] illustrates a practical use of these technologies, in which a TTS approach is leveraged to provide voice-assisted text 
reading, followed by OCR to detect it. 

Edge AI accelerators like the Neural Compute Stick-2, OpenVINO, and TensorflowLite are featured in [6,] as well as smart 
depth sensors such as OpenCV AI Kit-Depth. 

 It was suggested that a person with a visual impairment could benefit from a low-cost mobile application[7]. Optical character 
recognition (OCR) and text-to-speech (TTS) technology can be used in the smartphone app. The users will hear an alarm sound to 
let them know what occurred in the mobile application. 

3. TESSERACT OCR 

Tesseract [8] (latest versions 5.x.x) is an Open-Source Optical Character Recognition (OCR) Engine that is licensed under 
Apache 2.0 license. Starting from version 4.x.x, it has implemented an LSTM Deep Learning model, that is based on a Recurrent 



Neural Network (RNN), giving fast and accurate results. The inclusion of the RNN LSTM has also given the users with the facility 
to train their own data sets and models, to be used with Tesseract OCR Engine. 

 

4. METHODOLOGY 

Firstly, camera input is taken, image is extracted and preprocessed. Alternatively, an image stored in local storage can also be 
used. Then, a competent Optical Character Recognition algorithm called Tesseractv5 is implemented to extract text from the 
image. Tesseractv5 is an Open-Source OCR algorithm. 

The text is then processed, and then translated using translation APIs, one of the best being Python “translate” API. 

Translated text then is fed to a Text-to-Speech API, to speak out the translated text to the user. gTTS Python module, based on 
Google Text-to-Speech is a competent API for the same. Refer the below figure 1.1 for the flowchart of the workflow of the 
translation module. 

 

 

 

Fig 1.1 – Flowchart of Workflow 

 

 The Python library “pytesseract” is used to make usage of Tesseract in Python. pytesseract (Python Tesseract) is a wrapper for 
the Open-source OCR engine called Tesseract. 

 OpenCV is also used, which is an Open-source Computer Vision library. It is used to read the image file locally, or via camera 
input, and then resize the image to a smaller resolution than the system resolution. OpenCV also has a functionality to eliminate 
noise in captured images by blurring the image using Gaussian blur.  

 

 

Fig 1.2 – cv2.GuassianBlur() official Syntax 

 This helps eliminate noise in images by smoothening the edges in the images. 

 Hence resizing and gaussian blurring is the necessary pre-processing applied on the images. 

 After detecting the text from image, this text is then stored in a variable, and pass this to a translate module. Python ‘translate’ 
module is the module of choice. Then the Translator class from the module is imported. Then an object is created with this class, 
and it has a method ‘obj.translate(to_lang=”, from_lang=”)’ that takes in two arguments, to_lang to specify the destination 
language and from_lang to specify the source language. The package ‘langdetect’ is used, which is a Python library to auto detect 
the language from the OCR text, and then specify the user’s selected translation language, then pass them in the function.  

 The output from this function is a text object, containing the translated text. Now, a Text-to-Speech library (gTTS) in Python is 
used to convert this text to computer speech. gTTS generates .mp3 files with the computer speech, and these files are to be deleted 
after code execution. Hence os.remove in Python is used, to remove the generated audio files (.mp3 files). This requires importing 
of the ‘os’ Python library. 

 A Python module ‘braille.py’ is also developed which contains a method ‘toBraille(text)’. This takes in text input in English, 
and return the corresponding Braille output using the ASCII characters equivalent of the Unicode for the Braille characters. The 
Braille ASCII characters were taken from Calculla’s website [9]. 

5. EXPERIMENTAL RESULTS 

The resultant program was tested with multiple test input images: 

 



French to English: 

 

Input image: 

 
Output from OCR: 

 
Translated output: 

 
 

                                                                          German to English: 
 

                                                                               Input image: 

 

 

 

 

 

 

 

 

 
 

Output from OCR: 

 

 

 

 

 

 

 

 

 

 
 

 

 

                                                                              Translated output: 

 

 

 

 

 

 



 

 

 

Hindi to English: 

 
Input image: 

 
Output from OCR: 

 

 

 

 

 

 

 
 

Translated output: 

 
(Note: Indian language translation isn’t fully accurate, there is a scope for improvement) 

 

English to Braille: 

 
This Braille text was verified online to translate back to the input text. 

 Since this approach uses Tesseractv5, which is an Open-source OCR software based on an RNN architecture, it 

leverages a Recurrent Neural Network for the OCR detection, hence giving us more accurate results than competing free 

solutions for OCR. Furthermore, with the introduction of v5.x.x, the operations were reduced from double operations to float 

operations, which reduced the resource overhead, hence it gave a better and faster performance compared to v4.x.x of Tesseract. 

 

6. CONCLUSION AND FUTURE ENHANCEMENT 

So, this program was able to detect, translate and output text in an image file, captured either from a camera input, or 

stored locally. The braille module was also successfully able to convert English text to corresponding Braille output. The Braille 

output is limited to Grade 2 Braille only. Furthermore, there are some translation inconsistencies with Indian languages, which 

have future scope of improvement. 

With sufficient image data sets, hand writing detection can also be implemented by training the data sets using the LSTM model 

built into Tesseract OCR. 
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