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Abstract.  
 

The use of internet has brought vast numbers of users online through different platforms. 

Unlike old days internet is not just limited to email surfing, there’s so much in the internet 

or let’s say everything is on internet.  In modern world it feels like not just internet but the 

whole world is revolving around the content. Different kind of users have different taste, 

and they demand different kind of content. This scenario has made in rise of video sharing 

platform like YouTube and various OTT platforms like Netflix or Amazon prime videos 

and many more. When the internet is revolving around content, one of the major contents 

are movies. Recommendation systems in such cases are used to recommend user movies 

based on various factors like genre, rating etc. Recommendation systems use various 

algorithms to suggest best suitable movie based in various factors.  We have implemented 

final datasets following algorithms: a. Singular Value Decomposition (SVD) b. K-Nearest 

Neighbor (KNN) Algorithm. KNN outperforms SVD in terms of Mean Absolute Error 

(MAE) and Root Mean Square Error(RMSE). The recommended movie in KNN is more 

precise than SVD and in each value of K in cross-validation, it is clearly seen that KNN is 

much better. Hence, KNN is a better model in movie recommendation than SVD.       

Keywords. K-mean Algorithm, SVD, RSs- Recommendation Systems. 

1. INTRODUCTION 

A Recommendation System or simply a recommender would be a model or system where 

user would get suggestions for various thing in real life, it could be while shopping online 

or watching videos online. Recommender Systems (RSs) assist individuals in discovering 

new or recommended things. It helps consumers find new items and services, such as 

movies, videos, podcasts, series and sometimes even people, example Facebook Suggests 

friends in You May Know list. These mechanisms are also important in making decisions, 

assisting humans in getting optimum results or lowering the negative impacts or hazards. 

Many information-based organizations, like Google, Twitter, LinkedIn, and Netflix now 

use RSs to better serve their user base. The field of RSs is thought to have started almost in 

the 1990s when team of researchers and developed launched first RSs known as Tapestry. 

Scholars & Researchers have been studying the application of Machine Learning (ML) 

algorithms which is subset or an artificial intelligence field, as the RS field has been 

evolving (AI). The study or research of Machine Learning was started in late 1950s when 
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the domain of AI-first started growing. Presently, there are huge number of  ML 

algorithms  (Such as SVD, k-nearest neighbor or Bayes network are few of them) which 

can or are used in applications ranging  from small application like vacuum cleaner robots 

to complex life problems like providing help for differently-abled people or maybe in 

pattern identifying  in images and self-driving cars etc.   

ML algorithms provides personalized recommendations in various domains especially for 

Recommendation systems, as previously stated. However, due to the large number of 

techniques and tweaks presented in the literature, the ML field needs a comprehensive 

classification approach for its algorithms. As a result, when developing a RS, choosing an 

ML approach that meets one's needs becomes difficult and perplexing. 

An approach for assisting practitioners and researchers in deciding the Machine Learning 

algorithm to use in a system for recommendation and discovering the areas that may be 

progressed in the development of RSs is to examine the RS and ML areas. Implementing 

the ML algorithms can help highlight patterns of growth and paves the way for further 

researches. As a result of this systematic study, researchers and practitioners should be 

able to understand more about the Recommendation application area and make well-

informed research and implementation decisions. 

A.  Existing System 

Over the past couple of decades, many recommendation systems are proposed that use 

various filtering methods. Different Big Data  and Machine learning approaches are taken 

into consideration while developing the systems. Researchers and Scholars previously 

developed a collaborative filtering-based recommender system that leverages user ratings 

to offer suggestions.  

B.  Problem Definition  

• To identify false Rating 

• To identify Ranking Prediction 

C.  Objectives 

• To identify best ML algorithm suitable for RSs 

• To recommend the user movies based on rating and other factors 

• To eliminate false rating  

2. METHODOLOGY 

A. System Design and Architecture: 

People who enjoy viewing movies will benefit from the system. Different 

people have different tastes in movies. The figure below shows the system 

diagram of the movie recommendation system. 
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Figure-1:System Archiecture 

A. Data Collection : 

We gathered information from numerous movie rating websites like IMDB, 

MovieLens etc. Finally, collected data are in CSV format. 

 

 

 
Figure-2:Movie Dataset 

 

 
Figure-3:Rating Dataset 

          

 
Figure 4: Combined Dataset 
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3. DATA PREPROCESSING 

After the data is collected, it must be examined to make sure that it is in the correct 
format. Only mandatory fields should be chosen. To clean the files, MySQL is used. 
Some manual work has been done with Excel. The Following Processes are used for 
data pre-processing: 

 
 

A. Imputing NaN with 0: 

 

 
Figure-5: 0 imputed Dataset 

 

B. Removing Noise from the data: 

 

In the actual world, ratings are sparse, hence very famous movies are used to 

acquire the points for data and movie passionate people are considered .No one 

would prefer to watch a movie with only a few ratings because are considered 

unreliable. The consideration of individuals on the other hand is solely based on the 

number of movies one has rated. Considering all of the above and doing some error 

testing and trial testing, we'll use various filters to reduce the noise inside the final 

dataset. 

 A minimum of ten users must vote for a film to be eligible. 

 To be eligible, a user should have voted on at least 50 films. 

Visualize how these filters look like:  

 

 

Figure-6: Representation of the number of visitors who  voted   using our 
10-point criteria. 
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Figure-7:  Representation of each user's voting results based on our 50-vote 
threshold 

 

 

C. Removing Sparsity: 

  

The enormous number of redundant zeros contained in the matrix structure makes 

sparse matrices computationally expensive. The difficulty of a huge scale greatly 

increases the complexity of space, making it difficult to solve these issues.  

 

 
Figure-8: CSR Sample 

 

Sparse values cannot be seen in the above  CSR samples. Row and column 
indexes are assigned to the values. The number 3 occurs in the 0th row 
and 2nd column. 

 
D. Model Creation: 

 

We have implemented a movie dataset on two machine learning algorithms 

one of them is   K-Nearest Neighbor (KNN) and other Singular Value 

Decomposition (SVD). 

1) Singular Value Decomposition: A matrix's SVD  is a factorization of that 

matrix into three vectors in mathematical concepts.  It has several 

fascinating algebraic characteristics and offers crucial geometrical and 

theoretical insights regarding linear transformations. 

 
Figure-9:SVD 
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2) K- Nearest Neighbour (KNN): The full form of  KNN stands for “K-

Nearest Neighbour ''. The approach could be used to solve both kind of 

problem i.e. classification as well as regression. The number of nearest 

neighbours to a new unknown variable that must be predicted or 

categorised is represented by the sign 'K' sign. It's a data classification 

approach that evaluates the likelihood of a data point belonging to one of 

group based on which measured values are adjacent to it. 

 
Figure-10:KNN 

 
 
 

E. Model Training and Evaluation: 

 

For Model Training, we have used CPU for the KNN algorithm and Colab 

GPU for the SVD algorithm. 

 

1) Single Value Decomposition: We have trained and evaluated SVD 

models. For evaluation, we have used the same movie for recommendation 

and cross-validation approaches. 

a. Movie Recommendation: SVD was unable to recommend the 

movie accurately.  Besides using different parameters tuning SVD 

fails to provide accurate results. 

 

 

Figure-11: SVD Movie Result 

 
b. Cross Validation: Cross-validation, also referred as out-of-sample 

test or also called as rotation estimation, is a model validation 

methodology for examining how well statistical analysis results 

will generalize to a new data set.  On subsequent iterations, cross-
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validation is a resampling methodology that checks and trains a 

model using diverse chunks of data.  While evaluating the results 

using SVD we have used 5 iterations. The Following values of 

MAE (Mean Absolute Error) and Root Mean Square Error 

(RMSE) e obtained. 

Table-1:RMSE and MAE for SVD 

 

Test 

RMS

E 

0.87

1679

13 

0.873

09612 

0.878

93968 

0.875

21147 

0.870

41355 

Test 

MAE 

0.66

9364

43 

0.672

15072 

0.676

03402 

0.671

06658 

0.671

31548 

 

2) K-means Neighbor (KNN): We have trained and evaluated KNN 

models. For evaluation, we have used the same movie for 

recommendation and cross-validation approaches. 

 

a. Movie Recommendation: KNN was able to recommend the 

movie accurately.  We have trained using different parameter 

tuning and accurate results were obtained. 

 

 
Figure-12: KNN Movie Result 

b. Cross Validation:  We utilized five iterations to evaluate the 

findings using KNN. The following values of MAE (Mean 

Absolute Error) and RMS (Root Mean Square Error) are obtained 

(RMSE). 

Table-2:RMSE and MAE for KNN 

 

Test 

RMS

E 

0.9390

0083 

0.942

30157 

0.939

24074 

0.930

46114 

0.942

93208 
Test 

MAE 

0.7176

5578 

0.717

6315 

0.720

06309 

0.711

21797 

0.720

1747 
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c. Content Based Filtering:  

The underlying premise is that if you enjoy something, you'll 

like something "alike." It usually works effectively when 

determining the context/properties of each object is simple. 

The data user provides is used by a content-based 

recommender, such as explicit movie ratings from the 

MovieLens collection. Based on the data obtained, a user 

profile is developed, which ultimately gets used to provide 

suggestions to the user.The more the number of inputs 

obtained the accuracy of the machine gradually increases and 

can recommend far more accurately. 

 
Figure-13: Filtered Movies 

 

F. Comparison between SVD and KNN: 

 

We have plotted the comparison multi-bar chart of both KNN and SVD 

algorithms and the result was compared between RMSE and MAE values. 

 

Figure-14 : Comparison between KNN and SVD of RMSE metric. 
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Figure-15: Comparison between KNN and SVD using MAE metric. 

 

4. RESULTS 

The Movie Recommender ML app  proposes or suggests a movie to the user that is devoid 

of false ratings and has a very user-friendly interface. Out of KNN and SVD, KNN also 

proves to be the best algorithm to employ. The predictions were compared, and KNN was 

found to be the superior algorithm that is employed in the app and can be employed in 

future Recommendation Systems. 

 

Figure-16: Movie Prediction Result 
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5. CONCLUSION  

In AI based assistant, online selling platforms, social networking sites, and many other 

formal and informal sectors, recommender systems (RS) are now frequently used.  

Since its inception in the mid-1990s, RSs research has advanced. Machine learning (ML) 

techniques, which allow machines to understand from user data and tailor suggestions 

much more, are a significant advancement in the history of RS. Machine learning is one of 

subset of Artificial Intelligence (AI) that includes algorithms that aim to foresee the 

outcome of data to be processed. In the disciplines of image identification, search engines, 

and security, machine learning has achieved significant advances. However, there are other 

algorithms in the ML field that have been reported in the literature, each with its own set 

of properties. There is no classification scheme for algorithms in the literature that shows 

which environments they are best suited for. As a result, selecting an ML algorithm for use 

in RSs is tricky. Furthermore, researchers in RSs lack a comprehensive vision of trends in 

Machine Learning Algorithms adoption, making it difficult to identify where to focus their 

field of study called research efforts. 

Scientists and Developers on the other hand, need to determine which SE areas lack of 

enough assets or tools for RSs development. This paper then suggests a comprehensive 

review of the ML algorithms used in RSs, as well as what SE domains can help with the 

creation of such RSs.  

We looked at the domains where RSs using an ML algorithm were authenticated during 

the systematic review. Due of the ease with which test data may be retrieved, movies, 

articles, and product reviews are the three popular domains.In the movie realm,MovieLens 

is one and IMDb the other  are multiple online collections of movie ratings. As a result, we 

used the SVD and KNN Algorithms to build this dataset. In both RMSE and MAE , KNN 

has a higher value than SVD. The recommended movie in KNN is more precise than SVD 

and in each value of K in cross-validation, it is seen that KNN is much better. Hence, KNN 

is a better model in movie recommendation than SVD.  
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