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Abstract—The health-care industry generates a lot of information. It's simple to tap into this data and 

predict diseases early, thanks to technological advancements. Chronic disorders such as coronary artery 

disease, chronic kidney disease, and diabetes have a high mortality rate and can be fatal if not diagnosed and 

treated early. In order for people to be able to heal themselves of these ailments, this machine learning 

prediction must be made publicly available to everyone. Our proposal is to create a one-stop health-care 

solution in this regard. People can utilize the web application to submit symptoms and other information 

related to the disease, and the machine learning model will predict the presence of a disease and display it to 

the user. Medical data is collected and these statistics are used as input for the models, and those abilities are 

then modeled for prediction of the diseases to provide high accuracy. This model is then used at the backend 

to forecast future medical conditions of people. This solves the issue of getting tested for disease without 

requiring considerable bodily action, traveling to the hospital, which in turn minimizes the number of tests 

to be conducted. This drastically reduces deceiving people to take many tests and lowering the costs. 

Keywords—Machine learning, chronic kidney disease, coronary artery disease, diabetes, web application, foolproof 

healthcare 

I. INTRODUCTION  

Healthcare is one of the most in-demand fields in this new post-covid era, where everything is geared 

toward the internet and virtual worlds. Much of the real-world problems may be handled with the aid of 

artificial intelligence and data mining tools. Data mining, which combines several disciplines, is employed 

to draw out valuable information from huge quantities of data. It's beneficial for extracting healthcare 

information for clinical decision-making and generating hypotheses from large quantities of medical data. 

The health-care business generates enormous amounts of data, and by analysing this data, many illness may 

be recognised and predicted early on, and even be treated  early to prevent mortality. Simultaneously, rapid 

advancements are being made in clinical analytics, such as systems for evaluating and analyzing massive 

amounts of data and drawing new insights continuously from these analyses. This brings up incredible 

prospects to save health-care expenses while also making illness diagnosis considerably easier. 

Chronic renal disease is a serious and major problem across the world, and it is a condition marked by 

a gradual decrease of kidney’s performance over time. It affects around one-sixth of the world's population. 

The symptom of This disease is that it will not cleanse the blood as well as it should, leading to renal failure. 

The proliferation of Plaque is the most common cause of coronary artery disease. Coronary arteries 

constrict leading to a condition which reduces the blood flow to the heart. This disease can occur and may 

exhibit in a variety of ways, the symptoms can range from no symptoms to chest discomfort and ultimately 



to a heart attack as well. Diabetes occurs when blood sugar levels remain high for an extended length of 

time. It has recently been identified as a risk factor for many diseases such as blindness and renal failure. 

A web application is developed to allow anyone to predict if they are healthy or not using  machine 

learning models and determine whether or not they have the condition. Because of the accessibility of 

access to the internet, web apps are frequently utilized. The major goal of establishing a one-stop health-

care system is to provide a fool-proof health solution. People are frequently duped into undergoing many 

needless tests, resulting in higher hospital expenses. Doctors' workload is also increased as a result of this. 

The amount of time we spend interacting with the hospital is decreased when we use this app, as is the time 

we spend waiting for testing. In recent years, the hospital atmosphere has been viewed as unsafe. However, 

with the online web application, anybody from anywhere in the globe may utilize the services given to 

check for infections which saves time instead of waiting for the doctor’s appointment. 

For each disease, we applied various machine learning models in our study. Classification algorithms 

are used in the models which is a common technique that is utilised in a variety of applications, including 

locating unknown samples. Diseases are diagnosed using a combination of clinical indicators and 

laboratory results. To mention a few, the models include decision tree classifier, extra boost classifier, 

support vector machine, logistic regression, random forest classifier, and k nearest-neighbour. All of the 

models were evaluated, and the best algorithm was chosen and incorporated with the online application to 

accurately forecast the disease's outcome. The data was first processed to make it usable for the models, 

while also cleaning and refining it to improve accuracy. 

II. RELATED WORK 

A. Chronic Kidney Disease 

Ebrahime Mohammed Senan[1] and teams suggested that in the data pre-processing stage the mean 

statistical is used to replace missing numerical values whereas mode statistical analysis method weas used 

to replace the missing categorical values. And then the feature selection was done, to do this the features 

were removed recursively using RFE algorithm to end up with the most important features in the set for the 

modelling purpose. Four popular machine learning algorithms were used namely SVM, KNN, decision 

tree, and random forest for modelling to extract the best diagnostic results. The random forest classifier 

gave the best accuracy of one hundred percent, and classified all the positive and negative samples 

accurately. 

Imesh Udara Ekanayake[2], in his research concentrated on data cleaning. Where the with attributes 

with more than one fifth of data had missing values were deleted as it did not contribute much for prediction. 

As a result, the features such as blood cells count etc. are left out of the analysis. In the next  step the missing 

values in the other features were handled. To ensure satisfactory accuracy, missing values must be handled 

in the pre-processing step depending on their distributions. Little's MCAR test was used in this study to 

confirm the randomization of missing values. The missing values were substituted by taking average value 

using the KNN model instead of just substituting it with the mean or mode statistics. When this was 

compared to data which had been substituted with the mean and mode values, the results showed that the 

KNN infused dataset gave better accuracy for the models in prediction of the disease. This increases the 

scope to investigate and invest in KNN imputer based techniques to handle missing values in the sets of 

data which in turn will increase the accuracy of prediction. Additionally, by taking into consideration 

factors such as water intake patterns, and dietary kinds into the research, more information about CKD can 

be learned. 



Chronic kidney disease was studied and evaluated by S.Revathy[3]. Chronic Kidney Disease(CKD) is 

a disorder wherein the kidneys are unable to fulfil their normal blood filtration and other functions. Kidneys' 

main function is to filter-out excess water and waste from the blood. processing. Pre-processing data 

acquired from numerous sources makes it easier to use data mining methods. On the CKD datasets, this 

paper depicts  how to develop and use a data mining technique for extracting useful information. A large 

number of CKD datasets are gathered. The usual data mining approaches of data preparation and pre-

processing are used. To predict the early onset of CKD using data mining, three machine learning methods 

were used namely support vector machine, Decision tree classifier and Random Forest classifiers. Each 

algorithm's effectiveness is evaluated using various parameters, and the model which had the highest 

effectiveness was selected. 

 

B. Coronary Artery Disease 

Rahul Gupta[4] and his team worked on diabetes detection. Humans are at risk from diseases such as 

coronary artery disease, cancer, and tumour illness. The recommended study in this paper was conducted 

in this regard to forecast coronary disease early on. AI techniques are frequently used to detect heart disease. 

Medical data is collected and these statistics are used as input for the prediction of illness. These techniques 

can then be used to predict medical condition in the future. In the suggested approach, they apply three 

alternative data mining strategies. The model's accuracy while employing each of the methods is intended. 

The algorithm with the highest accuracy is then chosen for predicting the diseases. The proposed approach 

uses machine learning to detect and predict the likelihood of developing coronary artery disease. For 

predicting the CAD various machine learning techniques were used such as SVM, random forest and Naïve 

bayes classifier. The data for this analysis was gathered from the uci data repository, and it also contains 

data collected from other sources. The training dataset comprises the prediction of heart disease incidence 

for various age groups. 

Santosh kumar[5] and team utilised a publicly available dataset, machine learning systems can detect 

the existence of heart disease with excellent accuracy. This paper showed that when it comes to detecting 

CAD, the neural network model beats other machine learning methods. Many machine learning techniques 

were developed and applied to the data after the dataset was pre-processed. Evaluation metric such as F1 

score and accuracy used to evaluate the models results. The six machine learning models performed 

admirably, with accuracies of better than 80 percent. Tools such as R was used in this research and 

investigation, this has also been. Using a publicly available dataset, machine learning methods may be 

used to detect the presence of heart disease with high F1 score and accuracy. Here they also showed that 

the random forest classifier was prone to overfitting compared to the other models. Hence the neural 

networks models was used to predict the disease accurately.  

 

The goal of Rashmi[6] and her team's research is to use machine learning to diagnose cardiac disease 

using a minimum number of attributes. They also used Hadoop and big data analytics concepts to run the 

models and provide faster outputs. This random forest classifiers were running on different nodes on 

Apache Spark to provide a solution in a more accurate and faster manner. This method provides health 

care analysts a huge potential to use these techniques to tackle the hurdle of analysing huge amounts of 

data. The focus of this project is on the data analysis portion. The healthcare data collected every now and 

then in the Medicare industry may be handled quickly using big data analytics for illness prediction with 

minimal overhead. They suggested and evaluated a scalable approach for predicting heart disease 

characteristics. They used the Spark framework to develop the random forest method for predicting heart 



illness, and they demonstrated that it can operate with as few as six hundred data records and were able to 

achieve ninety eight percent accuracy. 

 

C. Diabetes 

Aishwarya Mujumdara[11] suggested that in order to provide more accurate and exact findings, the 

model deals with inconsistencies in data. There were missing values in the dataset. Because these attributes 

cannot have 0 values, these values were substituted with other values and was handled appropriately for a 

few selected attributes. The dataset was then scaled to normalize all values to achieve better results. 

Then multiple machine learning classification techniques were applied to the preprocessed data, and this 

classification results were evaluated. Different models which were used are Logistic Regression, AdaBoost 

classifier, Extra trees classifier etc. Among these algorithms the model with the best accuracy was chosen 

which turned out to be the AdaBoost classifier with an accuracy of 98.8%. They had seen a comparison of 

the accuracies of two distinct machine learning algorithms using two separate datasets. They used numerous 

evaluation criteria, such as classification accuracy, confusion matrix, and f1-score, to assess the prediction 

outcomes. 

Mitushi Soni[12] suggested several measures that were made in this project. Different categorization 

and ensemble approaches are used in the suggested strategy. In this study, it was discovered that random 

forest classifiers outperformed the remaining classifiers in terms of accuracy. All in all, they applied the 

few of the most advanced data mining techniques for detection and prediction of the diseases with excellent 

efficiency and accuracy. In this case, characteristics played a significant impact in prediction. The main 

intention behind this research was to develop a diabetes prediction model using data mining techniques. 

This research also evaluates and analyze the performance of all the developed models and ultimately select 

the best model with the best accuracy. The different models used ranges from random forest classifiers to 

logistic regressions to SVM.  Gradient Boosting classifiers were also used in this research paper, as well as 

other classification and ensemble learning approaches. Furthermore, a classification accuracy of 77% was 

achieved using Random Forest. The outcomes of the experiment can help people to diagnose diabetes at an 

early stage in order to cure and save lives.  

Ayush Anand[13] used data acquired manually through questionnaires in this study. The questionnaire 

was created solely through discussions with doctors, two of whom were Diabetologists. For a highly 

categorized dataset, the CART(Classification And Regression Trees) prediction model was used which 

resulted in 75% accuracy. The k-fold cross-validation approach was used to validate the results, which was 

followed by the CART technique. The complete data set was divided into five portions, with each fold 

serving as a test set once and a training set for the remaining iterations. As a result, they were able to 

improve the accuracy of the created model while still providing completely unbiased data. Many key 

attributes were discovered in this research. These key attributes are daily lifestyle activities which can 

influence and cause diabetes to occur. These attributes are eating at roadside eateries, fluctuation of blood 

pressure, irregular sleep cycle, high intake of rice and also inheritance of diabetes from parents. As a result, 

while one should appreciate every part of one's life, a little prudence in one's everyday routine is not 

harmful.  

III. METHODOLOGY 

A number of different data mining techniques were experimented to analyse the datasets. For each 

disease a dataset was collected and used for the analysis. We utilized machine learning techniques such as 

KNN, random forest, decision tree and SVM. In pre-processing, handling of missing values is done. 



Various strategies were used to pick important features. Disease diagnosis was based on a few selected 

characteristics. Three diseases were identified in this study: Chronic kidney disease, Coronary heart disease, 

and Diabetes. KNN, random forest, decision tree and SVM and boosting approaches were utilised as 

algorithms. All of the classifiers produced promising and exceptional results for predicting and diagnosing 

the given variable into diseased or not. 

A. Dataset 

There were 400 entries and 25 characteristics in the kidney disease dataset. Attributes such as Age, 

haemoglobin, appetite,  blood pressure, diabetes, sugar, red blood cells, and other characteristics are 

included. CKD and not CKD are the two values in the diagnostic class. Except for the diagnostic feature, 

all features had missing entries.  

There are 768 entries in the Diabetes dataset, and it has 9 characteristics. Age, blood pressure, pregnancy, 

hyperglycaemia, and other factors are all considered. There are two values in the diagnostic class: 0 and 1. 

There were some missing values in some features.  

There were 303 entries and 14 characteristics in the Heart disease dataset. Age, kind of chest discomfort, 

resting blood pressure, sex and other characteristics are included. There are two values in the diagnostic 

class: 0 and 1. There were no missing values in any of the features. 

 

Fig. 1. Methodology. 
 



B. Pre-Processing 

Outliers and noise were present in the dataset, therefore it needed to be cleaned up in this stage. Estimating 

missing values and removing noise, outliers were all part of the preprocessing stage as was standardized 

scaling of variables, testing for unbalanced data, and variable encoding. The most straightforward way to 

deal with missing entries is to remove those entry or ignore the records, although this is ineffective on a 

tiny dataset. Instead of eliminating records, we have applied methods to compute missing values. Missing 

entries for numerical attributes can be calculated using statistical measures like mean, mode and median, 

whereas missing entries for categorical characteristics was calculated using the mode statistical approach, 

wherein the missing values are replaced with the most frequently occurred value in each of the attributes. 

 

C. Features Selection 

Here, key features with a high and positive association for disease diagnosis are identified, while features 

that are irrelevant meaning the features that do not contribute significantly for the prediction are eliminated 

from the dataset. These useless features will hinder the robust performance of the model as it increases the 

complexity of the model. Here, columns with high collinearity with each other were removed, and Extra 

Trees Classifier was used to find top features influencing the target, and those features were only used for 

prediction because they contributed most to the model's accuracy, and the achieved accuracy had minimal 

changes. 

 

D. Classification 

To create categorization templates, data mining and machine learning techniques were used to develop 

new, understandable and insightful patterns. The creation of machine learning models established on 

preceding analysis is required for both supervised and unsupervised learning approaches. These techniques 

are utilized for diagnostics in the medical industry, these models fall into the category of regression and 

classification. SVM, KNN, random forest, decision tree, logistic regression and boosting are popular ML 

algorithms that produced the best diagnostic findings. ML techniques are partitioned into two stages, the 

models work around these stages to build patterns which can then be used for classification. Two stages 

are: The training stage, in this stage the model is developed from the training dataset with the expected 

results. The second stage is the validation stage in which the constructed model is validated for its quality 

using a test dataset. All of the techniques are supervised methods for solving classification and regression 

issues. 

 

E. Splitting Dataset 

Dataset was divided into two parts namely the training dataset and testing dataset in the specific ratio to 

get a better trained model and then validation is done on the testing data. 

 

F. Building and deploying the GUI for the built models 

We planned to develop refined structure and user interface to the prediction model. To do this, the best 

model was uploaded to the backend of our live website, different conditions and parameters were added, 

and a basic simple and easy to use web application using HTML and CSS was developed, in which the 

user enters the values for the parameters as described. The app would then use these inputs provided for 

the prediction of the diseases. The app will then inform you of its essential prediction. The user would 



receive the desired answers based on the analysis and be informed as to whether he or she is healthy or 

should seek medical advice.  

Various machine learning models were developed using the UCI and Kaggle datasets with multiple 

features. In Python, the models were saved in a pickle file. Then with the help of Flask the web application 

was integrated with the model at the backend. Before being redirected to the form on that page, the user 

will be asked to select the condition he or she wants to check for. In the website's form, the user can fill 

out the essential information. The input is passed as a request to the models on the backend using flask, 

and the models revert the prediction, which is displayed in the result area of our website. The Flask web 

application was later released on the Heroku platform, which is a cloud-based platform for developing and 

running web applications. The outcome of the application is dependent on probability. Models will assess 

whether the person is healthy or in need of medical help. It will also be displayed in the results section of 

the website. 

 

IV. RESULT AND ANALYSIS 

A. Evaluation Metrics 

 

Fig. 2. Evaluation metrics. 

The metrics for evaluation which are available in python were used to validate the performance of the 

classifiers. The confusion matrix is one of these metrics, from which the true negatives, true positives, false 

negative and false positives are displayed in a tabular form. Using this matrix accuracy, F1 score, recall 

and precision calculated by computing the properly categorised samples True Positives and True Negatives 

and the wrongly classified samples False Positives and False Negatives, as illustrated in the formulae above. 

 

B. Chronic Kidney Disease Classification 

Multiple models was used to find the best suitable algorithm to predict CKD. The model with the best 

result is the Random forest classifier. As the name implies, a random forest classifier comprised of massive 

number of individual decision trees that work together as an ensemble model. The class prediction of each 

tree in the random forest is aggregated and the class which has the most votes will be considered as the 

prediction of the model. It was chosen for our final CKD illness prediction because it performed better than 



other models and had a 96 percent accuracy rate. The different models that were also considered were SVM, 

Logistic regression and Gradient boost which gave an accuracy of 90, 87.5 and 95 percent respectively.  

 

Fig. 3. Chronic Kidney Disease Model Accuracy. 

 

C. Heart Disease Classification 

SVM is used to predict cardiac disease. Support Vector Machine is a supervised data mining technique 

which is used for classification and regression techniques. It locates a hyper-plane that establishes a 

distinction between different data types. This hyper-plane is nothing more than a line in 2 dimensional 

space. When the dataset has two classes and is separable, linear SVM is utilised. Different kernels such as 

linear, RBF, poly, and sigmoid are used to forecast heart disease, and accuracy is calculated from them. 

SVM is used for final predictions since it performed better than other algorithms. Poly kernel obtained best 

accuracy for training data, but RBF kernel performed better than poly for testing data, hence SVM is used 

with RBF kernel for final output prediction. The different models that were also considered were KNN, 

Logistic regression and random forest which gave an accuracy of 79, 86 and 81 percent respectively. 

 
 

Fig. 4. Coronary Artery Disease Model Accuracy. 

 

D. Diabetes Classification 

Diabetes is detected using KNN. K Nearest Neighbours is a regression and classification algorithm and 

a machine learning technique. In order to predict which class a data point belongs to K-Nearest Neighbours 

analyses the labels of a specific number of observations neighbouring it. The Euclidean distance is used to 

determine the neighbours. Because it performed better than other models, with an accuracy of roughly 81 

percent, it was picked for our final diabetes illness prediction. The different models that were also 

considered were SVM and random forest which gave an accuracy of 76 and 77 percent respectively. 



 

Fig. 5. Diabetes Disease Model Accuracy. 

 

V. LIMITATION AND FUTURE WORK 

In the online web application, just three distinct diseases have been included. More illnesses can be 

anticipated and incorporated in the future utilizing data supplied by the medical sector. More real-time 

data which could be extracted from different sources could be used to keep updating the models to increase 

accuracy. Using data science approaches, a whole virtual healthcare system can be created. Doctor 

recommendation can be added for people to consult for additional medical assistance. 

 

VI. CONCLUSION 

In today's world, when everything is virtual, we devised a strategy to build a virtual healthcare system 

based on machine learning that can identify disease early on and avert life-threatening scenarios. The 

healthcare data collected every now and then in the Medicare industry may be handled quickly using big 

data analytics for illness prediction with minimal overhead. Predicting illnesses with greater overall 

accuracy allows more individuals to become aware of life-threatening diseases early on, allowing them to 

be treated at  minimized costs and with less risk-factors. Effective feature engineering reduces the amount 

of attributes needed for the machine learning algorithms, this in turn reduces the number of medical tests 

that have to be taken up. Machine learning techniques have been used to provide a one-stop solution for 

forecasting certain chronic illnesses. This reduces reliance on hospitals by allowing patients to be tested for 

illness in the privacy of their own homes at minimal cost and with high accuracy. 
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