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ABSTRACT 

Using a network of many computers to address issues requiring enormous volumes of 

data and computing is made easier with Apache Hadoop, an open-source software collection. 

The MapReduce programming approach is used to create a software framework for 

distributed storage and processing of massive data. Big data is a way for storing, 

disseminating, and analysing large datasets at a high rate of speed. Big data may be 

organised, unstructured, or semi-structured, making it impossible to use traditional records 

management procedures to deal with it all. The Hadoop Distributed File System (HDFS) and 

the MapReduce programming style are at the heart of Apache Hadoop's architecture. Large 

chunks of data are broken up into smaller chunks and distributed across the nodes in a cluster 

using Hadoop. The data is subsequently processed in parallel by transferring the packed code 

to nodes. Because of data locality, nodes can only alter the data they have. A more typical 

supercomputer design that depends on a parallel file system and distributes computation and 

data across high-speed networking enables the dataset to be handled quicker and more 

effectively. This article discusses the technology of big data and its challenges, as well as the 

answer to the problem that is Hadoop framework and its applications.  

Keywords:-Hadoop, HDFS, MapReduce, and YARN are some of the terms used to describe 

big data.  

1. INTRODUCTION TO BIG DATA 

Modules in the core Apache Hadoop framework include: the libraries and utilities used by 

other Hadoop modules may be found here. Commodity machines are used to store data in the 

Hadoop Distributed File System (HDFS), which has a high aggregate bandwidth throughout 

the cluster. Hadoop YARN is a framework that manages computing resources in clusters and 

uses them to schedule programmes for users; it was announced in 2012. For big data 



 

  

 

 

processing, Hadoop MapReduce is a MapReduce programming paradigm implementation. 

There are a number of additional software packages that can be installed on top of or 

alongside the Hadoop platform that are called Hadoop's ecosystem, such as Apache Pig, 

Apache Hive, Apache HBase, Apache Phoenix and Apache Spark; Cloudera Impala and 

Flume; Apache Sqoop and Oozie; Oozie and Storm; and ZooKeeper. The MapReduce and 

HDFS components of Apache Hadoop were derived from Google publications on 

MapReduce and Google File System [1]-[5] 

The Hadoop framework is mostly written in Java, with a small amount of native C 

code and shell scripts for command-line tools. Hadoop Streaming may construct the map and 

reduce portions of the user's application using any programming language, not only 

MapReduce Java code. Users of other Hadoop projects have access to more advanced 

features.  

Nowadays, almost everyone carries a smartphone around with them. A single mobile 

phone user generates around 40 exabytes of data every day in the form of text, calls, 

messages, photos, recordings, searches, and music. Despite the fact that there are billions of 

smartphone users, conventional computer systems are incapable of handling the vast amounts 

of data generated by smartphones. The term "Big Data" is used to describe such a large 

volume of data. There are millions of people who use Facebook, YouTube, and Google every 

day, which creates a lot of data. Because of this, big data is created by giant organisations to 

evaluate vast amounts of organised, unstructured, or semi-structured data [6]-[15].  

THE BIG DATA TYPES: 

An example of structured data would be data that can be stored, referenced, or controlled 

according to a predetermined arrangement.  

Using relational data as an example, The term "unstructured" refers to data that has 

no established form or organisation. [6] Data in XML format, for instance. 

Unstructured and structured data may be mixed and matched to create semi-structured 

data.  

Word, PDF, Text, and Media Logs are all examples.  

 

HADOOP HISTORY 

Hadoop's co-founders, Doug Cutting and Mike Cafarella, claim that the Google File System 

article released in October 2003 was the inspiration for the project. [16] [17] A follow-up 

study from Google, "MapReduce: Simplifying Data Processing on Large Clusters," was 

based on this one. [18] After the Apache Nutch project was abandoned in January 2006, 



 

  

 

 

development was transferred to the new Hadoop sub-project. [19] Named after Doug 

Cutting's son's toy elephant when he worked at Yahoo! [20] For HDFS and MapReduce, 

around 5,000 and 6,000 lines of code respectively were factored out of Nutch.  

As of April 2006, Hadoop 0.1.0 has been released.[21] Owen O'Malley was the first 

committer to join the project in March 2006.  

[22] The project is constantly evolving as a result of the contributions that are being made. 

[23]  

In 2002, Doug Cutting and Mike Cafarella began working on the Apache Nutch project, 

which led to the creation of Hadoop. In order to construct a search engine that could index 1 

billion documents, the Apache Nutch project was launched. Using Nutch, they determined 

that a system like this would cost nearly half a million dollars in hardware and a monthly 

operating cost of $30, 000, which is a lot of money. Since the web contains billions of pages, 

it became clear to them that their project design would not be able to handle the problem. As 

a result, they were searching for a viable solution that might lower the installation costs and 

the difficulty of storing and analysing massive datasets.  

While researching Google's GFS (Google File System) distributed file system in 2003, they 

came upon a document describing the architecture of Google's distributed file system. Now 

that they've read this article, they've come to recognise that it can help them handle the issue 

of storing enormous files created by web crawling and indexing operations. This study, on the 

other hand, was just a partial answer.  

That year, Google issued a new document on how to handle these massive datasets using 

MapReduce: Now Doug Cutting and Mike Cafarella have another half-solution for their 

Nutch project thanks to this research. GFS and MapReduce were only white papers at Google 

at the time. There were two strategies that Google did not use. As Lucene (a free and open-

source information retrieval software library, initially created in Java by Doug Cutting in 

1999) showed him, open-source is a terrific method to get the technology into the hands of as 

many people as possible. So, with the help of Mike Cafarella, he began incorporating 

Google's open-source methodologies (GFS and MapReduce) in the Apache Nutch project.  

At the beginning of 2009, Hadoop successfully proved the ability to sort one petabyte (PB) of 

data within 17 hours in order to handle billions of queries and index million web pages. And 

Doug Cutting departed Yahoo to join Cloudera in order to take on the task of bringing 

Hadoop to a broader audience. Apache Hadoop version 1.0 was published by the Apache 

Software Foundation in December 2011. Then, in August 2013, the latest version, 2.0.6, was 

released.  



 

  

 

 

Apache Hadoop 3.0 was published in December of 2017 and is the most recent version 

available.  

 

 NEEDS  

Before I go into Hadoop, I'd want to discuss big data, which is a fascinating topic. 

Because, as you may know, there's a lot of data out there. It's hard to imagine how much 

information can be gleaned from just social media, search engine inquiries, and emails. 

Unstructured data (pictures, videos) and structured data (excel records) are being created at 

an ever-increasing pace in today's world. In the past, there was a lot less data, and it was 

organised. There were no more than two computers needed for the storing and processing of 

that data, making it simpler. However, as the amount of data grows, so does the difficulty of 

storing and processing it. The term "Big data" refers to data that cannot be stored, processed, 

or analysed in typical databases. Then, how do we store and handle this information? Hadoop 

is our tool of choice for this task. Hadoop is a system for storing, processing, and analysing 

massive amounts of data.  

Hadoop solves the problems that conventional systems encounter when it comes to 

storing and processing large amounts of data. There are a variety of units inside Hadoop that 

can store and handle large amounts of data. Data is stored in a distributed manner using 

Hadoop HDFS. Data is split down into smaller parts and stored on several computers in this 

environment. Using Hadoop MapReduce, numerous computers work together to process 

large amounts of data in a parallel method. This solution is simpler and quicker to implement. 

Hadoop's resource allocation component is called YARN (Hadoop YARN).  

FEATURES 

Hadoop Features and Design Principles - Goal  

In this lesson, we'll cover the features, characteristics, and design concepts of the Hadoop 

platform. This feratures of hadoop blog will also address the underlying assumptions on which 

Hadoop was developed. Start by learning about the features of Hadoop and its design concepts.  

Hadoop's features  

Apache MapReduce and YARN are the most popular and capable big data processing engines 

in the world. Hadoop offers the world's most dependable storage layer (HDFS) and a batch processing 

engine (MapReduce). In this part of Hadoop features, we'll focus on the following significant aspects 

of Hadoop:  

 Open Source 

This project, Apache Hadoop, is free and open-source software. It implies that the code may 



 

  

 

 

be altered to meet the needs of the company.  

Processing Done in Parts  

Data is handled in parallel on a cluster of nodes because HDFS stores data in a distributed 

fashion throughout the cluster.  

Tolerance for Errors  

 

This is one of the most crucial aspects of Hadoop's architecture. In Hadoop, by default, three 

copies of each block are kept throughout the cluster, although this may be altered if 

necessary. This means that if a node goes down, data on that node may be simply retrieved 

from other nodes using this feature. The system automatically recovers from failures of nodes 

or jobs. This is how Hadoop is able to withstand failures.  

Reliability  

Data is reliably kept on the machine cluster despite machine failures due to replication of data 

in the cluster. This characteristic of Hadoop ensures that even if your system fails, your data 

will still be accessible.  

Intuitive Accessibility  

In the event of a hardware failure, the data is readily available and accessible. If a computer 

or a few pieces of hardware go down, the data will be accessible through a different route.  

Scalability  

New hardware may be added to the nodes of Hadoop with ease. In addition, this feature of 

Hadoop allows horizontal scalability, which means more nodes may be added on the go 

without any downtime.  

Economic  

Apache Hadoop is a low-cost solution since it operates on commodity hardware in a cluster. 

It does not need the use of a specialist machine. Hadoop also saves a lot of money since it is 

so simple to add more nodes on the fly. As a result, if your needs grow, you can simply add 

more nodes without any downtime or extensive preparation.  

It's simple to use.  

The framework handles everything, so there's no need for a client to deal with distributed 

computing. As a result, this functionality of Hadoop is straightforward to implement.  

The location of the data  

This is one of Hadoop's distinctive properties, which has enabled it to manage Big Data with 

ease. Hadoop adheres to the idea of data localization, which argues that computing should be 

moved near the data rather than the other way around. Instead of sending data to where an 



 

  

 

 

algorithm is submitted and then processing it, a MapReduce algorithm is transported to the 

cluster and then processed.  

What sets Hadoop apart from other data management solutions are these characteristics. Here 

are several Hadoop Assumptions that must be taken into account before utilising Hadoop.  

 

CHALLENGES OF BIG DATA 

Data volume is referred to as "volume." From megabytes and gigabytes to petabytes, the data 

may be measured.  

The data is too huge because of the variety. Many formats and types of documents are 

available; they may be organised or unstructured and include anything from audio and video 

to log files and other data.  

velocity provides information about the rate at which data is being processed. Time-critical 

data is coming in at a rapid pace.  

There is a tremendous amount of value in Big data. Big data relies on the ability to store a 

large number of values in a database, which is critical for businesses and IT systems.  

There is a lot of noise, biases, and abnormalities when dealing with a large amount of 

information.  

Challenges in Data Analysis  

What if the amount of data becomes so huge and long that it isn't considered the best 

approach to deal with it?  

Is there any way the information may be put to good use?  

Is every piece of data eager to be mined?  

What is the best way to identify the most important data points?  

The question is whether or not all of the necessary data has been cached.  

Manpower, Personnel, and Human Capital  

Organizations and young individuals with various new skill sets will be drawn to Big Data 

because of its increasing period. To be successful, these skills should not only include 

technical ones, but also include analytical, interpretative, and creative ones. Tutoring 

initiatives should be undertaken by the organisations in order to develop these skills in 

people. It's also important for universities to educate their students about Big Data so that 

they can produce a highly skilled workforce.  

There are many different kinds of data.  

Unstructured data encompasses a wide range of records, from social media interactions to 

taped meetings, to PDF files, fax transfers, and emails. Managing unstructured data is a large 



 

  

 

 

and expensive challenge. Unstructured data cannot be converted into structured data, and this 

is also not possible. It's common for structured data to be arranged in a highly automated and 

manageable way. It seems to be well integrated with the database, however the data is 

completely unstructured and fresh.  

HADOO PHYSICAL SPECIFICATIONS  

Economical: Product equipment is used in Hadoop (like your PC, computer).  The expense of 

assuming responsibility for a Hadoop-based activity is modest. Hadoop environments are 

easier to maintain and more cost-effective to run. In addition, Hadoop is free software, 

therefore there is no licence fee.  

Integration with cloud-based services: Hadoop offers built-in capability that integrates 

effortlessly with cloud-based services. In other words, if you're running Hadoop on a cloud, 

you don't have to worry about the scalability issue since you can order more hardware and 

expand your system in minutes whenever necessary.  

Hadoop's ability to handle a broad variety of information makes it a flexible tool. Hadoop can 

store and process any sort of data, whether it is established, semi-established, or unstructured 

records, as we have previously discussed "Variety."  

For example, if a computer goes down, any of the other machines will assume the 

responsibility and perform in a fault-tolerant and dependable manner. There are inherent fault 

tolerance features in the Hadoop system, therefore it is very dependable.  

Resource management is handled by the YARN layer of Hadoop known as Yet Another 

Resource Negotiator (YARN). Resource management and activity scheduling/monitoring 

features are separated into distinct daemons in YARN. There may be a single global 

Resource Manager and Application Master in YARN, which is uniform across all 

applications. An Application may be either a single job or a DAG of several tasks. There are 

two daemons in the YARN framework: the Resource Manager and the Node Manager. In 

order to keep the system running, the Resource Manager acts as an arbitrator between all of 

the competing applications.  

YARN is made up of the following components:  

1) The person in charge of managing the company's resources (one according to cluster)   

2) The Master of Applications (one per application)   

There are three types of node managers: (one consistent with node)   

The person in charge of managing the company's resources  

The Resource Manager is responsible for allocating the cluster's resources and keeping track 

of how much resources each node supervisor contributes. It's made up of two major parts:  



 

  

 

 

It does not monitor or measure the popularity of the programmes it allocates resources to, but 

it does schedule resources according to the requirements of, various walking programmes.  

 

Monitoring and resuming application masters in the event of a failure are two responsibilities 

of an Application Manager.  

The Application Master works with the scheduler to obtain the required resources and 

controls the useful resource requirements of discrete apps. In order to perform and monitor 

responsibilities, it connects to the node supervisor  

To communicate the state of a node to the resource management, the Node Manager watches 

ongoing tasks and delivers signals (or heartbeats). It also keeps track of how much resources 

each container is using. . 

BIG DATA AND HADOOP IN DIFFERENT DOMAINS 

Here, we'll examine how Hadoop is helping organisations address their challenges and 

where Hadoop applications are being used.  

Finance and Banking  

A variety of challenging scenarios confront the banking and finance industry, 

including card fraud, tick analytics, audit trail archiving and business credit risk reporting. 

For early detection of security fraud and alternate visibility, Hadoop is being used by the 

team at IBM. For pre-trade decision-making analytics, they employ Hadoop to process and 

evaluate customer data for improved insights, among other things.  

Media, communication, and leisure  

Finding trends in real-time media use, leveraging social media, and phone content are 

just some of the issues that the media, entertainment, and conversation sectors confront. 

These companies use Hadoop to better understand their customers' data and develop content 

for their target audiences. Wimbledon Championships, for example, uses a massive amount 

of data to gently complete assumption examinations in real time for customers during tennis 

events.  

Those who work in the medical field  

Unstructured data, such as patient records and illness case histories, may be analysed 

using Hadoop in the healthcare industry. They are able to effectively treat patients based only 

on past case histories because of this. Precautions may be taken and treatments can be made 

accessible to a particular area by recognising the sickness that is prevalent there. Public health 

records and Google Maps are two tools used by the University of Florida to show data that 

helps researchers more quickly determine where chronic illnesses are spreading[16-25].  



 

  

 

 

Big data is used extensively in the education industry. With almost 26,000 students, 

the University of Tasmania has implemented a Learning Management System (LMS) that 

keeps track of how much time each student spends on various websites and their overall 

progress over time.  

Government  

A vast amount of data is being generated by a variety of government programmes. 

Faster treatment responses are one of the goals of the FDA's use of Big Data to find and 

examine the types of food-associated disorders.  

CONCLUSION 

A general summary of big data, including its properties and benefits, is provided here. 

A variety of challenging scenarios confront the banking and finance industry, including card 

fraud, tick analytics, audit trail archiving and business credit risk reporting. For early 

detection of security fraud and alternate visibility, Hadoop is being used by the team at IBM. 

Hadoop, a technique for processing large amounts of data, has also been discussed in the 

study. Big data is used extensively in the education industry.  

With almost 26,000 students, the University of Tasmania has implemented a Learning 

Management System (LMS) that keeps track of how much time each student spends on 

various websites and their overall progress over time. Hadoop technology and its features and 

modules have been discussed in this article. Big data and Hadoop technologies are explained 

in detail in the paper's applications.  
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