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Abstract:- Position-based mobile data has gained a lot of interest in a variety of sectors such as analysing mortality rates and 

designing public transit systems. How to efficiently reuse the queries of big position-based mobile data, and how much it costs to 

store multiple exact data clones for fault-tolerance, are two major challenges in the field of position-based mobile data collection 

currently being pursued by both the scientific and artificial communities. Until now, there have been a number of dedicated storage 

solutions suggested to solve these concerns. In spite of this, they don't perform well if the scope of queries is wide. Using a distinct 

replica strategy, we create a storehouse system that not only improves query recycling but also reduces the cost of storage space. 

Our research to far hasn't looked at the data storage and processing in the context of large, position-based mobile data sets. 

Specifically, we investigate the trade-offs of various spatial-temporal partitioning and data garbling strategies. Another method 

proposed by us is to choose an appropriate group of clones that is optimal for the expected query loads while adhering to the 

allocated storehouse storage capacity. Clone selection may improve total query performance greatly, and the suggested methods for 

the issue are both effective and effective based on trial results.  

 
I. INTRODUCTION 
There are billions of electronic biases, similar as mobile phones, tablet computers, automobile GPS shipmen, and a wide 

variety of detectors, that may be used to capture enormous volumes of location-based mobile data on druggies or other things. 

For example, hacking groups hide hacker mobility information; telecom drivers regularly record the locations of active 

mobile phones; location-based service providers (LBS) maintain drug users' mobile information whenever they use the 

services. There are a broad variety of uses for location-based mobile data, such as the research of human mobility (1), the 

design of public transportation systems (2), and customised routing suggestions (3), (4). (4).  (5). They are referred to as 

position-based mobile data because they contain the following three qualities. There are at least three essential attributes in all 

of these datasets: object ID, time stamp, and location. Additionally, they may have additional qualities, known as common 

attributes, that could vary between datasets. There are also a significant number of geographical and temporal range searches 

on these resources. Big position-based mobile data has been kept in a number of specialized storehouse systems in recent 

years, including TrajStore (6), CloST (7), and Panda (8). (8).  (8). The methodology below separates data into divisions 

depending on the geographical and temporal properties of the incoming data. All the records in a single partition are 

maintained together in the same place. To reuse a range query, we only need to look at the partitions whose range 

corresponds with the query range in succession. In practise, it has been proved that this strategy is more effective than 

deploying a big number of fragment runners. They may also accomplish a high data reduction rate by employing technical 

storage structures and data-encryption methods. Furthermore, it is feasible to extract the projected query workloads (7) or 

known as prior knowledge (7) from literal questions (6). (6).   

In this paper, we evaluate the usage of unique clones in the context of mobile data storage systems. Replication is used 

frequently in big data warehousing systems, such as Hadoop HDFS, to assure data integrity and continuity, but not yet to 

increase query processing performance. Consequently, the usage of many clones is a unique method. Different clones' 

counterclaims are twofold. Because multiple searches could employ different setups, the data are partitioned and compressed 

in a number of ways. For the second malignancy of the diversity of physical data linkages, clones may recover each other if 

they share the same logical interpretation of the data. With a bone-by-bone replacement, we don't have to compromise 

additional store space in order to enhance query performance. However, despite the evident advantages of hiring multiple 

clones, it is difficult to identify the finest ones.  

Associated Work  

In the subject of spatial-temporal data storage and green query processing, there is a variety of material accessible. Indexing 

character characteristics or trajectories was a significant focus of early study, stretching back to the 1970s and 1980s. [9, 10, 

11, and 12] are some of the most prominent instances of these sorts of trees. Because of the enormous variety of information 

incorporated within a single question response, these fact systems require a huge number of random readings, which may be 

wasteful. Co-discovering facts based on proximity to each other and employing a big partition size is one technique to handle 

this challenge. They can only manage non-distributed circumstances, so TrajStore and PIST cannot store terabytes of data. 

Spatial Hadoop [14] and CloST are Hadoop-based structures that attempt to enable scalable distributed storage and parallel 

question processing of huge location-based cellular data. One of the most essential techniques to scalable question processing 



 

is SATO, which is a framework for separating space facts fast. In [20], a more scalable way of arranging tasks is proposed. In 

contrast to the past attempts, our research is based on the BLOT data model, which is better appropriate for massive location-

based cellular data.  

 

 

II. BLOTSYSTEMSANDDIVERSEREPLICAS 

Introduced here is an abstraction of an essential form of cell-based storage structure, BLOT, which demonstrates not 

unusualplace designs in a significant elegance of devoted structures. BLOT structures are among the subjects we discuss. 

Figure 1 offers an overview of how BLOT structures arrange and query data.  

A database model. A BLOT machine has the potential to store a broad range of mobile phone information based on location. 

An item ID (OID), a time stamp (Moment), the position (LOC) of the item (OID) at the time (TIME), and numerous attributes 

(A1 through Am) make up each report, which is represented as (OID, TIME, LOC, A1,..., Am) (OID, TIME, LOC, A1,..., 

Am).  The key three features are considered as the centre attributes, while the other attributes are referred to as "non-

unusualplace." To be termed area-based, a dataset must contain and underline the most significant information, such as a 

location [21]-[29].  

Partitioning the data. BLOT structures are built on the records version and leverage centre attributes to split up a huge dataset 

into relatively little walls. First, in TrajStore and CloST, records are partitioned using area (LOC) before being partitioned 

using time (TIME) (TIME) (TIME).  Each record within the same partition is saved on a separate storage device that is 

intended for sequential reading only. Some examples of garage units include an item in Amazon S3, a record in HDFS, a 

fragment of the record on a local machine's record, etc. BLOT storage units are frequently significantly bigger than disc 

pages, ranging from a few kilobytes to a few terabytes in size. Large garage equipment offers two significant benefits. Due to 

the fact that data are obtained progressively, queries with extensive spatial-temporal layers may be conducted correctly. As a 

consequence of this, we can simply maintain the partitioning index, a short global records form that can index the spatial-

temporal levels of all records partitions. In [20], a more scalable method to task classification is proposed. There is a 

considerable contrast between the relational data model employed in the aforementioned publications and the BLOT data 

model used in our investigation.  

Introduced here is an abstraction of an essential form of cell-based storage structure, BLOT, which demonstrates not 

unusualplace designs in a significant elegance of devoted structures. BLOT structures are among the subjects we discuss. 

Figure 1 offers an overview of how BLOT structures arrange and query data.  

A database model. A BLOT machine has the potential to store a broad range of mobile phone information based on 

location. An item ID (OID), a time stamp (Moment), the position (LOC) of the item (OID) at the time (TIME), and 

numerous attributes (A1 through Am) make up each report, which is represented as (OID, TIME, LOC, A1,..., Am) 

(OID, TIME, LOC, A1,..., Am).  The key three features are considered as the centre attributes, while the other attributes 

are referred to as "non-unusualplace." To be termed area-based, a dataset must contain and underline the most significant 

information, such as a location.  

Partitioning the data. BLOT structures are built on the records version and leverage centre attributes to split up a huge 

dataset into relatively little walls. First, in TrajStore and CloST, records are partitioned using area (LOC) before being 

partitioned using time (TIME) (TIME) (TIME).  Each record within the same partition is saved on a separate storage 

device that is intended for sequential reading only. Some examples of garage units include an item in Amazon S3, a 

record in HDFS, a fragment of the record on a local machine's record, etc. BLOT storage units are frequently 

significantly bigger than disc pages, ranging from a few kilobytes to a few terabytes in size. Large garage equipment 

offers two significant benefits. Due to the fact that data are obtained progressively, queries with extensive spatial-

temporal layers may be conducted correctly. As a consequence of this, we can simply maintain the partitioning index, a 

short global records form that can index the spatial-temporal levels of all records partitions. In [20], a more scalable 

method to task classification is proposed. There is a considerable contrast between the relational data model employed in 

the aforementioned publications and the BLOT data model used in our investigation.  
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((requests and workload) (requests and workload.)  In a (range) query q, a cuboid whose size is defined by x, y, and t, and 

whose centroid is given by x, y, and t, is retrieved from D. In a workload W = q1, w1, w2..., wn the set of unique queries with 

non-negative weights is specified.  

In the same manner as p and d, we use (q) to indicate the spatial-temporal range of q, namely, x, y and t (or x, y and t) (or x, y 

and t).  The importance (frequency, priority, etc.) of a query may be defined by its weight in a workload. Weights in some 

circumstances are normalised such that n wi = 1.  

As an example, we use Q(W) to represent the set of all queries in W, which is (W) = q1, q2, etc.  

Based on Section 3's description of the query processing system, the following sections describe query cost and workload 

cost.  

Defintion 4) (query cost and workload cost) (query cost and workload cost).   

Reduced Size of the Issue. Because of the exponential development of the number of decision variables, addressing a MIP 

problem could take a very long time to calculate. Assuming a somewhat small n and m, the total number of option variables 

in our technique may be fairly huge. More than 105 decision variables may be identified in a given workload using 20 

partitioning approaches, five encoding techniques and 1000 searches. When applied to the MIP problem, it is already 

computationally infeasible because of this condition (on up-to-date systems currently) (on up-to-date computers nowadays).  



These solutions may considerably minimize the problem size in order to make the above approach more scalable.  

Reducing the Size of the Workforce. The input workload may grow too rapidly if we employ all prior queries reported in the 

query log as the foundation for the workload. Each q  Q(W) is handled as a group of connected queries in order to answer this 

issue. To express all inquiries with the same spatial-temporal range, we employ simply one grouped query, known as QG.  

An approximation of the right answer. Using the example from Part 4.3, we'll examine at alternative approximation 

techniques for finding the best viable collection of copies when problem size is lowered. Using the approximation technique 

is the best choice if there are still a lot of candidate copies or the workload fluctuates regularly. There is no limit to the 

number of replications that may be added until either the storage budget is exceeded or the total workload cost (W, R) cannot 

be lowered by adding any of the existing replications. This approach must be performed a total of |R| times if the storage 

capacity is consumed, in the worst-case scenario. Replica candidates that have not yet been added to R are rated, and the best-

scoring one is added.  

Rounding of LPs. A logarithmic approximation ratio (log n) is the best we can anticipate for from the greedy strategy despite 

the fact that it is cheap to apply and gives acceptable approximate results in practice.  

An integer linear programming formulation of the problem.  

Reducing the linear programming limitations and finding the optimum solution  

Integerizing the fractional solution to the linear programming problem.  

Based on Section 4.2's MIP, we already finished stage 1 of the LP rounding approach in the replica selection problem. We 

further loosen the MIP in stage 2 by allowing xj - 1 and yij - 0 to be allowed. Polynomial time polynomials for x and yj may 

then be utilized to solve the issue. The following rounding strategy is described in stage 3 as traditional rounding approaches 

cannot be directly applied to the problem of replica selection.  

We take a look at two common BLOT settings. Using HDFS, each partition is saved as its own file on a local Hadoop cluster. Amazon S3 is 

used to store partitions in the second option. As part of a query, we launch a map-only MapReduce task, which scans just one of the partitions 

involved in that query. Vehicle GPS logs from more than 4,000 cabs in Shanghai are used in our research. Attributes for each record are listed 

below (including the 3 core attributes).  It is estimated that there are 65 million records totaling 3.7 GB of storage in the uncompressed CSV 

format. Latitude and longitude extend from 30 to 32 degrees, and the duration spans from November 1, 2007 to November 29, 2007. To be 

clear, we only require a tiny percentage of the data in our working system to create the cost model and choose varied replicas for the whole 

dataset[30-39].  

First, we divide the space into equal-sized segments, and then we divide the time into equal-sized partitions. K-d trees [9] are used to divide the 

space in such a way that each dimension is alternately used to decompose the space in a recursive fashion. Number of spatial divisions is 

selected from 42, 43, 44; number of temporal partitions is selected from 24, 25, 26, 27; and number of partitions. There are therefore a total of 

25 possible spatial-temporal partitioning systems, since 5 x 5 = 25 are possible Gzip, Snappy, and LZMA2 are three generic compression 

methods that may be used for data encoding, with the option of employing one of them or none at all. We do not employ uncompressed 

column-store as a possible encoding strategy because of its low performance in terms of compression ratio and scan speed. The total number of 

possible encoding systems is 2 x 4 x 1 = 7. Table 2 lists the compression ratios obtained for each of the encoding techniques using our dataset. 

The total number of candidate copies is 25  7 = 150 when the partitioning and encoding approaches are combined.  

 

III. CONCLUSION 
Using a variety of replicas to store location-based mobile data is the subject of this study. Here, we present a system 

abstraction that specifies an important category of location-based mobile data storage systems: BLOT. In the following 

part, we clearly address the challenge of identifying the optimal collection of distinct copies. A greedy strategy-based 

approximation method and an exact integer-programing approach are offered as viable solutions to this problem. To further 

limit the problem's input size, we propose various viable solutions.  

 

REFERENCES 
[1] A. Doshi and M. M. Trivedi, “Tactical driver behavior pre- diction and intent inference: A review,” in Proceedings of 

the 14thInternationalIEEEConferenceonIntelligentTransportation Systems,ITSC2011,pp.1892–

1897,Washington,DC,USA,2011. 

[2] Y. Ding, J. Zheng, H. Tan, W. Luo, and L. M. Ni, “Inferring road type in crowdsourced map services,” DASFAA, pp. 

392– 406,2014. 

[3] Y. Ding, S. Liu, J. Pu, and L. M. Ni, “Hunts: A trajectory recommendation system for effective and efficient hunting of 

taxipassengers,”MDM,pp.107–116,2013. 

[4] W. Luo, H. Tan, L. Chen, and L. M. Ni, “Finding time period- based most frequent path in big trajectory data,” 

SIGMOD, pp. 713–724,2013. 

[5] C.S.Jensen,H.Lu,andB.Yang,“Geolife:Acollaborativesocial networking service among user, location and trajectory,” 

IEEE DataEng.Bull,vol.33,no.2,pp.12–17,2010. 

[6] P. Cudre-Mauroux, E. Wu, and S. Madden, “Trajstore: An adaptive storage system for very large trajectory data sets,” 

ICDE, pp. 109–120,2010. 

[7] H. Tan, W. Luo, and L. M. Ni, “Clost: A hadoop-based storage systemforbigspatio-

temporaldataanalytics,”CIKM,pp.2139– 2143,2012.



 

PVLDB, vol. 6, no. 2, 2013. 

[15] H. Vo, A. Aji, and F. Wang, “SATO: a spatial data partitioning 

frameworkforscalablequeryprocessing,”inProceedingsofthe 22nd ACM SIGSPATIAL International Conference 

onAdvances inGeographicInformationSystems,Dallas/FortWorth,vol.2014, pp. 545–548, TX, USA,2014. 

[16] S. Khoshafian, G. Copeland, T. Jagodits, H. Boral, and P. Valduriez, “A query processing strategy for the decomposed 

storage model,” ICDE, pp. 636–643,1987. 

[17] N. Bruno and S. Chaudhuri, “Constrained physical design tuning,”PVLDB,vol.1,no.1,pp.4–15,2008. 

[18] D. Dash, N. Polyzotis, and A. Ailamaki, “Cophy: A scalable, portable, and interactive index advisor for large 

workloads,” PVLDB,vol.4,no.6,pp.362–372,2011. 

[19] H. Kimura, G. Huo, A. Rasin, S. Madden, and S. B. Zdonik, “Coradd:Correlationawaredatabasedesignerformaterialized 

viewsandindexes,”PVLDB,vol.3,no.1,pp.1103–1113,2010. 
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