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Abstract. 
 

An unusual mass of tissue in which some cells multiply and grow uncontrollably is called 

brain tumor. It starts growing inside the skull and interposes with the regular functioning of 

the brain. Brain tumors can be detected at an early stage using MRI or CT-scanned images 

when it is small. Early detection is very necessary as the tumor can possibly result in cancer. 

Tumor detection and removal is one medical issue that still remains challenging in the field 

of biomedicine as it is prone to human errors. We have tried to understand the effectivity in 

successfully detecting a malignant tumor through the implementation of Convolutional 

Neural Network using Binary Cross-Entropy and Categorical Cross-Entropy as loss 

functions along with SVM Classifiers and Logistic Regression. We do hope that our 

performance analysis helps other researchers and ML engineers to see the constraints and 

advantages of using these models for accurate prediction. 
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1. INTRODUCTION 

There has been and will be extensive research on the Tumour Malignancy analysis from 

MRI reports and they strive to develop a model that most accurately predicts the malignancy 

and the tendency of a given tumor to be malignant in the future. The research developed by 

Boucif Beddad, Kaddour Hachemi, and Sundarapandian Vaidyanathan in the paper named 

‘Design and implementation of a new cooperative approach to brain tumor identification 

from MRI images’[10] have quite extensively treaded on this field and has given us some 

really helpful insights to develop the analysis and implement few newer techniques to get 

some unique insights into the project. Although the proposed segmentation algorithm was 

not directly used to train our datasets, the modeling techniques we used were analogous to 

the model we wanted to implement. 
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2. METHODOLOGY 

2.1. Deriving Raw Data: 

The Datasets used in the analysis mainly consisted of MRI scan reports of 1000 images, both 

malignant and non-malignant.In SVC we reduced the pixels to 200 X 200 while in CNN , 

64 X 64 image was used .  

2.2. Data Preprocessing: 

The raw data that we have first needs to be converted to some numeric values such that we 

can perform certain operations on it. To do this the very fundamental step that needs to be 

performed is Importing the required libraries for the operations. 

2.3. Dataset Operations : 

In machine learning, we have some raw data like images in this case which have a unique 

format of .jpg. We can’t perform any operation on the data with this format as a machine 

understands only 1’s and 0’s, on a broader scale we may refer to them as elementary 

mathematical operations.  

2.4. Splitting the Data: 

To analyze the performance of an algorithm, this is an extremely important technique that is 

used to check the model’s accuracy over an unknown dataset that is extracted from the raw 

data. original dataset. A conventional flow chart of implementing train_test_split over a 

model would look like this: 

 

 
 

Generally, We refer to the raw training data as x_Train and The data label is stored in y_train. 

The testing data is referred to as x_test and the label of x_test is y_test. 

 

 

2.5. Feature Scaling of the Data: 

Feature Scaling is primarily used to remove the independent variables in the data and 

normalize the data such that we can apply mathematical methods to fit the data in an ML 

Algorithm. 
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3. OBSERVATIONS: 

Coming to the most crucial part of our discussion, we have tried to observe how the Tumor 

detection model would perform as it is passed through SVC, simple Logistic Regression and 

finally, neural networks with a variation in loss and activation functions. 

3.1. Logistic Regression Performance: 

 

As we can see, the logistic regression model shows a training score of 1 which means the 

data perfectly fit the curve. The testing score however is not good enough (as would be 

proved by the other models ). 

3.2. Support Vector Machine(SVM) Performance Analysis: 

The model fits the data quite well and generates praiseworthy output, both in testing data 

and unknown data. 

The training score, in this case, seems to be less than linear regression but the testing score 

improves from the previous model. Thus, when using known data, both models work 

perfectly. 

For the known Set of “No Tumor” and “Malignant Tumour”  

The result is: 

                                           

                                                                   

As we can see, in this model, if we take a probability of success observing this graph. It 

would roughly come around to 1316  which is quite good. Yet, can we do better is what all 
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ML engineers should be asking themselves.  Here comes our last study, CNN 

(Convolutional Neural network). 

3.3. Convolutional Neural Network: 

In CNN,  accuracy score comes to be: 

 

An extremely high-test score over the training data.The curves of accuracy vs epochs and 

loss vs epochs  

                                 Let’s 

now arrive at the observation of its performance with the unknown dataset. 

With the ‘No Tumor “ dataset and “Malignant Tumor” dataset :  

                        

The data works fine.Quite interestingly, we find here that the probability of success over this 

data is just 816 which is just 0.5 which is really bad.Still, an interesting observation as it is. 

SVC remains to be leading in terms of success over unknown data, although it trails the 

neural network in terms of its accuracy score. 

3.4. Categorical Cross Entropy: 

The Accuracy vs Epoch Curve and Loss vs Epoch Curve : 
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Accuracy with increasing epoch values is farely stable .Loss of the function is really less 

with increasing epochs.The probability of success comes out to be 816  again which is 

similar to the binary cross entropy result. It is pertinent to see that the accuracy score of the 

model over the training dataset was 0.979 which was less than that of binary cross-entropy. 

4. FUTURE SCOPE 

Improved models with higher accuracy may be developed using different machine-learning 

models.Our existing model does not take into account the age, gender, and prior medical 

history of a patient for detection. Developing a universal model to detect all kinds of tumors 

in its earliest stage will ensure the earliest detection of disorders which in turn will reduce 

the chances of spreading malignancy to other parts of the body. 

5. CONCLUSION 

In this paper we discussed the design of a model which shows if there are any traces of brain 

tumors using Magnetic Resonance Imaging (MRI) scans. The model performs segmentation 

of MRI scan images and pinpoints if there are any traces of tumor in the brain. From 

comparative analysis, it is clear that Deep Learning techniques and algorithms have great 

power and ability to handle large amounts of data. 
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