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Abstract  
 
Text summarization has long been a subject of conversation in academics. Despite the fact that 

various strategies for automatic text summarization have been developed in recent years, 

efficiency remains a challenge. The ever-increasing bulk of textual content needs the development 

of a method to retain the information in a condensed manner with little information loss. Given 

the increase in the size and number of papers available online, an efficient automatic news 

summarizer is an absolute necessity. This study proposes a pipeline of procedures for generating 

lossless summaries. There are 2 types of summaries: extractive & abstractive summaries. The 

extraction method identifies and extracts only relevant sentences from the original document. 

Abstractive summarization techniques, on the other hand, create the summary after knowing the 

source text, which makes it more complex. This study compares some transformers architecture 
based pre-trained models for summarization of text.     
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1. INTRODUCTION 

If no one reads your work, it makes no difference how much information you include. Any 

summary can help a reader decide whether or not the subject is worth learning more about. Text 

summarization is a time-saving approach that may be combined with data extraction and filtering 

software. It is necessary to condense textual data into shorter, focused summaries containing 

crucial features to travel through it more effectively. Despite the fact that numerous methodologies 

for news summarization have been developed over this time, absolute efficiency has yet to be 

achieved. The amount of today's information repository is significantly bigger than one can readily 

and efficiently handle. Business transactions, news stories, satellite data, digital media, written 

reports and memoranda, and biological data are all examples of this. Furthermore, in current times, 

everyone wants to get more and more in a shorter amount of time. Therefore, reading large texts 

and then trying to understand them is not a smart idea. It is more worthwhile to read the synopsis 

of a large text while retaining the topic or key information provided within it. As a result, greater 

and greater data can be acquired in less time. The need for efficient data mining methods is 

increasing by the day. Hence, devising a technique for automatic text summarising that is not just 

time-saving for the reader, but also efficient, accurate, and feasible.  

2. LITERATURE SURVEY 

The research by Tadashi Nomoto provides a Bayesian model for text summarizing that explicitly 

encodes and uses information about how human judgements are dispersed across the text. Using 

test data from Japanese news texts, a comparison to non-Bayesian summarizers is done [1]. Amir 
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Jalilifard et. al propose STF-IDF, a unique connotation technique build using TF-IDF, is suggested 

for rating word weightage in a corpus of natural writings [2]. Mike Lewis et. al propose BART, a 

de - noising autoencoder used for the pre defined training of sequence-to-sequence models, is 

presented. BART is learned as first distorting the textual data with a random noising algorithm 

and later generating the model so as to retrieve the actual text. BART makes use of standard neural 

network translation architecture, which is based on transformers that, although being 

straightforward, may be thought of as generalizing BERT, GPT and then a variety of alternative 

recent pretraining approaches [3] Colin Raffel et. al in their paper delves into the area of transfer 

learning methodologies, by presenting single scheme which converts all text-based linguistic 

challenges in a text-to-text form. On hundreds of language understanding tasks, our structured 

research examines pretraining goals, model architectures, transfer methodologies, and many more 

other parameters [4]. Jingqing Zhang et. al introduce pre-training huge encoder-decoder models 

based on transformers, on “vast text corpora with a novel self-supervised aim. PEGASUS 

extracts/masked essential sentences deriving out of an input file & generates them like a single 

output series deriving out of the other phrases, comparable with an extractive type of summary. 

They put PEGASUS through its paces on 12 subsequent summarization exercises. Experiments 

show it delivers cutting-edge results on all the 12 datasets. The conclusion was formed on the 

basis of obtained ROUGE scores [5-8]. The final model developed by Lucy Vanderwende and 

Aria Haghighi, called HIERSUM, displays the contents particularly as a ranking of subject 

vocabulary arrangement. It was also suggested that HIERSUM may provide several "topical 

summaries" to facilitate content browsing and discovery [9-12].  

Objectives 

     To identify and convey the most significant information from a particular text to end users. 

 

     To focus on data relevance, maximum information completeness, minimum information  

      redundancy, and summary coherence.  

 

     To analyse a model generated summary against a set of reference materials using ROUGE   

     Score.  

 

     To propose utilizing the Transformer paradigm to reevaluate NLP jobs The inputs & outputs              

     will be strings of text in sus paradigm. 

3. MATERIALS AND METHODOLOGY  

Dataset 

The dataset utilized in this study for comparing the transformer models is the CNN-DailyMail 

dataset. A little over 3,000,000 unique news stories in English, published by CNN and Daily Mail 

writers, make up this dataset. The data fields contain 3 columns:  

 ID - It includes a string that contains the SHA1 hash of the URL where the article was retrieved, 

formatted in hexadecimal.  

 Articles - The article's body is contained in the article column.  

 Highlights - The highlight of the piece, as written by the author, is contained in the Highlights 

column. 

 



 

Figure 1: Distribution of the Words in the original article and the summary 

 

The Basic Transformer Model 

     The various attention levels that comprise a transformer system for text summarization 

represent its fundamental foundation. It is based on attention layers & directional encoding to 

recall the sentences in an input pattern. The overall global reliance generated by using several 

attention layers help and assist in the concurrent computation of input pre-processing [13]. 

Encoder Block:  

     Computers do not understand words. Computers, on the other hand, deal with matrices, vectors, 

or integers. As a result, one must turn the words into vectors. By utilizing the embedding space 

for this, which is similar to an open area or a dictionary in that words with similar meanings are 

clustered together [14]. Each word in this system is mapped and assigned a value depending on 

its meaning. As a result, the encoder block convert our words into vectors. Positional encoders in 

this block provide context based on where a word is in a phrase. This concludes our input, which 

is subsequently forwarded to the encoder block.  

Multi-headed Attention Layer: 

     It is up to the reader to determine how essential a word is in relation to the other words in a 

sequence of words. Relative position of words is much important in linguistic models so as to 

make sense out of the sentence. It is exhibited as an attention vector.      Regardless of the fact that 

each word in the phrase has significantly more weight, this research work is interested in how 

each word in that sentence interacts with the other phrases. As a result, this layer compute 

numerous attention vectors for each word before utilizing a weighted average to calculate the final 

attention vector for each word. This strategy is also known as the multi-head attention block since 

the layer is employing many attention vectors.      In decoder & encoder layers, layer having multi-

head attention employs a process known as self-attention. Value, key & query vectors are 

generated from the inputs by routing it into 3 internally connected layers. Then ‘n vectors’ are 

formed by the division of these 3 vectors. 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 = softmax  (
QK𝑡

√𝑑𝑘

)  𝑉 

Feed forward Layer:  

Each attention vector is subjected to a basic feed-forward network. The network of digital    

neurons turns information into format which is suitable for the next encoder or decoder layer.  

Multi-headed Masked Attention Layer:  

     Attention in the Masked Multi-Head Attention Layer is focused on tokens up to the current 

position (index till which the transformer forecasts) rather than future tokens (which have not yet 

been predicted).  

Linear Layer:  

     A Logits vector is a large vector formed from decoder stack. A fully connected neural network 

forms a linear layer which does this job of converting the vectors.  



 

 

Figure 2: Transformer Architecture 

SoftMax Layer:  

     The SoftMax layer transforms the input to a probability distribution that can be interpreted by 

humans. The three transformers T5, BART and PEGASUS are used for finetuning on our dataset.  

A. T5:  

   The Text-to-Text Transfer Transformer is abbreviated as T5. T5 paradigm is based on a concept 

known as Transfer learning. After being trained in Transfer Learning on a task with a significant 

amount of text, this T5 model was finetuned on a downstream task to obtain broad day-to-day 

language abilities and knowledge that could be used for tasks like text summarization [15]. This 

transformer model utilizes a sequence-to-sequence generation method, where encoded input is 

delivered to the decoder layer via the model's cross-attention layers [16]. The decoder's output is 

autoregressive, which means that it will report the next future words, values on where encoder 

receives tokens in sequential manner as inputs & translates those to a collection of embeddings.  

B. BART:  

     BART is a model based on sequence-to-sequence denoising autoencoder. It makes use of a 

standard seq2seq/NMT structure alongside bidirectional encoder & left-to-right decoder [3]. It 

implies that a BART model which is finely-tuned on a dataset may have an input text series & 

create new text sequence from it. BART combines both the concepts from GPT and BERT, being 

bidirectional like BERT, and the auto regressive one like GPT. The argument or the thinking 

behind it is that BERT's bidirectional nature, which is the auto encoder paradigm is beneficial for 

some NLP works like classification, which require details and data about complete sentence [17]. 

Therefore if one have classification tasks, it's not necessarily an advantage to predict one word at 

a time, it's more about understanding the whole the whole sentence at once in a sense.  The 



downside of something like BERT is it's is poor at handling generation NLP work, where the 

generated word should only hnag on to the formerly prediscted word [18].  

 

PEGASUS: 

     Pre-training with Extracted Gap-sentences for Abstractive Summarization Sequence-to-

Sequence Models is abbreviates as PEGASUS [5]. PEGASUS by Google improves the state-of-

the-art (SOTA) outputs for the abstractive mode of summarization, particularly with limited 

supply of computational power, by utilizing prior researched and finding in NLP [19]. To be more 

specific, PEGASUS, unlike previous models, allows us to get results that are almost equivalent to 

SOTA utilizing 1,000 samples rather than hundreds of thousands of training sets [21]. To teach 

sequences from sequences, PEGASUS employs an encoder-decoder framework.  

 

Table 1: Models along with their parameters and checkpoints used 

Models Parameters Checkpoints 

T5 11 Billion T5 – Base 

BART 140 Million BART – large-cnn 

PEGASUS 568 Million PEGASUS – cnn_dailymail 

4. EVALUATION AND RESULTS 

     ROUGE is an abbreviation that means Recall-Oriented Understudy for Gisting Evaluation. It 

provides ways to evaluate the excellence of a synopsis mechanically by matching it to the rest of 

the (ideal) summaries generated from individuals. This metrics counts amount of overlying 

subsequence, like n-grams, text patterns, & pairs of words, that exist in computer generated 

summaries & the optimal summary by humans [21].  

ROUGE metrics are classified into various segments, like the ROUGE-1, ROUGE-2, ROUGE-L 

& others.  

     ROUGE-1 distinguishes uni-grams in the computer-generated & manual referential 

summaries.  

     ROUGE-2 relates to bigram overlapping between the system and referential synopsis.  

     ROUGE-L calculates the sequence of words with longest matching subsequence with the help 

of Longest Common Subsequence (LCS). LCS seems to provide the ease of just needing in-

sequence comparisons that capture sentence level grammatical structure, rather than consecutive 

matches. Since it mechanically includes the greatest in-sequence related n-grams, no specified n-

gram length is required. 

Table 2: ROUGE Scores for Transformer Models 

Models ROUGE - 1 ROUGE - 2 ROUGE - L 

PEGASUS 0.013042 0.000968 0.000968 

BART 0.376068 0.069565 0.290598 

T5 0.487804 0.247933 0.406504 

5. DISCUSSION  

     This research work used transformers fruitfully and examined them by making use of a 

standard evaluation criterion ROUGE. Our research led us to the outcome that finely calibrated 

transformers layered on top of previously trained language models generated tremendous success 

and a logical and flowing summary of a specified text's material. For comparative purposes, this 

research derived ROUGE scores for every model's forecasting and deduced that the T5 model 

outperformed every other model, notably BART and PEGASUS. Based just on the ROUGE score, 



the study may infer that T5 comes out on top, accompanied by BART and then PEGASUS. In the 

future, attention should be focused on constructing higher trustworthy models. The Transformer 

model could be employed to build more efficient models that provide accurate and clear 

summaries and appear more genuine, and human-generated. A combination of the aforementioned 

models, as well as hybrids, could be employed to enhance the precision, readability, and clarity of 

the summaries  

 

 
Figure 3: Training Loss vs Validation Loss 

curve for T5 

 
Figure 4: Training Loss vs Validation Loss 

curve for BART 
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