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Abstract. 

Glioblastoma (GBM) is a fatal form of malignant tumor, and patients have a very low 

survival tenure. The patient’s survival is very much dependent on the physiology of the 

tumor. However, predicting survival days based on manual inspection of MRI images is 

exceedingly difficult and pertain to qualitative error. Alternatively, an automated method 

may help the medical professional to diagnose GBM and to predict the overall survival (OS) 

days, which can further help expects planning treatments. In this regard, segmentation of the 

tumor cells from the whole brain MRI and OS prediction is very crucial. Researchers can 

use an end-to-end method, which can automatic segments tumor using radiological images 

and further extracts features to predict survival days accurately. The proposed work predicts 

comparable OS days with current top performing methods. Furthermore, we observed the 

role and impact of dataset on the performance of model. Also, we examined and reason out 

the performance impact when targeting survival days prediction as classification problem. 

The accuracy, MSE, Spearman ranking coefficient on the BraTS-2020 training set were 

53.8%, 60668.61, 0.754, and on the validation set they were 55.2%, 79826.24, 0.711 

respectively. This is consistent with the top performing approaches in the BraTS-2020 

competition on the validation dataset. 
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1. INTRODUCTION 

An automatically generated brain-tumor segmentation and OS prediction of Glioblastoma 

or Glioblastoma-Multiforme (GBM) patients have recently received widespread attention 

from the research fraternity due to their critical nature (1). These tasks are regarded as among 

the most difficult in the medical domains (2). Accurate delineation of malignant tumor cells 

and survival days prediction are crucial and directly impact the cycle of treatment and post-

treatment planning. GBM is an exceptionally invasive type of brain tumour found in adults 

with a highly infiltrative and diffusive nature. MRI has traditionally been the most basic 
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imaging technology used to examine these types of cancers due to its non-invasive, high 

resolution and contrast nature. Deep learning-based segmentation methods have consistently 

outperformed traditional methods in recent years. Specifically, 3D UNet (3) based 

approaches have been proposed to generate robust segmentation results. The Brain Tumor 

Segmentation (BTS) comprises of dissecting tumor into following regions of interest (ROI): 

Enhancing-tumor (ET), Tumor-core (TC) and Whole-tumor (WT). A Dice score (DS) is 

used to evaluate segmentation result. DS measures overlapping pixels of predicted and 

ground truth maps, whereas Hausdorff-Distance - 95% (HD) determines the 95% percentile 

of the distance from the set of points from the predicted map, which is the closest point from 

the ground truth. In general, various 3D Unet based single, cascaded (4) and/or ensemble (2) 

(5) (4) of multiple models are used for BTS. In the recent BraTS-2020 (Brain-Tumor 

segmentation) challenge, Isensee et al. (2) implemented an ensemble of multiple 3D Unet 

based model for segmenting brain-tumor. They incorporated region-based training, post-

processing, and a wide range of data augmentation techniques. Further, In BraTS-2021 Luu 

et al. (5) and Futrega et al. (6) further enhanced the performance of the model with minimal 

modifications (2). The above segmentation techniques suggest that automatic tumor 

segmentation is not only highly computation expensive but also extremely challenging 

problem due to high variance in shape, structure, location, texture of tumorous tissues, lack 

of sufficient standard dataset and an imbalance between tumorous/lesion and 

healthy/background areas. After brain tumor segmentation, survival prediction is another 

pivot sub-task which has gained wide attention (7). In comparison to BTS task, it is equally 

challenging yet crucial in medical domain. The survival rates of GBM patients are poor, 

most of them succumb to death within two years of diagnosis (8). Finally, the reduced set of 

features was used as input to train random-forest regressor (RFR) model. Ali et al. (9) 

implemented an ensemble of both 3D and 2D models for segmentation, while image-based 

features and radiomics based features were extracted from the input images and 

segmentation result for OS prediction. Further to reduce dimensions of features and 

overfitting, recursive feature elimination (RFE) was performed. At the end, these reduced 

features set were fed as input to train a RFR model for predict OS in numbers of days. 

Literature review suggests that for OS prediction, geometrical, statistical, location, and 

texture features were extracted from each tumor regions. Further, feature selection was 

performed on the datasets. They were trained on different regressor – RFR, Support-Vector 

Machine (SVM), and Decision-Trees (DT) to predict survival days of GBM patients’. As 

discussed priorly that OS prediction is also a difficult task due various reasons such as: 

incomplete data of patients, small dataset, less clinical information on gender, health 

condition, treatment, capturing biological characteristics, and qualitative image properties 

from radiographic images. Also, when targeting survival prediction as a classification 

problem, minor changes in prediction can misclassify the sample, which will hugely impact 

the classification accuracy. The proposed paper used permutation importance (PI) (10) based 

feature selection techniques and RFR model for prediction. The OS prediction of the BraTS 

competition (11; 12; 13) focuses on predicting survival days and classifying the survival 

days into Long-Term, Mid-Term, and Short-Term categories. Here, accuracy and and 

Spearman ranking coefficient (Spearman Ranking) are mainly used to rank and access the 

model performance. In the suggested approach, the selected features performance is 

comparable to the current state-of-art methods. The following are the paper’s primary 

contributions:  
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• Accurate and comparable OS prediction with current top performing methods, on 

validation BraTS-2020 dataset.  

• In-depth analysis of the impact of dataset on model performance. 

• In-depth analysis of model performance in-terms of OS prediction.  

• In-depth performance impact analysis, when mapping survival days prediction into 

different categories. 

2.         BraTS-2020 Dataset 

The BraTS2020 (11; 12; 13) training dataset comprises of 369 samples images and meta-

data (Age, resection status and survival days) of 236 patients for OS prediction. Whereas 

validation dataset contains 125 isamples images for segmentation and meta-data information 

of 29 sample for OS prediction. All the sample cases have GTR resection status. There are 

four MRI modalities in each sample: T1-weighted, contrast enhancing (T1-ce), T2-

weighted, and (T2-FLAIR), and manually-labelled result. The class labels of segmentation 

results are: Label-1 represents Non-enhancing tumor (NET-ROI) and necrotic tumor (NCR-

ROI), label-2 represents edema (ROI), label-4 represents enhancing-tumor (ET-ROI), and 

label 0 represents background pixels. The dimensions of each image are: 240 × 240 × 155 

(width, height, and channels). 

3.  O. S Prediction Methodology 

The proposed O.S prediction methodology can be seen in Figure 1. Since, tumor 

segmentation is pre-requisite for O.S prediction, we have implemented a 3D network for 

segmenting brain tumor, which had U-Net-like architecture (14). It has the most 

straightforward architecture and was one of the best-performing segmentation models of the 

BraTS-2017 challenge. The details about the structure of model can be found here (14). The 

dice-scores obtained on the BraTS 2020 training-set are 0.819 for WT, 0.766 for TC, and 

0.702 for ET. For validation-set DS are: 0.880(WT), 0.858(TC) and 0.759(ET).  Further, for 

predicting OS days, we extracted : image, radiomic-based features and trained Random 

forest regressor (RFR) model. 

3.1.  Feature-Extraction and Feature-Selection  

3.1.1. Feature-Extraction  

(15; 16; 17) Feature-extraction is a method to derive new features space from the original 

feature set. We extracted 1265 features which can be categorized into : 1) image-based 

features - 39, 2) radiomics-based features using LoG and wavelet filters (18) - 1226. 

Numbers beside feature categories show total numbers of features extracted. 

Table 1.: Features extraction set 

Image-based 

features 

Shape based features (such as surface area, volume, proportion of 

tumor regions..), location based features (centroid of tumor 

regions..) 

Radiomics 

features 

Shape features 3D (such as flatness, elongation..), firstorder 

statistical features (such as entropy, energy..), gray-level features 

(such as gray-level size-zone(GLSZ), gray-level cooccurrence 

matrix(GLCM)..) 
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Figure 1.: The diagrammatic representation of the proposed framework for OS prediction. 

3.1.2. Feature Selection  

The fundamental purpose of feature-selection methods is to identify a subset of input 

features that have unique information to distinguish the target feature. We used permutation 

importance (PI) as feature selection techniques (19) to obtain 29 dominant features. 

3.2. Regression and Classification Framework 

We have trained RF regressor model to predict OS days and RF classifier to classifying into 

these three categories (long-term, mid-term and small-term survivor). RFR has proved to be 

more successful because of the following reasons: 1. The output prediction is the mean of 

the prediction of all the individual trees, and 2. The introduction of randomness in the growth 

of the trees and the splitting of the trees (20) reduces generalized errors and overcomes 

overfitting. Also, in the studies mentioned in (21), where the authors assessed 179 different 

classifiers on 121 different datasets, they found that RF outperforms all the other classifiers. 

The datasets also include survival prediction of breast cancer patients. We have used only 

those samples whose resection status is GTR and five cross validations to train the model in 

the training phase. Furthermore, we have used grid search to find set of optimal hyper-

parameters. 

4. Results and Discussion 

All the results were obtained through BraTS online evaluation platform (22). 

4.1. Quantifying Performance of the model 

In the dominant feature set obtained through PI (feature selection method), it has been 

observed that significant features are based on wavelet filter and the Laplacian of Gaussian 

filter. The wavelet transform can capture spatial and global informations (23). Whereas, LoG 

filter which is widely used in biomedical image analysis, can enhance structural or edge 

information (24). The accuracy of the RFR model on training are 53.5% and on validation 

sets are 55.2%, respectively. Table 2 presents the outcomes.  

Table 2.: Performance metrics on training and validation BraTS-2020 dataset for OS 

prediction. 
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Dataset-2020 Accuracy MSE Spearman ranking 

Training 53.8% 60668.60 0.75 

Validation 55.2% 79826.20 0.71 

4.2. Evaluation of RFR model for OS prediction  

Since the BraTS OS prediction is a classification task, we classified the survival days from 

the training dataset into small-term (class 0), mid-term (class 1), long-term (class 2) 

categories. For short-term survival, the survival days are less than 300 days; for mid-term 

survival, the survival days are in between 300 to 450 days; and for long-term survival, the 

survival days are more than 450 days. The BraTS dataset don’t include these categories but 

only survival days. Figure 2 shows a classification of survival days into categories and the 

distribution for the training dataset. The box plots for these categories are shown in Figure 

3. 

 

Figure 2.: Distribution of survival days categories i.e., Small-Term, Mid-Term and Long-

Term from the training dataset. Samples with GTR resection status are plotted. N = N0 + N1 

+ N2 = 36 + 35 + 46 = 117, where N0, N1, N2 are the number of samples in class 0, 1, 2 

respectively and the overall number of samples is N. 

 

Figure 3.: (a) Box-plot depicts survival days into different categories 

A box-plot showing the distribution of long-term, mid-term and short-term survival 

categories. Green line of the whisker shows the median value of the respective classes. Box 

in the whisker shows the mean value of the respective classes. The median value of long-

term, mid-term and short-term are 615.5, 353 and 143.5 respectively. 
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Figure 3(b) Box-plot for Survival days, 

A box-plot showing the overall distribution of survival days from training data.We can 

observe from Figure 2, that for small-term category the distribution of samples are very 

sparse for e.g. under 50 survival days, there are only two samples with vast difference in 

survival days. These can also be justify through the Figure 3 (a), where median survival days 

for small-term category is 143.5 days. Whereas for mid-range samples have even 

distribution and range value of classification is also less compare to other two categories. 

Whereas, sample distribution and range of survival days without categorisation can be seen 

in Figure 3 (b). Similarly, observing mean value of each categories validate the distribution 

of samples. Hence for the same reason, the prediction of our model is more accurate for the 

mid-term category, followed by small-term and long-term categories. A comparison of the 

predicted and ground-truth survival days for the 30 test samples from the training samples 

is shown in Figure 4. We recognise that the suggested model exhibits a good degree of 

generalisation for survival days ranging from 180 to 950 days. The reason is that 1. The 

maximum number of data points of survival days falls in this range (cf. Figure 3(b)). 2. There 

are not enough samples to train the model for better approximation in any other range. 

 

Figure 4.: RFR prediction on test samples taken randomly from the training dataset 

The overall accuracy of the OS prediction depends on how accurately the model predicts 

survival days for each of the three categories. Figure 5 depicts comparison plots between 

predicted and ground-truth survival days for each category to demonstrate the proposed 

model’s classification performance. The quantitative evaluation of the proposed model on 

all the three categories on the training dataset is shown in Table 4. The MSE for the 

prediction of survival days in the small-term, mid-term, long-term categories are: 52762.20, 

10850.27, and 101711.33, respectively. We observe that MSE is maximum for the long-term 

survival category compared to other survival categories. The reason is that for misclassified 

training samples, the difference between the predicted and ground-truth survival days is 

more for the long-term survival category compared to the other two categories. Whereas, 
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the obtained accuracy is more for long-term survival category, followed by mid-term and 

least for the small-term survival category. The reasons for that are: 1. Since the sample 

distribution i.e., range is more for long term and so is the error margin, it results in the 

possibility of the large variation between the predicted and ground-truth falling in the same 

category. 2. The number of samples is more for long-term category compared to the other 

two categories. Further, to validate the results, we have used receiver operating characteristic 

(ROC) curve which is shown in Figure 6. It displays both true-positive rate (TPR) and false-

positive rate (FPR). From the figure, we can observe that the predictability of the model for 

the mid-term and long-term survival category is better than short term survival, which 

supports the results we are getting from the RFR regressor. The area underneath the curve 

is 0.57 for mid-term and long-term whereas the area for the small-term is 0.48 which shows 

our model has a reasonable discriminatory ability for the mid-term and long-term categories 

and very little discriminatory capability for the small-term category. The reason for the lower 

discriminatory capability is: 1. The discontinuity in the spread of samples is least for this 

category. 2. A smaller number of training samples. 

 

Finally, a performance comparison of the RFR model with top-ranking models of BraTS-

2020 competition on the training and validation datasets has been noted in Table 5. The 

performance metrics of the top-ranking models was obtained through the BraTS validation 

leaderboard (25). Our model has shown a robust performance since it has performed 

significantly better in all the mentioned evaluation metrics. Also, the training and validation 

per formance of our model is close to each other, signifying that the model is robust and 

generalizing well. 

Table 4.: Category-wise performance evaluation on training dataset BraTS-2020 challenge. 

Dataset-2020 Accuracy MSE Spearman ranking 

Small-Term 25.00% 052762.20 0.31 

Mid-Term 45.70% 010850.30 0.28 

Long-Term 82.20% 101711.00 0.75 
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Figure 6.: ROC curve to multi-class using RFR classifier model (class-0 Small-Term 

survival, class-1 Long-Term survival and class-2 represents Mid-Term survival). 

Table 5.: On the training and validation BraTS-2020 dataset, performance was compared to 

top-ranking models. 

Dataset 2020 Team-name Accuracy Mean squared 

error (MSE) 

Spearman 

Ranking 

Training SCAN (26) 

Redneucon (27) 

COMSATS-MIDL (9) 

Proposed 

NA 

82.20% 

64.10% 

53.80% 

NA 

55499.71 

62305.61 

60668.61 

NA 

0.833 

0.632 

0.754 

Validation SCAN (26) 

Redneucon (27) 

COMSATS-MIDL (9) 

Proposed 

41.40% 

52.00% 

48.30% 

55.20% 

098704.65 

122515.80 

105079.40 

079826.24 

0.253 

0.130 

0.134 

0.711 

Note: Team names and ranking were taken from BraTS challenge leaderboard (25) and 

ranking platform (28). 

5.  Conclusion and Future work 

In this work, we proposed an in-depth analysis of the impact of dataset distribution on the 

performance of the model. Further, we inspect the performance of model on each instance 

and analysed it to reason its impact on instances in-terms of error margins. Also, we examine 

the performance of model when targeting O.S prediction as category problem. We explained 

the reason for the true-positive and false-positive classifications of the model. For regression 

and classification, we have trained random forest model with the dominant feature set 

obtained through PI feature selection method. This feature selection methods quantified the 

role of each feature selected and hence unravelled the reason for performance of the model. 

This RF regressor model performed well for mid-term O.S prediction followed by small-

term and long-term whereas RF classifier performed well for long-term and mid-term. The 

performance of the model can be increased by: 1. including more location-based features 2. 

larger dataset 3. improved segmentation results, which are used for feature 
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