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Abstract
Software obfuscation is a commonly used technique to protect software, especially against reverse-engineering attacks. It is a form of security through obscurity and is commonly used for intellectual property and Digital Rights Management protection. However, this increase of security may come at the expense of increased vulnerabilities in another direction, hitherto unsuspected. In this paper, we propose and investigate the hypothesis that some of the most popular obfuscation techniques, including changing the control flow graph and substituting simpler instruction sequences with complex instructions, may make the obfuscated binary more vulnerable to Return-Oriented Programming (ROP) based attacks. ROP is a comparatively recent technique used to exploit buffer-overflow vulnerabilities. We analyze the ROP gadgets present in both obfuscated and un-obfuscated versions of well known binaries. We show that the number of ROP gadgets in a binary significantly increase after certain obfuscations, and it can potentially make ROP-based exploits easier.

1 Introduction
As computers, and the software to utilize them, perform increasingly pervasive and critical functions in society, the security of software assumes ever-increasing importance. The sophistication of malicious actors in developing
techniques to exploit vulnerabilities also continues to increase, requiring ongoing re-examination of existing software and security practices.

Software developers have two broad security concerns: (1) vulnerabilities that lead to exploitation of the software (e.g. buffer overflow); (2) reverse engineering (e.g. software or music piracy). The first concern (software exploitation) is based on the threat model where the software runs on a benign host, and the goal is to protect the software in order to protect the host system and the information the software has access to. An example of this threat model is an unprivileged attacker exploiting vulnerability in software to gain access to restricted information. The second concern (reverse engineering) however, is based on a very different threat model where the host or the privileged user is malicious and tries to subvert the restrictions set by the software developers. An example would be reverse engineering Digital Rights Management (DRM) protection software for music or movies piracy.

Some developers use static analysis tools to prevent vulnerabilities such as buffer overflow; however, many others rely on OS level protections such as Address Space Layout Randomization (ASLR) and Write or Execute Only (W⊕X) pages [1, 2]. Protection against reverse engineering is generally achieved via software obfuscation tools and cannot leverage OS support.

Given the pervasiveness of W⊕X in operating systems, attackers have begun using return-oriented programming. Return-Oriented Programming (ROP) is a technique through which an attacker can introduce changes to a program’s control flow using many short code snippets, called gadgets, present in a program’s address space [3]. ROP allows attackers to exploit buffer overflow vulnerabilities even when W⊕X protection is enabled. The goal of the attacker using ROP is to exploit a vulnerability (buffer overflow) in client software in order to compromise the host system. Thus, it is a technique used by attackers in the software exploitation threat model.

Even the software that requires protection against reverse engineering should be secure against the software exploitation threat model in order to protect the benign hosts it may run on. However, some of the software obfuscation techniques used in practice may impact the vulnerability of the software to the software exploitation threat model. In other words, in their overriding concern to protect their software against the user (who may be, but is not typically, malicious), software developers may be unwittingly exposing the integrity of the users platform to sundry attackers, who are most certainly malicious. In this paper, we assert a potential impact of software obfuscation on the program’s vulnerability to ROP based attacks, and do a preliminary study comparing the impact of two different obfuscating tools.
The rest of the paper is organized as follows. Section 2 gives some background on ROP and code obfuscation techniques. Section 3 provides a brief overview of our work, which outlines the design and implementation details, followed by evaluation methods and results in Section 4. Section 5 includes related work and finally the concluding remarks are in Section 6.

2 Context

2.1 Software Obfuscation Techniques

Software obfuscation is achieved by a sequence of transformations on the code in order to obscure the purpose of the code while maintaining its original behavior. There have been several obfuscating transformations identified in literature [4, 5]. These include inserting opaque predicates which are difficult to evaluate at compile time; inserting dead or irrelevant code; cloning, splitting or merging functions; control flow flattening; etc. More details about some of these obfuscation techniques are discussed in Section 3.2.1.

2.2 Return-Oriented Programming

Return-Oriented Programming is made possible by making use of small instruction sequences called “gadgets” [3]. Each gadget ends with a ‘return’ or ‘jump’ instruction, which is used to chain together several such gadgets to alter the program’s behavior. Each gadget might perform a different operation, e.g. a load and add operation followed by a jump. A return-oriented program consists of several gadgets arranged carefully to meet the attacker’s goal. These gadgets must be in the memory, in the address space of the executing program or in the address space of a library used by the program. On the whole, return-oriented programming can be viewed as the generalized notion of return-to-libc [6] types of attacks. In W⊕X model, a memory page is either writable or executable, but not both, which prevents all types of code injection attacks. In return-oriented programming attacks however, the attacker does not inject any code and just alters the program execution by executing already existing code in an arbitrary fashion. While ASLR can be used to mitigate ROP attacks, it can be circumvented if information about the address layout is leaked [7].

An ROP based attack depends on stringing together gadgets in the code in order to perform arbitrary action. In [8], a catalog of x86 gadgets are identified for a Turing-complete ROP. A software with a larger number of gadgets from
this catalog is likely to be easier to exploit using ROP by an attacker, assuming they find an entry through vulnerabilities like buffer overflow.

In this paper, we hypothesize that software obfuscation makes it more susceptible to ROP attacks. This is based on our observation that obfuscation tools add redundant code to the software, change control flows, add conditionals, etc. which can increase the number of gadgets in the binary.

We analyze a set of open source software binaries in terms of the catalog of gadgets they contain, and compare this with the gadgets found in obfuscated versions of the same software. Based on our experiments, we show that obfuscation significantly impacts the number of gadgets in a binary, which in turn makes an ROP attack easier.

3 Overview and Experimental Design

In order to study the susceptibility of a software to ROP attacks, we identify the catalog of gadgets in the code. It may seem that a software with a larger number of gadgets would be more susceptible to ROP attacks. However, there is limited advantage of repetitive gadgets, and variety is more important in order to chain them together and accomplish a useful task. Hence, we only consider unique gadgets in the code.

To evaluate our hypothesis, we find and compare gadgets in obfuscated and un-obfuscated versions of a large number of binaries. We use a set of open source software of different size and type including executables and libraries. We build the obfuscated version of the software for Linux using LLVM with the same flags and optimizations as used to build the un-obfuscated binaries, in order to make our analysis of both set of binaries comparable. LLVM [9] is a compiler infrastructure and toolchain that enables code analysis and optimizations for arbitrary languages. It is increasingly becoming popular both for academic research and in commercial products along with Clang, its native C/C++ compiler.

3.1 Binaries Selection

Since we believe that the increase in the size of binary due to obfuscation may impact its ROP susceptibility, we want to evaluate on binaries of different sizes. The source code of the software likely to be obfuscated in practice is not made openly available, as that defeats the purpose of obfuscation. However, we decided to use software that is security sensitive but openly available. This allows us to use well-known software for evaluation and also to build binaries with various levels of obfuscation for consistent comparison.
We use two sets of software, GNU Coreutils [10] and OpenSSL [11] as target binaries for our evaluation. We use OpenSSL, and specifically its libraries libssl and libcrypto as an example of commonly used security sensitive libraries.

GNU Coreutils include utilities like `cp`, `mv`, `ls`, `date`, etc. which are included in nearly all Linux distributions. Some of these utilities can also be considered to be part of these Linux distribution’s trusted computing base (TCB) since they are frequently run as root. The Coreutils package includes 106 utilities of varying size and thus provides us with a good base for our evaluation. For more detailed analysis we select a subset of these utilities again based on their security sensitiveness, and their potential to do harm. These include `link`, `chroot`, `shred`, `touch`, `date`, `cp`. We select `touch` and `date` due to recent vulnerability CVE-2014-9471 that may allow arbitrary code execution or denial of service attack. We select `shred` due to expectation of secure removal of files, while the others (`link`, `cp`, `chroot`) for their potential for misuse.

### 3.2 Obfuscation Tools

Since C/C++ is most commonly used in practice among languages vulnerable to buffer overflow and ROP attacks, we focus our attention on C/C++ obfuscators. While there are several software obfuscation tools available for C/C++, the majority are neither open-source nor free. The free obfuscation tools for C/C++ include the Tigress [12] and Obfuscator-LLVM [13].

#### 3.2.1 Obfuscator-LLVM

We chose to use Obfuscator-LLVM as it is an open source project to build an obfuscator for LLVM tool-chain and is currently maintained. It works on LLVM’s intermediate representation (IR) level, and so it can take advantage of LLVM’s front-end and back-end which support many languages including C and C++, and architectures such as x86, arm, mips, etc. Since, this is a fairly new project, it has limited obfuscating transforms available. These are:

- **Instruction Substitution (SUB):** This obfuscation technique relies on substituting one set of instructions with another set of instructions while maintaining the same functionality.
- **Control Flow Flattening (FLA):** This obfuscation flattens the control flow graph of the program so that the structure of the program cannot be easily understood by static analysis like disassembly. This is achieved by identifying and moving blocks in a function which are at nested levels,
next to each other. The selection of control flow to a particular block is
done using a switch statement and a control variable that keeps track of
the state of the program.

- Bogus Control Flow (BCF): This obfuscation modifies a function call
  graph by adding a basic block before the current basic block. This new
  basic block contains an opaque predicate and then makes a conditional
  jump to the original basic block.

### 3.2.2 The Tigress Obfuscator

The Tigress is a C language obfuscator and virtualizer that offers several
defenses against both static and dynamic reverse engineering [12]. Designed
for educational purposes, it is a source-to-source obfuscator, applying obfus-
cating transforms on the C source code to generate obfuscated C source
which can be examined for effects of transformations. Some of the important
transforms offered by the Tigress include:

- Virtualize: Turns a function into an interpreter with a virtual instruction
  set, a bytecode array, and virtual program counter and stack pointer.
- Jit: Turn a function into a sequence of instructions that dynamically builds
  up the function at runtime.
- Flatten: Flatten a function.
- Merge: Merges two or more functions.
- RndArgs: Randomize and add bogus arguments to a function.
- AddOpaque: Add opaque predicates to split up control-flow.
- EncodeLiterals: Replace literal integers and strings with less obvious
  expressions.
- InitBranchFuns: Create branch functions.
- AntiBranchAnalysis: Replace branches with other constructs.
- AntiTaintAnalysis: Insert implicit flow such that dynamic taint analysis
  becomes less precise.
- AntiAliasAnalysis: Replace direct function calls with indirect ones
  making alias analysis less precise.

### 3.3 ROP Gadget Analysis

A few algorithms for discovering gadgets in code have been described in
literature, including in [3] and [8]. We use an ROP gadget finding tool, ROP-
gadget [14], to identify potential gadgets in binary. A list of all unique gadgets
found in the un-obfuscated binary is created, and then compared against the
list from obfuscated binary.
Once we identify gadgets in a binary, we also categorize these gadgets based on the instructions they contain and the function they can serve. The categories are

- **Memory**: These are instructions and gadgets that facilitate load and store operations from/to memory and registers.
- **Arithmetic**: These are gadgets that contain arithmetic instructions and which can be used to perform operations such as add, sub, neg, etc.
- **Logic**: These are gadgets that contain instructions or can be used to perform operations such as and, or, xor, shift, rotate, etc.
- **Control**: These are gadgets that can control the flow, such as conditional or unconditional jumps.
- **Other**: These are gadgets that could not be categorized in one of the above categories.

### 4 Results and Discussion

As discussed in Section 3, we perform our evaluations on binaries found in the GNU Coreutils package as well as the libraries in OpenSSL. The GNU Coreutils and OpenSSL packages are built using LLVM 3.4, and the same compiler is used to build the obfuscated versions of those binaries. Both Obfuscator-LLVM and Tigress obfuscators are used for evaluation, but the use of Tigress obfuscator is limited to a few binaries in Coreutils, used for more detailed analysis. This is because Tigress is a source-to-source obfuscator and is not able to handle certain compile-time macros commonly used in Coreutils source code, requiring manual modification of the source code.

We built different versions of the obfuscated binaries, for different types of obfuscations supported by Obfuscator-LLVM and discussed in Section 3.2, and a binary with all the obfuscations. In our discussion, unless otherwise specified, an obfuscated binary refers to a binary built with all the supported obfuscations by Obfuscator-LLVM. For Tigress obfuscator, as default we use transforms that are similar to the ones offered by Obfuscator-LLVM, namely Virtualize, Init/Add/UpdateOpaque, and Flatten transforms. These transforms are applied on all functions in the source file. Since Virtualize and JIT are the two main transforms of Tigress, we also analyze with JIT applied to the main routine for each binary.

While the OpenSSL libraries libssl.a and libcrypto.a are a collection of object files, we created a small test program and then statically linked the objects from both libraries with this program to create a binary which we can
use for evaluation. We refer to this combined binary of objects from libssl and libcrypto as libssl.

### 4.1 Impact of Obfuscation on Gadget Count

Figure 1a shows the categorized as well as the total gadget counts aggregated for all the binaries in Coreutils with and without obfuscation. We can see that obfuscation more than doubles the total gadgets in the binaries, however the impact varies across categories. A similar graph for libssl is shown in Figure 1b, where the total increase is more moderate. We believe

![Gadget count for various binaries with Obfuscator-LLVM.](image)
this was because the obfuscator we are using was not able to handle some of the more complicated and large source files in libssl, and hence abandoned obfuscations on them. However, both these graphs show that obfuscation significantly increases the number of gadgets in a binary.

### 4.2 Impact of Obfuscation Type

Table 1 shows the binary sizes for some of the utilities in GNU Coreutils along with their size with different obfuscations. From Obfuscator-LLVM, the instruction substitution obfuscation is referred to as sub-obfusc (or SUB), bogus control flow as bcf-obfusc (or BCF) and control flow flattening as fla-obfusc (or FLA), and details of these obfuscations are discussed in Section 3.2.1. As expected, substitution does not have as big an impact on binary size as the other two. The size increases in binaries with full obfuscation ranged from about $3 \times$ to $5 \times$. The effects of Virtualize transform of the Tigress obfuscator is similar, with $2 \times$ to $4 \times$ increase in binary size. The JIT transform on the other hand, applied only to the main routine, adds about 2 to 2.5 MB to the binary size due to the ‘jitter’ code needed to dynamically generate the function at execution-time. For smaller binaries like link, this can mean a size increase of more than $45 \times$.

The impact of different obfuscation transforms of Obfuscator-LLVM on gadgets is shown in Figure 2. It is clear that while overall the impact of BCF and FLA are higher than SUB, their impact within specific categories of gadgets varies. Since aggregating across all of Coreutils binaries is difficult to analyze, we do more detailed analysis on a few selected binaries in Coreutils as identified in Section 3.1. For these binaries, we also use the Tigress obfuscator with Virtualize transform, such that it is comparable to the obfuscations of Obfuscator-LLVM. The graphs for `cp` and `link` are shown in Figures 3a and 3b. On very small binaries like `link` the Tigress Virtualize obfuscations only marginally increase the gadget count, while on larger binaries like `cp` the

<table>
<thead>
<tr>
<th>Binaries</th>
<th>Original</th>
<th>SUB</th>
<th>BCF</th>
<th>FLA</th>
<th>All</th>
<th>Virtualize</th>
<th>JIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>link</td>
<td>44</td>
<td>48</td>
<td>81</td>
<td>92</td>
<td>149</td>
<td>87</td>
<td>2040</td>
</tr>
<tr>
<td>chroot</td>
<td>59</td>
<td>59</td>
<td>111</td>
<td>131</td>
<td>223</td>
<td>182</td>
<td>2567</td>
</tr>
<tr>
<td>shred</td>
<td>85</td>
<td>97</td>
<td>169</td>
<td>185</td>
<td>313</td>
<td>405</td>
<td>2374</td>
</tr>
<tr>
<td>date</td>
<td>101</td>
<td>113</td>
<td>217</td>
<td>277</td>
<td>473</td>
<td>235</td>
<td>2890</td>
</tr>
<tr>
<td>cp</td>
<td>169</td>
<td>185</td>
<td>381</td>
<td>425</td>
<td>757</td>
<td>384</td>
<td>2614</td>
</tr>
<tr>
<td>coreutils</td>
<td>11264</td>
<td>9318</td>
<td>17408</td>
<td>20480</td>
<td>41984</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>
increase is significant. On the other hand, Obfuscator-LLVM has big impact on the gadget counts for all binaries. We have not shown the gadget counts for Tigress JIT obfuscation, but for smaller binaries like `link`, the increase in gadget count can be more than $20 \times$. The impact of JIT obfuscation are explored more in Section 4.3.

The two obfuscators generate considerably different binary images, and it is quite difficult to quantitatively evaluate and compare the effectiveness of each obfuscation through static analysis. Since obfuscation is expected to make recognizing original code difficult, one quantitative measure could be the correlation between binaries before and after applying obfuscating transforms. However, a high score on this measure can be achieved by inserting large amount of unused random instructions that is never called while keeping the original binary content. Such obfuscation is unlikely to be very effective in practice when faced with determined adversary. A more useful, but qualitative, measure could be the change in control flow graph of a function. In Figure 4 we show the flow graph of a single function, `is_root()` from `chroot`, in unobfuscated and obfuscated binaries. The simple flow graph of the unobfuscated function in Figure 4a is significantly obfuscated and complicated in Figures 4b and 4c. The effects of bogus control flow can
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(a) Categorized gadget count for a large binary in Coreutils: `cp`

(b) Categorized gadget count for a small binary in Coreutils: `link`

Figure 3  Impact of different obfuscations on gadget count for small and large binaries.
Figure 4  Flow graphs for is\footnotesize{root}(\texttt{()}) function from \texttt{chroot} with different obfuscations.
be seen in both Figures 4b and 4c, while the top part of Figure 4c clearly shows the effects of flattening transformation and the resulting large block of switch statement.

While in this paper we focus on the static analysis for measuring the effectiveness of obfuscation, dynamic analysis may be able to provide more insight. In [15], a comparison of the effectiveness of obfuscation is done by analyzing the dynamic behavior of code to find similarities between obfuscated and unobfuscated code. This work also uses the same obfuscation tools, Obfuscator-LLVM and Tigress.

4.3 Impact on Gadget Categories

The impact of obfuscations on different types of gadgets is not evenly distributed. We have observed that in general binaries have plenty of memory gadgets but relatively few logic and control gadgets. The impact of obfuscation is more pronounced on these fewer logic and control gadgets than on memory gadgets. This is not only because of the smaller baseline, but also because of the characteristics of the obfuscations. Both, bogus control flow and control flow flattening obfuscations significantly increase control flow and logic related instructions like conditional and unconditional jumps. For memory gadgets, the increase with obfuscations is comparatively small as can be seen in Figure 5. However, for logic and control gadgets, the increase in numbers is quite high and can be more than 6x the number of gadgets in unobfuscated binaries. As we can see in Figures 6 and 7, small binaries like /bin/bash have very few (nearly single digit) logic and control gadgets and obfuscation can push the number up 4 to 5 times. If we consider very complex dynamic obfuscation transform like Tigress JIT, then the increase can be up to 20 times. This can potentially impact the feasibility of ROP attack on that binary.

In addition to analyzing the number of gadgets, we looked at the actual gadgets for these binaries in order to do a qualitative analysis. We compared the gadgets found in each utility against their obfuscated binaries. There were some common gadgets between these binaries, usually at the lower memory address where the common preambles in ELF can be expected. However, the majority of the gadgets were very different in both sets of binaries and it was difficult to make any generalizations about them.

5 Related Work

Both obfuscation and ROP have been studied in literature previously, though not together.
Figure 5  Memory gadget count for few ‘coreutils’ binaries.

Figure 6  Logic gadget count for few ‘coreutils’ binaries.
In [16], the return-oriented programming is used for program steganography. This is a form of software obfuscation using return-oriented programming. In-place code randomization [17] is a technique that can be applied to third-party software to mitigate ROP attacks. It uses narrow-scope code transformations to randomize binaries and disrupt useful ROP gadgets. The mechanisms of this approach is similar to software obfuscation in the use of code transforms, however, the goal is not to obfuscate but to prevent occurrences of useful gadgets.

The attacks that fall under return-oriented programming paradigm are very broad, but still there are many defense mechanisms to mitigate or to prevent ROP based attacks. Abadi et al., [18] used control-flow integrity (CFI) to prevent stack based ROP attacks. kBouncer [19] is a light weight tool to prevent certain ROP attacks using hardware features and without requiring any modifications of the binary code. Another hardware based approach, ROPecker [20], prevents control flow based ROP attacks by examining the last branch taken registers, found in commodity processors. Carlini et al., [21] discuss three new ROP attacks that break existing CFI based defense mechanisms such as kBouncer and ROPecker. Schuster et al., analyze different defense mechanisms in [22] and show that with a little extra effort, it is possible to break ROPecker, kBouncer and ROPGuard.

Figure 7 Control-flow gadget count for few ‘coreutils’ binaries.
However, to the best of our knowledge, the connection between obfuscation and ROP has not been studied or hypothesized in the literature previously.

6 Conclusion and Future Work

Software developers concerned about reverse-engineering attacks and piracy commonly deploy software obfuscation as a defense. The users of software however are more concerned about vulnerabilities in the software that may compromise their system. We show that there is a possibility of conflict between these two security goals if software obfuscation is used. We have shown that software obfuscation can significantly increase the number of gadgets ($1.5 \times$ to $3 \times$) in a binary. We have also shown that for logic and control flow related gadgets, the increase is much higher (up to $6 \times$). For certain, especially smaller, binaries which have very small number of logic and control gadgets this increase can potentially make ROP attacks feasible, or at best, easier. Our evaluation with two openly available obfuscation tools show that certain obfuscation techniques may be preferable to reduce the impact on number of gadgets in a binary.

Our study is an early one, and is far from complete. In the future, this work can be extended by comparing the effectiveness of obfuscation tools and transforms quantitatively, along with comparing their impact on the number of gadgets. Such studies can be conducted on a much wider range of software for a broader range of platforms. It would also be interesting to implement an ROP-based attack on an obfuscated binary that would not be feasible without obfuscation. Finally, an allied field of research would consist of developing effective techniques for obfuscation that do not adversely impact the susceptibility to ROP attacks.
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