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Abstract
In this paper we present an end-to-end mobile communication testbed that utilizes various open source projects. The testbed consists of Global System for Mobiles (GSM), General Packet Radio Service (GPRS) and System Architecture Evolution/Long Term Evolution(SAE/LTE) elements implemented on a virtual platform. Our goal is to utilize the testbed to perform security analysis. We used virtualization to get flexibility and scalability in implementation. So as to prove the usability of the testbed, we reported some of the test results in this paper. These tests are mainly related to security. The test results prove that the testbed functions properly.
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1 Introduction
Mobile network complexity has increased with time due to the coexistence of multiple technologies like GSM, GPRS, Universal Mobile Telecommunications System (UMTS) and SAE/LTE. Telecom service providers are trying to accommodate the existing customer service (GSM, i.e. voice only) and also
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trying to provide cutting edge services such as Live TV, video conference etc. without discontinuing the old services. Coexistence of technologies provides more avenues to attack the network by making use of the weaknesses existing in the old generation network. Thus a detailed security analysis of the mobile network is necessary. For this purpose we have developed an end-to-end mobile communication security testbed using open source components on a virtualized platform.

There are a number of projects which have shown the feasibility of using open source components and low cost hardware platform to develop GSM testbed and SAE/LTE testbed. In one such project, an Open Base Transceiver Station (OpenBTS) ported on a common PC with Software Defined Radio (SDR) hardware was used to create a GSM network [1, 2]. Similar to OpenBTS implementation there are other projects which make use of open source for implementing a cellular network that can be operated at low cost, such as private networks in rural deployments, remote areas, or developing countries [3, 4]. During 2011, Anand et al. did OpenBTS experiments in the USA based laboratory environment. These experiments accelerated research on OpenBTS for rural deployment, in collaboration with LinkNet/UNZA [4]. In their paper, Anand et al. expand on the rationale for OpenBTS, and describe the technical performance that can be expected in a mixed traffic environment, using traffic patterns observed in Macha. Kretchmer et al. evaluated the Quality of Service (QoS) of OpenBTS mobile calls across a multi-hop wireless testbed that carries typical Internet traffic [5]. Similar to GSM experimentation there are few projects focused on SAE/LTE technology. One such project is the Amarisoft LTE 100 which is a low-cost SAE/LTE base station running on a Personal Computer (PC) [6], another project is the Open Source Long-Term Evolution Deployment (OSLD) which is a project aimed at design and development of a complete open source SAE/LTE stack [7].

Based on the above literature we see that all of the above projects were either for setting up GSM or SAE/LTE testbeds independently for performance analysis, application trial and QoS experiments. Not been much work has been done on developing an end-to-end mobile communication testbed which houses 2G, 2.5G and SAE/LTE network elements. Thus we have developed an end-to-end mobile communication testbed consisting of 2G, 2.5G and SAE/LTE mobile network elements using open source components on a virtual platform.

The organization of the paper is as follows. In Section 2, we give an overview of the standard 3rd Generation Partnership Project (3GPP) architecture and introduce the concept of virtualization. We present the role of
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2 Background

The 3GPP architecture has continuously evolved over the years with the changes in the technology. The motivation for the paper is to incorporate the different generations of mobile technology elements on a common testbed to study the security implications. In this section we discuss the key elements of 3GPP architecture and different types of virtual platforms that can be used to create a testbed. Use of virtualization allows us to run different implementation over the same platform without porting the code.

2.1 3GPP Standard Architecture

3GPP scope is to develop and maintain specifications on mobile communications system such as GSM, GPRS, Enhanced Data-rate for GSM Evolution (EDGE), IP Multimedia Subsystem (IMS) and SAE/LTE [9, 10]. Standard architecture of 3GPP is as depicted in the Figure 1. Broadly it constitutes of Core Network (CN) and Access Network (AN) Elements [8]. A brief description of each category is given below:

2.1.1 Core network

The CN elements can be seen as the basic platform for all communication related services provided to the user. The key functionality of the core network elements include switching of calls, routing of packet data, management of user data, authentication and other services. The CN is constituted of a Circuit Switched (CS) domain and a Packet Switched (PS) domain (which includes GPRS and Evolved Packet Core (EPC)). A “CS connection” is a connection for which dedicated network resources are allocated at the connection establishment and released at the connection release. A “PS connection” transports the user information using autonomous concatenation of bits called packets: each packet can be routed independently from the previous one.
CN elements common to all technologies GSM, GPRS and SAE/LTE [8]: Home Subscriber Server (HSS): The HSS is the master database which contains the subscription-related information. Function of HSS includes mobility management, call and/or session establishment support, user security information generation, access authorization, service authorization support, etc. There are two subsets of the HSS – Home Location Register (HLR) is a subset of the HSS that enables subscriber access to the CS and PS Domain services and to support roaming to legacy GSM/UMTS CS Domain networks.
Authentication Centre (AuC) is a subset of the HSS that stores an identity key for each mobile subscriber registered with the associated HLR. This key is used to generate security data for each mobile subscriber.

Equipment Identity Register (EIR): An EIR in the GSM system is the logical entity which is responsible for storing the International Mobile Equipment Identifiers (IMEIs), used in the GSM EDGE Radio Access Network (GERAN)/Universal Terrestrial Radio Access Network (UTRAN)/Evolved Universal Terrestrial Radio Access Network (E-UTRAN) system.

Element specific to PS and CS domains (GSM and GPRS); Visitor Location Register (VLR) is the element in a CN which stores the location information of a User Equipment (UE) when it moves out of its home location, the VLR and the HLR exchange information to allow the proper handling of CS calls involving the MS.

Element specific to CS domain (GSM): Mobile-services Switching Centre (MSC) is an exchange, which performs all the circuit switching services and signaling functions for mobile stations located in a geographical area designated as the MSC area. MSC acts as the interface between the radio system and the fixed networks.

Elements in PS domain (GPRS): Gateway GPRS Support Node (GGSN) is responsible for the inter-networking between the GPRS network and external packet switched networks, like the internet and X.25 networks. GGSN converts incoming data traffic from UE (via the SGSN) and forwards it to the relevant network, and vice versa.

Serving GPRS Support Node (SGSN) is responsible for the delivery of data packets from/to the mobile stations within its geographical service area. Functions of SGSN include packet routing, packet transfer, the mobility management (attach/detach and location management), logical link management, authentication and the charging functions. The location register of the SGSN stores location information (e.g., current cell, current VLR) and user profiles (e.g., International Mobile Subscriber Identity (IMSI), address(es) used in the packet data network) of all GPRS users registered with it; as defined in TS 23.016 [11] and TS 23.060 [12].

Elements in SAE/LTE: Mobility Management Entity (MME) – MME is the control plane entity within EPS supporting functions like Non-Access Stratum (NAS) signaling and security, inter CN node signaling for mobility between 3GPP access networks, PDN Gateway (PGW) and Serving Gateway (SGW) selection, roaming, authentication, bearer management functions, etc. MME is responsible for authenticating user towards the HSS. Its duties include authorization of UE to Public Land Mobile Network
(PLMN) and enforcing UE roaming restrictions if any. MME is also the termination point of ciphering and integrity protection for NAS signaling. Lawful Interception (LI) of signaling is also managed and supported by the MME.

Serving Gateway (SGW) – The SGW is the gateway which terminates the interface towards E-UTRAN for user plane. SGW is responsible for data transfer in terms of all packets across user plane. Its duties include taking care of mobility interface to other networks such as 2G/3G.

PDN Gateway (PGW) – The PDN GW is the gateway which terminates the SGi interface towards the PDN. PGW is responsible to act as an “anchor” for mobility between 3GPP and non-3GPP technologies. PGW acts as the point of entry/exit of traffic for the UE. The PGW manages policy enforcement, packet filtering for users, charging support and LI.

2.1.2 Access Network

The AN elements are the radio interface part of the architecture. Three different types of access network are used by the CN: the AN include GERAN (also called Base Station Subsystem (BSS)), UTRAN (also called Radio Network Controller (RNC)) and E-UTRAN. The MSC can connect to one of the following Access Network type or to both of them: BSS, RNC. The MME and SGW connect to the E-UTRAN.

Access Network Element for GSM we have Base Station System (BSS) which is the system of base station equipment (transceivers, controllers, etc.) that is responsible for communicating with UEs in a given area. It constitutes of a Base Station Controller (BSC) with the function to control one or more BTS and a Base Transceiver Station (BTS) is a network element which serves one cell.

Access Network elements for E-UTRAN(SAE/LTE): E-UTRAN Node B (eNB) is a logical network element which serves one or more.

E-UTRAN cells: It acts as the radio interface for the SAE/LTE network. An eNB hosts the following functions: Radio Resource Management, Dynamic allocation of resources to UEs in both uplink and downlink, IP header compression and encryption of user data stream, routing of User Plane data towards Serving Gateway. The Evolved UTRAN (E-UTRAN) consists of eNBs, providing the E-UTRA user plane (Packet Data Convergence Protocol (PDCP)/Radio Link Control (RLC)/Medium Access Control (MAC)/Physical Layer (PHY)) and control plane Radio Resource Control (RRC) terminations towards the UE. The eNBs can be interconnected with each other by means of the X2 interface.
2.2 Virtual Environments

Virtualization provides the ability to run multiple operating systems on a single physical system and share the underlying hardware resources. It brings significant cost of ownership and manageability benefits. The virtualization layer sits on top of a software or firmware called hypervisor acting as the intermediary between the physical hardware and the virtual machines (running guest OSs) as shown in Figure 2.

Benefits of virtualization includes: the isolation of virtual machines and the hardware-independence that results from the virtualization process, and also reduce the hardware cost, optimization of workloads, IT flexibility and responsiveness. Virtual machines are highly portable, and can be moved or copied to any industry-standard hardware platform, regardless of the make or model. Thus, virtualization facilitates adaptive IT resource management, and greater responsiveness to changing business conditions [13].

Virtualization, involves a shift in thinking from physical to logical, as it improves resource utilization by treating physical resources as pools from which virtual resources can be dynamically allocated. The following section talks about hypervisor and its role in implementing virtualization.

2.2.1 Hypervisor

Hypervisor is a software or firmware component that can help to virtualize the system resources [14]. The term hypervisor call refers to the
para-virtualization interface, by which a guest operating system accesses services directly from the higher-level control program. Each operating system appears to have the hosts processor, memory, and resources to itself. In fact, the hypervisor is controlling the host processor and resources, distributing what is needed to each operating system in turn and ensuring that the guest operating systems (virtual machines) are unable to disrupt each other [15].

2.2.2 Hypervisor Classifications
Hypervisor can be classified into two types [13] as shown in Figure 3:

Type 1 hypervisor Bare Metal/Native Hypervisor: Software systems that run directly on the hosts software as a hardware control and guest operating system monitor. A guest operating system thus runs on another level above the hypervisor. This is the classic implementation of virtual machine architectures. Examples of Type 1 hypervisor include VMware ESXi, Citrix XenServer and Microsoft Hyper-V hypervisor.

Type 2 hypervisor Embedded/Host Hypervisor: Software applications that run within a conventional operating system environment. Considering the hypervisor layer being a distinct software layer, guest operating systems thus run at the third level above the hardware. As is done in the case of VMWare’s Workstation, Oracle VM Virtualbox.

In this testbed, we used Type 2 hypervisor (i.e. Oracle Virualbox) because the Oracle Virtualbox is a free cross-platform desktop virtualization tool having a host based hypervisor which runs on top of the host operating system (Fedora 17 and Ubuntu 12.04).

Figure 3 Types of hypervisor.
3 Testbed Architecture and Implementation

In this section we present the testbed architecture and the open source implementations used in the testbed. The details about all of the open source projects are discussed in the subsequent sections.

3.1 Testbed Architecture

Figure 4 shows the overall testbed architecture where we mapped the elements and interfaces of 3GPP standard network architecture, to create an end-to-end testbed in such a way that we can communicate between two different mobile communication technologies.

This testbed has four major group of network elements: i. GSM Network elements, ii. GPRS Network elements, iii. SAE/LTE Network elements, and iv. IMS Network elements.

The GSM network consists of two major network elements, they are: the AN consisting of BTS, and the CN consisting of HSS and MSC as defined in the TS 23.002 [8]. Our testbed architecture makes use of open source projects available for each category of GSM elements which is shown in the Figure 4. We use OpenBTS project which acts as the transceiver and the OpenBSC project which runs in the (Network in the Box) NITB mode it includes the functionality of BSC, MSC, HLR, AuC and HSS. In NITB mode only the Gb interface is exposed for external connection [16, 17].

The GPRS network has two network elements which are implemented in the testbed. In case of GPRS we identified OpenGGSN and OsmoSGSN
as open source projects to implement the GPRS core network in our testbed. OsmoSGSN is a part of the OpenBSC project under Osmocom and implements an SGSN. OpenGGSN is an open source implementation of GGSN CN element. It connects to OsmoSGSN over the Gn interface and the Gi interface is connected to OpenIMS which acts as the PDN.

The System Architecture Evolution (SAE) is the core network of SAE/LTE. It is an evolved form of its legacy GPRS Core Network. There are no open source projects available for implementing SAE/LTE network elements so we used LTE Amarisoft 100 as the EPC in our testbed.

IMS was developed as an all-IP system designed to assist mobile operators deliver next generation interactive and interoperable services [18]. For our testbed we have used IMS as the core to interlink the two communicating networks. For this purpose we identified OpenIMS as an open source IMS project.

### 3.2 Open Source Projects and Tools

We have carried out detailed survey of open source projects related to mobile network elements and mapped the relevant projects to the core 3GPP architecture. The various open source and commercial components that we used to setup our testbed providing an end-to-end connectivity between two different mobile communication technologies such as OpenBSC, OsmoSGSN, OpenGGSN, OpenIMS, Amarisoft LTE are given below [16–30].

#### 3.2.1 OpenBSC

OpenBSC is an open source implementation of the BSC features of a GSM network it also includes support for mobility management and authentication and intra-BSC handover, SMS and voice calls. GPRS and EDGE support are possible if combined with OsmoSGSN and OpenGGSN as has been shown in the testbed. It can work as a pure BSC or as a full network in a box.

OpenBSC-NITB mode includes functionality normally performed by the following elements of a GSM network: BSC, MSC, HLR, AuC, VLR, EIR. NITB mode of OpenBSC also implements the A-bis protocol as defined in the GSM TS 08.5× [19–22] and TS 12.21 [23] for communicating with the BTS. It implements a minimal subset of the BSC, MSC and HLR. It does not implement any of the interfaces (like the A and B interfaces) between the higher order GSM network elements.
3.2.2 OsmoSGSN
OsmoSGSN is an open source implementation of the SGSN [24]. It implements the GPRS Mobility Management (GMM) and SM (Session Management). The SGSN connects via the Gb-Interface to the BSS and it connects via the Gn to OpenGGSN. Presently no authentication is done, i.e. the GPRS network will simply allow every IMSI to attach to it as far as it has the same MCC/MNC as the network.

3.2.3 OpenGGSN
OpenGGSN is a Gateway GPRS Support Node (GGSN). The GGSN is a small application which is provided in order to test and demonstrate the use of gplib. It is fully compliant to the 3GPP standards, but lacks functionality such as charging and management [25]. The project also developed an SGSN emulator suitable GPRS core network testing. OpenGGSN was developed and tested using Redhat 8.0 and 9.0.

3.2.4 Amarisoft LTE
Amarisoft LTE 100 is a LTE Base Station running on a PC, with the configuration mentioned in Section 3.3.2 on the SAE/LTE PC Hardware Requirements. LTEENB, a module of Amarisoft, allows building a real SAE/LTE base station using a standard PC and a low cost software radio front-end. All the physical layer and protocol layer processing is done in real time inside the PC, so no dedicated SAE/LTE hardware is necessary. It can be used to set up an entire SAE/LTE open network.

LTE-MME is a MME implementation [26]. It has a built-in SGW, PGW and HSS. It can be used with the Amarisoft LTE eNodeB.

LTE-ENB is a LTE base station (eNodeB) implemented entirely in software and running on a PC [27]. The PC generates a baseband signal which is sent to a radio front end doing the digital to analog conversion. The reverse is done for the reception. LTE-ENB interfaces with a SAE/LTE Core Network through the standard S1 interface. In particular, the Amarisoft Core Network software (LTEMME) can easily be connected to it to build a highly configurable LTE test network. Some of the implemented features are as follows: implements SAE/LTE release 8 with Frequency Division Duplexing (FDD) configuration, bandwidth ranges from 1.4 to 20 MHz, runs in real time on a standard PC using Linux, Core Network emulation is implemented so that no LTE network infrastructure is needed to use the base station, IP traffic is redirected to a Linux virtual network interface, supports test USIM cards using the standard XOR authentication algorithm, flexible configuration system to
support various SAE/LTE parameters. It implements the LTE PHY, MAC, RLC, PDCP, RRC and NAS layers.

3.2.5 OpenIMS

The IMS is an architectural framework for delivering IP multimedia services [28]. The Open Source IMS Core project was developed by the Fraunhofer Institute FOKUS. Its purpose is to provide an IMS core reference implementation for IMS technology testing, IMS application development and prototyping. It’s not meant for commercial product development activities. The Open Source IMS Core consists of Call Session Control Functions (CSCFs), the central routing elements for any IMS signaling, and a Home Subscriber Server (HSS) to manage user profiles and associated routing rules [29]. The central components of the Open Source IMS Core project are the Open IMS CSCFs (Proxy, Interrogating, and Serving) which were developed at FOKUS as extensions to the SIP Express Router (SER). As a basic implementation for HSS signaling compatible with SER there is the FOKUS Home Subscriber Server (FHoSS) which is also part of the Open Source IMS Core project [30].

3.3 Testbed Implementation

Figure 5 shows the implementation view of the end-to-end testbed discussed in the previous section. This implementation mainly consists of two generations of mobile network elements i.e. 2G/2.5G and SAE/LTE. We used mainly open source projects, operating systems, open source hypervisor and low cost open source hardware platforms.

---

**Figure 5** End-to-end testbed architecture.
The GSM-GPRS implementation involves a small base transceiver station utilizing OpenBTS, OpenBSC, OpenGGSN and OsmoSGSN software [31]. The Linux-based software application configures the UmTRAY to present a GSM air interface to standard GSM phones and also interfaces with the OpenIMS on the back-end acting as PDN.

For the SAE/LTE implementation we configured the Universal Software Radio Peripheral (USRP) hardware using Linux based USRP Hardware Drivers (UHD). We ran the LTE-MME and LTE-ENB on the PC and the radio signal trans-reception carried out on the USRP. Similar to GSM-GPRS we connected the SAE/LTE core network to the same OpenIMS network thus enabling the end-to-end connectivity between GSM-GPRS and SAE/LTE network.

We do not have the spectrum license to perform experiments in the licensed spectrum, so we directly connected the UE to the BS hardware via RF cables, which ensured that there is no RF radiation due to this experiment. The following section explains in detail about the hardware and software used in this implementation.

3.3.1 GSM/GPRS Testbed
We set up the OpenBSC-GPRS testbed using a number of open source hardware and software elements, as given below:

**Hardware**
- UmTRAY as an SDR to act as GSM BTS.
- A Fast PC: Ubuntu 12.04 LTS OS, 1 Gigabit Ethernet ports, 2 GB of RAM, 1 GB of hard disk space.

**Software**
- Oracle Virtualbox 4.3.12 as hypervisor.
- Open source projects on Base Station Controller (OpenBSC).
- Open Source BTS software OsmoBTS.
- Open source transceiver OsmoTRX for GSM Layer 1 implementation.
- Open source packet control unit (OsmoPCU) RLC and MAC layers of the GPRS Um (radio) interface on the MS-facing side, as well as the Gb Interface (NS, BSSGP) on the SGSN-side.
- OpenGGSN an Open Source GGSN Implementation.
- Off the shelf mobile phones with GSM SIM cards as client devices.
3.3.2 LTE Testbed

We set up the SAE/LTE Access network using the Amarisoft LTE 100, other hardware and software, as mentioned below:

Hardware
- A Fast PC
  - A quad core Intel Core i7 CPU (Nehalem or later).
  - 2 Gigabit Ethernet ports.
  - 2 GB of RAM.
  - 1 GB of hard disk space.
- Radio front end.
  - USRP N200 or N210 from Ettus Research with the SBX daughter-board[32].
  - Antennas for the intended LTE frequencies or cables and attenuators to connect to a UE.
- LTE UE compatible with LTE release 8 FDD.
- Test USIM cards.

Software
- A 64 bit Linux Fedora 17 [33].
- Oracle Virtualbox 4.3.12 as hypervisor.
- UHD drivers (∗86 64 target) from Ettus Research [28].
- The Amarisoft LTE Core Network.

4 Sample Tests and Results

To showcase the usability of this testbed (i.e. security testing), in this section we discuss sample threat scenarios and test cases together with the results. The test cases, given in following sub-sections, are only examples to prove the usability of the testbed, other test cases can be tried as well. The definitions of some of the terminology used in the test cases are given below.

Thief of service: In this form of attack a malicious user gains access to a legitimate user’s services. The attacker can then use these services while the user pays for them without realizing it being misused.

Information Disclosure Vulnerability: Information Disclosure is a loophole in a network where the information may be leaked outside the network. This can lead to crucial information being made available to an attacker.
Integrity Check: Integrity is one of the basic principles of security, which deals with maintaining the accuracy and consistency of the data being communicated. The loss of integrity can be caused by someone gaining access to the information in transit wherein he can modify the data and forward it without the end users realizing it.

4.1 Test Case I – Unauthorized Access and Theft of Service

• Scenario: The UE is assigned an IP address dynamically by the MME from an IP address range when setting up the Packet Data Protocol (PDP) context. The UE then accesses the services using the given IP address. In this test case we manually assigned an IP in the same subnet to our network interface and used it to communicate with the PGW.

• Expected Result: The UE must not be able to modify the assigned IP address, as this may lead to users being able to steal other users’ services theft of service and/or unauthorized access. The UE should only be able to communicate via its assigned IP address.

• Observed Result: In the given test case we statically assigned an IP in the valid range to the UE and use it for communicating with the MME as shown in Figure 6 and 7. We saw that the IP address is assigned as a virtual IP in Windows and pinging via the static IP to the core network was unsuccessful. Here 192.168.3.2 was our assigned IP while 192.168.3.20 was the static IP allotted by us. We observed that communication with the core network was only possible when using the network

Figure 6 The default IP configuration.
assigned IP i.e. 192.168.3.2, thus proving that the implementation is secure.

4.2 Test Case II – Information Disclosure Vulnerability

- **Scenario:** Scanning the IP addresses using any network sniffer we can sniff for the communication between the UE and the PGW. As a simple test on information disclosure vulnerability we check whether network information, in form of IP address, is sent to the UE.
- **Expected Result:** In a secure mobile communication system there should be no leakage of information on network topology. The communications between the UE and PGW should not contain any such protected information about the core network.
- **Observed Result:** We captured the packets in the UE interface using wireshark as shown in Figure 8. Based on the observation of the captured pcaps file; data from the protocol hierarchy, contents summary and endpoints we found information about one of the network IP interfaces i.e. 192.168.3.3 apart from our tunnel IP range. As we already know that our IP address is 192.168.3.2 from the previous test case, the detected IP address is an interface to the core network. This core network IP should not have been visible to the UE and leads to Information Disclosure vulnerability.
4.3 Test Case III – Integrity Check

- **Scenario:** To ensure integrity, the receiver verifies that the received NAS message is exactly the message that the transmitter sent. This is done using an integrity value which is derived using the KNASint Key. MME initiates the NAS security procedure by sending the message which includes encryption and integrity protection algorithms. Key selection identifier (KSI-ASME) is also included in the message. UE responds back to the MME with a message which is ciphered and integrity protected.

- **Expected Result:** The SAE/LTE architecture mandates that the NAS signaling between the UE and MME be integrity protected. Apart from the first communication of the UE, the IMSI is not sent over the network only the Globally Unique Temporary Identifier (GUTI) is used for communicating, and setting up of the encryption and integrity keys between the UE and the MME.

- **Observed Result:** In our testbed on scanning the MME and ENB logs we were able to monitor the NAS signaling data gaining information about the transmitted attach request for setting up the initial connection request.
The NAS message as given in Figure 9 is integrity protected to ensure the origin of the sender but not ciphered to protect the communication. It uses the GUTI to set up the attach process with the MME which can be seen in the NAS messages.

The Figure 10 shows NAS signaling Attach accept setup once the integrity and ciphering has been setup. It shows a secure communication being setup with integrity protection and ciphering to protect the signaling information exchange. The NAS message shows the signals sent when setting up user context and exchanging APN info and IP info with the new user.

![Figure 9](image-url) Unencrypted attach request using GUTI.
5 Conclusion and Future Work

5.1 Conclusion

This paper demonstrates creation of an end-to-end testbed for GSM, GPRS and SAE/LTE using open source projects. We implemented the various network elements in a virtual platform to make it scalable and flexible to deploy. In this paper we demonstrated the usability of the testbed based on a few test cases. Some of the sample categories of test cases that have been performed include: theft of service, information disclosure vulnerability and integrity check. Finally, the observed results were compared with the expected results to ascertain any defects in the system. The utilization of this testbed is not
only limited to perform security tests, but can also be used for various other studies as well.

5.2 Future Work

Moving forward we plan on taking our whole implementation to a more open architecture implementation using Network Function Virtualization (NFV). As a first step, the virtualization aspects of Linux platform will be implemented and managed using OpenStack. OpenStack is an open source implementation that is used to control large pools of processing, networking and storage resources [34]. The whole system can be managed and resources can be assigned by an administrative dashboard and web interface. This will facilitate us to easily build and manage mobile network elements on a flexible virtual platform.

Further, we plan to implement project Clearwater. This project is specially designed to be scalable over the cloud network to provide IMS solutions to the users. And it does so by using the concept of NFV as it has been built from the ground up to run in a virtualized environment and take full advantage of the flexibility of the cloud [35].
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