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Abstract.  
 

Data mining is fast gaining traction in a variety of fields, including organic chemical 

research, financial forecasting, healthcare, and weather forecasting. Data mining in 

healthcare is a rapidly growing discipline that may help with prognosis and a better 

understanding of medical data. Investigation of infirmary for finer well-being decision-

making and determent of health centre mistake, early disclosure, and determent of ailment 

and avertible health centre demise, more utility for funds and cost effectives, and 

discernment of crooked security claims are all examples of data mining applications in 

healthcare. Data mining techniques are being used in the detection of a variety of ailments, 

including diabetes, stroke, cancer, and heart disease. We employ two types of datasets in 

this study: breast cancer and diabetes databases. We use the WEKA tool to put the 

techniques into practice. On breast cancer dataset, MLP is better error-free classifier in 

contrast of remaining with the highest accuracy i.e. 74.12%. On diabetes dataset, SMO is 

better accurate classifier in contrast of others with the highest accuracy i.e. 79.30%. 
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1.  INTRODUCTION 

Data mining is an action of analysing enormous data bank to uncover previously unknown 

patterns, correlations, and information that would be difficult to identify using standard 

statistical approaches. Data mining is a computational approach that imply the use of 

intelligent retrieval, predictive analytics, and data bank arrangement to discover figure in 

enormous number of data file [5]. The extensive motive of the data extract action is to bring 

out facts from a data cluster and turn it into a formation. Data bank and data administration 

matter, data pre-processing imitation and inference deliberations, allure measures, 

difficulty deliberations, post-processing of establish forms, perceptions, and online 

refurbish are all part of it [3]. 

In terms of data mining applications, the healthcare business is essential since it generates 

an extensive range of repository that varies in magnitude, diversity, and rapidness. 

Condemnatory illnesses such as lymphoma, pulmonary disease, as well as diabetes are 

among the world's top causes of mortality [6]. Vital information may be obtained from a 

huge database using data mining tools and methodologies, providing an easy manner for 
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prophylactic educator to make dominant choices and enhance restorative aid [6]. WEKA 

is used in view of the fact that it allows ourselves quickly assess and collate knowledge 

discovery in data algorithms on actual facts [7]. It is now feasible to forecast many 

disorders more accurately because to developments in computing technology supplied by 

computer science technologies. As illustrated in Fig 1, data mining may be separated into 

sub-processes that include data selection, pre-processing, transformation, data mining, and 

ultimately data interpretation [8]. The classification approach is commonly employed in 

the health and medical fields. It gives a step-by-step method for creating a classifier model 

using training data, which is subsequently tested using test data and used to make 

predictions. 

 

 

 

Fig 1: Data Mining Process 

 

1.1 Data Excavate Job: Fact extraction job may be categorized:   
• Prognostic imitation  

• Depictive imitation 

 
Fig 2: Data Excavate Job 

2.  CLASSIFICATION IS USED IN PROPOSED WORK 

Table 1 List of Attributes 

Dataset Name No. of Attributes No. of Instances Attributes 

Breast Cancer 9 296 Period, menopause, swell 

size, bosom canker, vertex  

Diabetes 10 788 Pregnant, claret, pressure, 

skin steroid, paediatric 

2.1  Flow Charts of Proposed System: 

A flow chart and steps of proposed work as shown: 

Selecting 

Data 

Prepossessing 

Data 

Transformation Data 

Mining 

Interpretation 

and 

Evaluation 
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                       Fig 3: Flow Chart   Fig 4: Steps of Proposed Work   

3.  EXPERIMENTAL WORK 

3.1  Breast cancer dataset attributes description: 

• Period [5], Menopausal, Quadruple-nodes [3], Fork top, Malignancy [7], Bosom 

canker [5], Bosom vertex, Betterment, Classification [1]. 

 

3.2.  Diabetes dataset attributes description: 

• Pregnant, Claret, Pressure, Skin, Steroid [3], Multitude, Pediatric [1], Lifetime, 

Class. 
3.3.  Performance of classifiers on Breast cancer dataset:  

Table 2 Performance of classifiers on Breast cancer dataset 

Evaluation Criteria Classifiers 

Naive Bayes J48 MLP RPE Tree SMO 

Correctly classified instances 69 66 72 64 68 

Incorrectly classified instances 28 31 25 33 29 

Accuracy (%) 71.10 68.0 74.12 65.95 70.00 

From above table 2 we can conclude that on breast cancer dataset, MLP is better error-free 

classifier in contrast of others also it is clearly observed meaning it has a higher proportion 
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of correctly categorized occurrences and a lower proportion of mistakenly classified 

instances than Naive Bayes, SOM, Rep Tree and J48. 

 
Fig 5: Representational of instances on  Fig 6: Diagrammatic representation of  

Breast cancer             accuracy on Breast cancer 

 

3.4.  Performance of classifiers on Diabetes dataset:   

Table 3 Performance of classifiers on Diabetes dataset 

Evaluation Criteria Classifiers 

Naive Bayes J48 MLP RPE Tree SMO 

Correctly classified instances 201 199 194 197 207 

Incorrectly classified instances 60 62 67 64 54 

Accuracy (%) 77.00 76.2 74.30 75.45 79.30 

From above table 3, SMO is better error-free classifier and has a higher proportion of 

correctly categorized occurrences and a lower proportion of mistakenly classified instances 

than Naive Bayes, MLP, REP Tree and J48. 

 
  Fig 7: Representational of                                   Fig 8: Diagrammatic representation of                       

  instances on Diabetes                          Accuracy on Diabetes  

4.  CONCLUSION & FUTURE WORK 

We culminate that WEKA instrument is examine as one of the finest apparatus for data 

extraction categorizing. In this we have used two types of datasets breast Cancer datasets 
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and Diabetes datasets. And obtain the good results by using the all attributes. On breast 

cancer dataset, MLP is better error-free classifier in contrast of others also it is clearly 

observed meaning it has a higher proportion of correctly categorized occurrences and a lower 

proportion of mistakenly classified instances than Naive Bayes, SOM, Rep Tree and J48. 

On diabetes dataset, SMO is better error-free classifier in contrast of others also it is clearly 

observed meaning it has a higher proportion of correctly categorized occurrences and a lower 

proportion of mistakenly classified instances than Naive Bayes, MLP, REP Tree and J48. 

We used percentage split test option for testing the parameters, so in future we will use other 

testing mode options to increase accuracy of classifiers. 
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